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Abstract

We study offline reinforcement learning (RL) for partially observable Markov decision processes (POMDPs) with possibly infinite state and observation spaces. Under the undercompleteness assumption, the transition kernel can be estimated via solving a series of confounded regression problems. To solve the confounding problem, we select a proper instrumental variable (IV) and solves the IV regression problem to construct confidence regions for the model parameters. We get the final policy via pessimistic planning within the confidence regions. We prove that the proposed algorithm attains an $\epsilon$-optimal policy using an offline dataset containing $\tilde{O}(1/\epsilon^2)$ episodes, provided that the behavior policy has good coverage over the optimal trajectory. To our best knowledge, our algorithm is the first provably sample efficient offline algorithm for POMDPs that is not tabular.

1. Introduction

In the past few years, deep reinforcement learning (RL) has shown its great potential to achieve human-level intelligence (Mnih et al., 2015; Silver et al., 2016; 2017; Vinyals et al., 2019; Ye et al., 2020; Wei et al., 2018; Pathak et al., 2019). In most literature, the environment is modeled as a Markov decision process (MDP) (Sutton & Barto, 2018), where the agent can access a state that contains all the information of the whole system for action selection. A bunch of algorithms are proposed and proved theoretically to have strong performance guarantees on MDPs, in terms of regret or sample complexity (Fan et al., 2020; Cai et al., 2019; Liu et al., 2019a; Wang et al., 2019; Jin et al., 2020b; Cai et al., 2020).

However, the assumption of full observability of the state is often violated in practice, which restricts the application of RL to scenarios with well-defined MDPs like video games (Mnih et al., 2015; Vinyals et al., 2019; Ye et al., 2020). In most cases, the agent can only observe a partial state or a noisy version of the true state. To model such situations, the partially observable Markov decision process (POMDP) (Sondik, 1971; Spaan, 2012) is introduced.

In order to compensate the information loss in the partial observations, action selections in POMDPs should depend on the whole history instead of the observation it alone. Such a dependency leads to huge computing burden since processing a series of observations and actions in a POMDP needs more careful design and consumes much more time than processing one state in an MDP, especially when the episode is long. Also, since the model parameters of a POMDP can not be estimated directly from the data due to the latency of the states, we can either infer the latent state or estimate the model parameters from history. Both leads to great challenges compared with learning in an MDP.

Despite those challenges, many algorithms have been proposed to tackle the long dependency and are proved to have a sound sample complexity or regret bound Azizzadenesheli et al. (2016); Guo et al. (2016); Kwon et al. (2021); Jin et al. (2020a); Xiong et al. (2021). Those algorithms focus on online learning settings, switching between sample collection and strategy improvement during training. Online algorithms can acquire new data from interacting with the environment, and the distribution of those data can be altered towards a desirable direction by modulating the strategy of interaction. Thus, online algorithms are often sample efficient. However, in scenarios like healthcare (Yu et al., 2021; Tang & Wiens, 2021; Sonabend-W et al., 2020) and autonomous driving (Kiran et al., 2021; Shi et al., 2021b), it’s impractical to collect new data because of the inconvenience or even potential danger caused by a bad interaction strategy. Thus, in those settings, offline learning is a more desirable way. Though sample efficient RL algorithms have been proposed for offline setting (Jin et al., 2021; Zanette et al., 2021; Kidambi et al., 2020; Yu et al., 2020), there is no theoretical guarantees of any offline RL algorithm on a POMDP. In this work, we combine offline reinforcement learning...
learning with POMDP framework and aim to answer the following question,

*Can offline reinforcement learning be provably efficient on POMDPs?*

To answer this question, we propose a new pessimistic offline RL algorithm. Specifically, we consider a broad class of linear POMDPs where both the observation emission kernel and the state transition kernel are linear in the feature mappings, which allows the state and observation space to be arbitrarily large or continuous. A similar model has been studied in (Yang & Wang, 2020) for MDPs. Our algorithm exploits the undercompleteness assumption and the pessimism principle in the face of uncertainty. We formulate the learning of the model parameters as a confounded regression problem, and select proper instrumental variables to cancel the correlation between the covariate and the perturbation. We theoretically prove that, for any $\epsilon > 0$, our algorithm obtains an $\epsilon$-optimal policy with a proper offline dataset containing $\text{poly}(H, |A|, d_\phi, d_\psi) \cdot \tilde{O}(1/\epsilon^2)$ episodes, where $H$ is the episode length, $|A|$ is the number of available actions, $d_\phi$ and $d_\psi$ are dimensions of the feature mappings for observations and states, respectively. To our best knowledge, our algorithm is the first provably sample efficient offline RL algorithm for POMDPs that is not tabular.

The remainder of this paper is organized as follows. We introduce related literature in §1.1 and notations in §1.2. The preliminaries are given in §2. We propose our algorithm in §3. In §4, we introduce our main theoretical results. We sketch the proof of our main theorem in §5.

1.1. Related Work

**POMDPs.** Our work is related to the literature on reinforcement learning on POMDPs. See (Spaan, 2012) and the references therein. Recently, a polynomial sample complexity for learning of the model parameters is achieved in Azizzadenesheli et al. (2016); Xiong et al. (2021); Guo et al. (2016), which all builds on the estimation of the parameters of hidden Markov models (HMMs) using spectral methods (Anandkumar et al., 2012; 2014). From the perspective of POMDPs, an HMM is a special case with a fixed action sequence. To cope with this difference, Azizzadenesheli et al. (2016) restrict their oracle to the memoryless policy that only depends on the current observation instead of using all historical information to form the belief of the underlying state. Closest to our work is Jin et al. (2020a). They also propose to make an undercompleteness assumption, where they assume the latent states are less than the possible observations. We extend this assumption to a broader class of POMDPs instead of tabular cases in Jin et al. (2020a) and introduce a more sophisticated undercompleteness assumption. Instead of estimating the real POMDP model, (Jin et al., 2020a) utilizes the observable operator model (Jaeger, 2000) induced by the environment, which is the same idea as ours.

**Causal Inference.** There has been a line of works that apply methods in Causal Inference literature to identify the POMDPs. The unobserved states admits unmeasured confounders in the POMDP model. Shi et al. (2021a); Bennett & Kallus (2021) study the Off-Policy Evaluation (OPE) problems in POMDPs and identify the POMDP with bridge functions. The goal of OPE in POMDPs is to estimate the value of an evaluation policy, which is a function of observed variables, using the data generated by a behavior policy. The most related work is Liao et al. (2021) that identifies the confounded transition dynamics via instrumental variables and proposes IV-aided Value Iteration (IVVI) to recover the optimal policy.

**Offline RL.** In the context of offline RL, our work is related to the recent pessimistic or conservative RL algorithms (Zanette et al., 2021; Jin et al., 2021; Kumar et al., 2020; Kidambi et al., 2020; Yu et al., 2020; Buckman et al., 2020) which tries to find the best policy in the face of uncertainty given an offline dataset. The intuition behind pessimism is the need of worst-case guarantees arisen from the concern about insufficient exploration in the offline dataset. Specifically, Jin et al. (2021); Yu et al. (2020) adds bonus to the rewards which penalize states not well-covered by the dataset. The works of Zanette et al. (2021); Kidambi et al. (2020) construct an MDP model on which the performance of any policy lower-bounds that on the real environment, and then learn a near-optimal policy on this model. Our idea is closest to the second approach.

**Function Approximations.** Our linear POMDP assumption draws connection to the rich literature on RL with function approximations (Yang & Wang, 2020; Jin et al., 2020b; 2021; Cai et al., 2020; Wang et al., 2020a; Zhou et al., 2021; Ayoub et al., 2020). Among those works, our model is most related to the linear factored MDPs (Yang & Wang, 2020) with known feature mappings and an unknown kernel matrix. However, the approach in Yang & Wang (2020) can not be applied to POMDP directly because of the latency of the states.

1.2. Notation

For any $n \in \mathbb{N}$, we denote $[n] = \{1, 2, \ldots, n\}$. We denote by $\| \cdot \|_p$, the $L^p$-norm of a vector or $L^p$ norm of a function. For any operator $M$, we denote by $\|M\|_{p \rightarrow q}$ the operator norm of $M$ induced by the $L^p$-norm or $L^q$-norm of the domain and $L^q$ or $L^p$-norm of the range. For any discrete or continuous set $\mathcal{X}$, we denote by $L^p(\mathcal{X})$ the $L^p$ space of functions over $\mathcal{X}$ and $\Delta(\mathcal{X})$ the space of probability density functions over $\mathcal{X}$ when $\mathcal{X}$ is continuous or the space
of probability mass functions when $\mathcal{X}$ is discrete. Also, the notation of the integral $\int_{\mathcal{X}}$ in this paper is general for summation over $\mathcal{X}$ no matter $\mathcal{X}$ is discrete or continuous. For a sequence of variables $x_1, x_2, \ldots$, we use $x_{i:j}$ to denote the subsequence $x_i, x_{i+1}, \ldots, x_j$ for $i \leq j$. Lastly, we use the notation $\text{linspan}(\cdot)$ to represent the linear span.

2. Preliminary

We consider episodic Partially Observable Markov Decision Process $\mathcal{M}(H, S, A, O, T, \mathcal{E}, r, \mu_1)$. Here, $H$ is the horizon, $S$ is the state space, $A$ is the action space, $O$ is the observation space, and $\mu_1$ is the initial state distribution. We consider finite and discrete action space but allow the state space and observation space to be arbitrarily large or continuous. The transition kernel $T = \{T_h : S \times A \rightarrow \Delta(S)\}_{h=1}^H$ defines the transition probabilities at state $s \in S$ and when action $a \in A$ is taken. The emission $\mathcal{E} = \{E_h : S \rightarrow \Delta(O)\}_{h=1}^H$ specifies the distribution over observations for any state $s \in S$ at any step $h \in [H]$. Specifically, we assume the reward functions $r = \{r_h : O \times A \rightarrow [0, 1]\}_{h=1}^H$ are given and the rewards are normalized.

In POMDPs, the agent has no access to the state of the system. Instead, only the observation for that state is revealed to the agent. At the beginning of each episode, an initial state $s_1$ is sampled from $\mu_1$. At each step $h \in [H]$, the agent observes $o_h \in O$, which is sampled from $E_h(\cdot | s_h)$, where $s_h$ is the latent state. Then, the agent picks an action $a_h$ by following its policy. Also, the agent receives reward $r_h(o_h, a_h)$ for reaching the current observation $o_h$ and taking action $a_h$. Afterwards, the system transits to the next latent state $s_{h+1} \sim T(\cdot | s_h, a_h)$ following the transition kernel. The process continues until reaching the terminating state $s_{H+1}$.

To deal with the partial observability, the agent takes into account all the history observations and actions when taking an action. That is to say, $\pi = \{\pi_h : \Gamma_h \rightarrow \Delta(A)\}_{h=1}^H$, where $\Gamma_h = (O \times A)^{h-1} \times O$ is the space of all the histories at step $h$. We denote by $\Pi$ the space of all policies, which is known in prior. To describe the environment, we parameterize the POMDP and use $\theta \in \Theta$ to denote all the unknown parameters in it, where $\Theta$ is the parameter space given in prior, which will be specified later in Assumption 2.1. Then, we use $T^\theta$ and $E^\theta$ to denote the parameterized versions of $T$ and $\mathcal{E}$.

Similar to the MDP case, here we also aim to find the policy $\pi^* \in \Pi$ that maximizes the expected accumulated reward. Since the horizon is finite and the actions are discrete and finite, there always exists an optimal policy $\pi^*$ such that

$$\pi^* = \operatorname*{argmax}_{\pi \in \Pi} J(\theta^*, \pi),$$

where $J(\theta, \pi) = \mathbb{E}_{\theta, \pi} \left[ \sum_{h \in [H]} r_h(o_h, a_h) \right]$ for any $\theta \in \Theta$ and $\pi \in \Pi$. Here, the symbols $\theta$ and $\pi$ on the subscripts of the expectations indicate that the parameter of the underlying POMDP is $\theta$, and all the actions are selected by the policy $\pi$.

We consider the offline reinforcement learning setting with a dataset $D_N = \{(o^n_h, a^n_h, r^n_h)\}_{(n, h) \in [N] \times [H]}$ that contains $N$ trajectories collected by some behavior policy $\bar{\pi}$. Specifically, besides the action $a^n_h$ in each step, we also require the dataset to contain the probability of the behavior policy to take that action, denoted by $\rho^n_h$. Our goal is to learn an $\epsilon$-optimal policy $\pi$ with $D_N$. The suboptimality of any policy $\pi$ is characterized by the following regret

$$\text{Regret}(\pi) = J(\theta^*, \pi^*) - J(\theta^*, \pi),$$

which is defined as the gap between the expected accumulated reward by following the optimal policy $\pi^*$ and that by following $\pi$ in the actual POMDP.

2.1. Linear POMDP

We extend the linear MDP assumptions (Jin et al., 2020b; 2021; Wang et al., 2020a; Zhou et al., 2021; Ayoub et al., 2020; Yang & Wang, 2020) to POMDPs and consider the POMDPs where both the transition kernel and the emission kernel can be fully embedded in the given feature spaces, as stated in the following assumption.

Assumption 2.1. [Linear POMDP] For any $h \in [H]$, there exists known feature mappings

$$\phi_h : S \times A \rightarrow \mathbb{R}^{d_\phi}, \quad \psi : S \rightarrow \mathbb{R}^{d_{\psi}}, \quad \varphi : O \rightarrow \mathbb{R}^{d_{\varphi}},$$

where the entries of $\psi$ and $\varphi$ are probability distributions. Let $\theta = (\{M^n_h\}_{h \in [H]}, \{(\psi^n_h, \rho^n_h)\}_{h \in [H]})$ be all the unknown parameters in the POMDP, including matrices $M^n_h \in \mathbb{R}^{d_\phi \times d_{\psi}}$ and feature mappings $\psi^n_h : S \rightarrow \mathbb{R}^{d_{\psi}}$. For a given parameter space $\Theta \subset \mathbb{R}^{d_\phi \times d_{\psi}} \times \mathcal{F}^{d_{\psi}}(S)$, there exists $\theta^* \in \Theta$ such that

$$T_h(s' | s, a) = \phi(h, o, a)\top M^n_h \psi(s'),$$

$$E_h(\cdot | s) = \varphi(\cdot)\top \eta^n_h(s)$$

for any $h \in [H], s, s' \in S$ and $a \in A$.

The assumption of the linear POMDP requires that both emission function and transition function can be linearly approximated by known basis $\psi$ and $\varphi$. For notational simplicity, we denote by $\psi_i$ and $\varphi_j$ the $i$-th entry of $\psi$
and the j-th entry of \( \varphi \) for any \( i \in [d_v] \) and \( j \in [d_w] \), respectively. The same transition kernel has been defined in Yang & Wang (2020) for MDPs. However, their algorithm cannot be applied to POMDPs since the latency of the states. For any \( \theta = \{\{M^0_h\}_{h \in [H]}, \{\eta^0_h\}_{h \in [H]}\} \), we define the following state transition function and observation emission function

\[
T^0_h(s' \mid s, a) = \varphi(s, a)T^0_h \psi(s'), \quad (2.4)
\]

\[
\mathcal{E}^\theta_h(\cdot \mid s) = \varphi(o)\eta^0_h(s). \quad (2.5)
\]

The linearity of the transition kernel and the emission kernel helps us to characterize undercompleteness (Jin et al., 2020a). In tabular settings, it means the states are less than the observations. Prior to introduce undercompleteness to our linear POMDP, we define the observation operator \( \mathcal{O}^0_h : L^1(S) \rightarrow L^1(O) \) for any \( (h, \theta) \in \Theta \times [H] \) and function \( f \in L^1(S) \) by

\[
(\mathcal{O}^0_h f)(o) = \int_S \mathcal{E}^\theta_h(o \mid s)f(s)ds, \quad (2.6)
\]

where \( o \in O \) is arbitrarily. When \( f \) is a distribution of the state \( s_h \), such an operator maps it to the distribution of its observation \( o_h \) under the emission kernel \( \mathcal{E}^\theta_h \). In tabular settings, such an operator is defined by matrix multiplication. Thus, the inverse operator is characterized by the Moore-Penrose inverse of the matrix multiplication (Jin et al., 2020a). However, in our linear POMDP with function approximations, the definition of the inverse operator becomes more sophisticated, which is described in the following assumption.

**Assumption 2.2.** [Undercompleteness] For any \( h \in [H] \) and \( \theta \in \Theta \), there exists function \( \mathcal{E}^\theta_h : S \times O \rightarrow \mathbb{R} \) and corresponding operator \( \mathcal{U}^\theta_h : L^1(O) \rightarrow L^1(S) \) such that

\[
\mathcal{U}^\theta_h \mathcal{O}^\theta_h f = f, \quad \|\mathcal{U}^\theta_h\|_{1 \rightarrow 1} \leq \gamma \quad (2.7)
\]

for any \( f \in \text{linspan}(\psi) \), where \( \gamma > 0 \) is an absolute constant and the operator \( \mathcal{U}^\theta_h \) is defined by

\[
(\mathcal{U}^\theta_h g)(s) = \int_O \mathcal{E}^\theta_h(s, o)g(o)do \quad (2.8)
\]

for any \( g \in L^1(O) \).

Assumption is an extension of the undercompleteness assumption in tabular POMDPs defined in Jin et al. (2020a). It defines the left inverse of the observation operator \( \mathcal{O} \). Recall that \( \mathcal{O} \) maps a distribution of the states to that of the corresponding observations. Then, by (2.6), we can infer the distribution of the states from that of the observations. Though we can not directly acquire the latent state from the observation, the distribution of the state still carries effective information To compare with Jin et al. (2020a) which requires the number of states is smaller than that of the observations, here we only require the linear mappings \( \mathcal{O} \) are injective. Interested readers can find more discussion in §A.3. In what follows, we build our algorithm and analysis on this assumption.

### 3. Algorithm

#### 3.1. General Framework

To develop an algorithm for POMDPs, our strategy works as follows. Given the offline dataset, we first estimate the model parameter \( \theta^* \). Instead of having an exact estimator, we construct a confidence region \( \hat{\Theta} \subset \Theta \), which should contain \( \theta^* \) with high probability. With such a confidence region, for any policy \( \pi \in \Pi \), we obtain a value function estimator which lower-bounds the true value function of \( \pi \). Then, it’s natural to maximize those lower bounds over some family \( \Pi \) of policies, which leads to the saddle-point problem

\[
(\hat{\pi}, \hat{\theta}) = \arg\max_{\pi \in \Pi} \arg\min_{\theta \in \hat{\Theta}} J(\theta, \pi), \quad (3.1)
\]

where \( J \) is the expected total reward defined in (2.2). Note that the method to solve (3.1) is out of the scope of our study. talk about it later. The problem of our interest is how to estimate the model parameter \( \theta^* \) and construct the confidence region \( \hat{\Theta} \) with the offline dataset collected by some behavior policy \( \hat{\pi} \).

The most important part of identifying the model parameters is to identify the transition kernel. We assume all other parameters, including the reward function and the initial state distribution, are given in prior. In MDPs, to identify the transition kernel, it suffices to collect \((s_h, a_h, s_{h+1})\) pairs and the transition function can be identified by \( T^0_h(s' \mid s, a) = \mathbb{E}[\mathbb{I}\{s_{h+1} = s'\} \mid s_h = s, A_h = a] \). Thus, we can estimate the transition kernel sufficiently accurate as long as the dataset is large enough and provides a uniform coverage over all the state-action pairs.

However, in POMDPs, the states are unobserved. We need to find other way to identify the transition kernel. We start by defining the following two random functions

\[
X_{h, a}(o) = \mathbb{I}_{do(A_{h-1} = a)}\{O_h = o\},
\]

\[
Y_{h, a, a'}(o, o') = \mathbb{I}_{do(A_{h-1} = (a, a'))}\{O_{h+1} = (o, o')\},
\]

for any \( (h, a, a', o, o') \in [H] \times A^2 \times O^2 \). Here, the superscript \( \pi \) implies that we are following the behavior policy \( \pi \), whereas the do-operation in the subscript performs a deterministic intervention on the policy \( \pi \) at specified steps while leaving all other actions untouched. For instance, in the definition of \( Y_{h, a, a'} \), we assign \( a \) and \( a' \) to \( A_{h-1} \) and \( A_h \), respectively, regardless of the observations, while the actions \( A_{1:h-2} \) are still taken by the behavior policy \( \pi \) based on the
observations. Such a do-operation is commonly adopted in Causal Inference (Pearl, 2009).

Intuitively, if there exists linear operators \( \bar{F}_{h,a}^\theta : (O \to \mathbb{R}) \to (O^2 \to \mathbb{R}) \) associated with the model parameter \( \theta \) such that

\[
Y_{h,a,a'} = \bar{F}_{h,a}^\theta X_{h,a} + U_{h,a,a'},
\]

where \( U_{h,a,a'} \) is the perturbation term independent of \( X_{h,a} \) and has an expectation of 0, then we can regress \( Y_{h,a,a'} \) on \( X_{h,a} \) for any \((h,a,a') \in [H] \times A^2 \) and estimate the model parameter \( \theta \) via estimating the operator \( \bar{F}_{h,a}^\theta \) with observations in the dataset. To that end, we define \( \bar{F}_{h,a}^\theta \) to be the linear operator

\[
(\bar{F}_{h,a}^\theta f)(\bar{o}, \bar{o}') = \int_O f(\bar{o}) \cdot \bar{F}_{h,a}^\theta (\bar{o}, \bar{o}') d\bar{o},
\]

where the integral kernel \( \bar{F}_{h,a}^\theta \) is given by

\[
\bar{F}_{h,a}^\theta (\bar{o}, \bar{o}', \bar{o}'') = \int_S \xi_h^\theta(s, o) \cdot \bar{P}_{h,a}(O_{h+1} = (\bar{o}', \bar{o}'') | S_h = s, A_h = a) ds,
\]

where \( \xi_h^\theta \) is defined in Assumption 2.2. The operator \( \bar{F}_{h,a}^\theta \) is only influenced by the model parameter \( \theta \) and is independent of any policy. With such a linear operator, we have the following lemma which characterizes the perturbation term.

**Lemma 3.1.** For any \((h,a,a') \in [H] \times A^2\), we define random function

\[
\bar{U}_{h,a,a'} = Y_{h,a,a'} - \mathbb{E}[Y_{h,a,a'} | O_{1:h-1}].
\]

Then, there exists a linear operator \( \bar{P}_{h,a}^\theta : (O^2 \to \mathbb{R}) \to (O^2 \to \mathbb{R}) \) such that

\[
Y_{h,a,a'} = \bar{P}_{h,a}^\theta X_{h,a} + \bar{F}_{h,a}^\theta \bar{U}_{h,a,a'}.
\]

**Proof.** See §A.1 for a detailed proof. \( \square \)

Lemma 3.1 gives the closed form of the perturbation term \( \bar{U}_{h,a,a'} = \bar{P}_{h,a}^\theta \bar{U}_{h,a,a'} \). By this definition, we have the desirable result \( \mathbb{E}[U_{h,a,a'}(o', o'')] = 0 \) for any \((h,a,a', o, o'') \in [H] \times A^2 \times O^2\). However, this perturbation term \( \bar{U}_{h,a,a'} \) influences both \( X_{h,a} \) and \( Y_{h,a,a'} \). In the language of Causal Inference (Pearl, 2009), we call \( U_{h,a,a'} \) a confounder of \( X_{h,a} \) and \( Y_{h,a,a'} \). The existence of such a confounder may lead us to biased estimations of \( \bar{P}_{h,a}^\theta \) as well as \( \theta \). To fix this issue, we draw inspirations from the method of instrumental variables (IV). An instrumental variable must be correlated with the covariate \( X_{h,a} \) but uncorrelated with the perturbation \( U_{h,a,a'} \). We illustrate the relationship between \( X_{h,a}, Y_{h,a,a'}, U_{h,a,a'} \) and \( Z_h \) in Figure 1. In our case, we introduce the following instrumental variable

\[
Z_h = O_{h-1}.
\]

To verify that \( Z_h \) is uncorrelated with \( U_{h,a,a'} \), we note that

\[
\mathbb{E}[U_{h,a,a'} | Z_h] = \mathbb{E}[\bar{U}_{h,a,a'} | Z_h] = \mathbb{E}[\bar{U}_{h,a,a'} | O_{h-1} - \mathbb{E}[Y_{h,a,a'} | O_{1:h-1} | O_{h-1}]] = 0,
\]

which is defined in Assumption 2.2. The operator \( \bar{F}_{h,a}^\theta \) is only influenced by the model parameter \( \theta \) and is independent of any policy. With such a linear operator, we have the following lemma which characterizes the perturbation term.

**Lemma 3.1.** For any \((h,a,a') \in [H] \times A^2\), we define random function

\[
\bar{U}_{h,a,a'} = Y_{h,a,a'} - \mathbb{E}[Y_{h,a,a'} | O_{1:h-1}].
\]

Then, there exists a linear operator \( \bar{P}_{h,a}^\theta : (O^2 \to \mathbb{R}) \to (O^2 \to \mathbb{R}) \) such that

\[
Y_{h,a,a'} = \bar{P}_{h,a}^\theta X_{h,a} + \bar{F}_{h,a}^\theta \bar{U}_{h,a,a'}.
\]

**Proof.** See §A.1 for a detailed proof. \( \square \)

Lemma 3.1 gives the closed form of the perturbation term \( \bar{U}_{h,a,a'} = \bar{P}_{h,a}^\theta \bar{U}_{h,a,a'} \). By this definition, we have the desirable result \( \mathbb{E}[U_{h,a,a'}(o', o'')] = 0 \) for any \((h,a,a', o, o'') \in [H] \times A^2 \times O^2\). However, this perturbation term \( U_{h,a,a'} \) influences both \( X_{h,a} \) and \( Y_{h,a,a'} \). The existence of such a confounder may lead us to biased estimations of \( \bar{P}_{h,a}^\theta \) as well as \( \theta \). To fix this issue, we draw inspirations from the method of instrumental variables (IV). An instrumental variable must be correlated with the covariate \( X_{h,a} \) but uncorrelated with the perturbation \( U_{h,a,a'} \). We illustrate the relationship between \( X_{h,a}, Y_{h,a,a'}, U_{h,a,a'} \) and \( Z_h \) in Figure 1. In our case, we introduce the following instrumental variable

\[
Z_h = O_{h-1}.
\]
where the linear operator $P^\theta_{h,a}$ is adapted from $\tilde{P}_{h,a}^\theta$ such that
\[
(P^\theta_{h,a} P^\dagger_{h,a})(o', o'') = \int_{O} P^\dagger_{h,a}(o, o') \cdot J^\theta_{h,a}(o, o') \mathrm{d}o,
\]
where the integral kernel $J^\theta_{h,a}$ is defined in (3.3).

Finally, to estimate the model parameter $\theta$, we construct from the dataset empirical estimators of $P^\dagger_{h,a,a'}$ and $P^\dagger_{h,a}$, denoted by $\hat{P}_{h,a,a'}^\dagger$ and $\hat{P}_{h,a}^\dagger$, correspondingly. And we acquire a confidence region of $\theta$ by selecting $\theta$ such that $\hat{P}_{h,a,a'}^\dagger$ and $\hat{P}_{h,a}^\dagger$ are close enough for all $(h, a, a') \in [H] \times A^2$. Our general framework is summarized in Algorithm 1 We also introduce one way of estimating the empirical distributions via RKHS (Smola et al., 2007) in §3.2.

Algorithm 1 General Framework

Require: Dataset $D$, model parameter class $\Theta$, policy class $\Pi$, threshold parameter $\epsilon$ and oracle $\mathcal{F}$.
1: $(\hat{P}_{h,a,a'}^\dagger, \hat{P}_{h,a}^\dagger) \leftarrow \text{DistEst}(D)$.
2: $\hat{\Theta} \leftarrow \{\theta \in \Theta : \sup_{(h,a,a') \in [H] \times A^2} \{||P^\dagger_{h,a,a'} - \hat{P}_{h,a,a'}^\dagger||_1\} < \epsilon\}.$
3: $(\hat{\pi}, \hat{\theta}) = \arg\max_{(\pi, \gamma) \in \Pi} \arg\min_{\theta \in \hat{\Theta}} \mathcal{F}(\theta, \pi).

Ensure: $\hat{\pi}, \hat{\theta}$.

Algorithm 2 DistEst

Require: Dataset $D_N = \{(s^n_h, a^n_h, \rho^n_h)\}_{n,h=1}^N$.
1: for $(h, a, a') \in \{2, \ldots, H\} \times A^2$ do
2: \quad $D_{h,a,a'} = \emptyset$.
3: \quad for $n \in [N]$ do
4: \quad \quad if $a^n_{h-1} = (a, a')$ then
5: \quad \quad \quad $\rho \leftarrow \rho^n_h ; \rho^n_h$.
6: \quad \quad $D_{h,a,a'} \leftarrow D_{h,a,a'} \cup \{o^n_{h-1}, h+1, \rho\}$.
7: \quad end if
8: end for
9: Construct matrix $\mathbf{Y}$ and vector $U$ as
\[
[Y]_{i,j} = \langle K_{\mathbf{y}_i}, K_{\mathbf{y}_j} \rangle_H, \quad (3.11)
\]
\[
[U]_i = \langle K_{\mathbf{y}_i}, \tilde{K}_{D_{h,a,a'}} \rangle_H, \quad (3.12)
\]
for any $i, j \in [d]$.
10: Construct estimators
\[
\hat{P}^\dagger_{h,a,a'}(o, o', o'') \leftarrow \mathbf{y}(o, o', o'')^\top \mathbf{Y}^{-1} U, \quad (3.13)
\]
\[
\hat{P}^\dagger_{h,a}(o, o') \leftarrow \int_{O} \hat{P}^\dagger_{h,a,a'}(o, o', o'') \mathrm{d}o''. \quad (3.14)
\]
11: end for
Ensure: $P^\dagger_{h,a,a'}, P^\dagger_{h,a}$.

3.2. Distribution Estimators

In this section, we construct estimators for the distributions $P^\dagger_{h,a,a'}$ and $P^\dagger_{h,a}$ from the dataset. Our method is summarized in Algorithm 2. We first construct empirical distributions of $P^\dagger_{h,a,a'}$ and $P^\dagger_{h,a}$. This is done by decomposing the original dataset into trajectory pieces and grouping them based on the actions. See Line 2-7 of Algorithm 2. It’s noteworthy that in $P^\dagger_{h,a,a'}$ and $P^\dagger_{h,a}$, the actions $a_{h-1}$ and $a_h$ are specified regardless of the observations with the help of the do-operations. In other words, the corresponding distributions are induced by first executing the behavior policy $\pi$ in the first $h - 2$ steps, and then switch to a policy that selects $a_{h-1}$ and $a_h$ with probability 1 at step $h - 1$ and $h$, respectively. However, the dataset is collected by policy $\pi$ throughout, which incurs a distribution shift. To address that, we assume that the dataset contains an importance weight $\rho$ for each $(s, a)$ pair that equals the probability of the behavior policy $\pi$ to take action $a$ at that time. We can also estimate this importance weight with samples from the dataset instead of assuming its existence.

We then apply the reproducing kernel Hilbert space (RKHS) embedding (Smola et al., 2007) to estimate $P^\dagger_{h,a,a'}$ from $D_{h,a,a'}$. Let $\mathcal{H}$ be an RKHS with the kernel $K$ over $O^3$, for example, the radial basis function (RBF) kernels (Smola & Schölkopf, 1998). With slight abuse of notation, we define the embedding operator $K$ that embed both the probability distribution and the empirical distribution into the RKHS $\mathcal{H}$ as follows
\[
(K \rho)(x) = \int_{O^3} K(x', x) \cdot p(x') \mathrm{d}x', \quad (3.15)
\]
\[
(K \bar{D}_{h,a,a'})(x) = \sum_{(x', o') \in D_{h,a,a}} \frac{K(x', x)}{N \rho_{x'}}. \quad (3.16)
\]
for any $x \in O^3$. Then, we construct estimator $\hat{P}^\dagger_{h,a,a'}$ to be the distribution that is the closest to $D_{h,a,a'}$ when both are embedded into the RKHS $\mathcal{H}$. To narrow down the search range, we present the following lemma, which gives the linearity preserved in $P^\dagger_{h,a,a'}$ by Assumption 2.1.

Lemma 3.2. Under Assumption 2.1, for any $(h, a, a') \in [H] \times A^2$, there exists a feature mapping $\varphi : O^3 \rightarrow \mathbb{R}^d$, constructed from $\varphi$ such that
\[
P^\dagger_{h,a,a'} \in \text{linspan}(\varphi),
\]
where we considered $\varphi$ as a set of functions and $\text{linspan}(\varphi)$ is the linear span of $\varphi$.

Proof. See §A.2 for a detailed proof.

With Lemma 3.2, we no longer need to search over the whole space of $\Delta(O^3)$, but only $\text{linspan}(\varphi)$. That is to say,
we let
\[
P_{\theta}(x) = \arg \min_{\theta \in \Theta} E_{h,a} V_{h+1}(\tau) = \arg \min_{\theta \in \Theta} E_{h,a} V_{h+1}(\tau) \]
for any \( \theta \in \Theta, h \in [H], \) and bounded function \( V_{h+1} : \Gamma_{h+1} \rightarrow \mathbb{R} \). Here, the function \( F \) is defined in (3.3), and to avoid confusion, we write
\[
\tau_{h+1}^* = (\tau_{h-2, a_{h-2}, a_{h-1}, a_h, o_h, o_{h+1}) = (a_1, a_2, \ldots, a_{h-1}, a_h, o_h),
\]
for any \( \tau_{h+1}^* \in \Gamma_{h+1} \). The construction of the forward operator is inspired by the Observable Operator Model (OOM) (Jaeger, 2000; Jin et al., 2020a) in latent variables. Those models are restricted to more strict settings, but we apply the ideas to our linear POMDPs. We then give the following lemma, which draws connection from our operator \( F_h^{\theta, \pi} \) to the Bellman operator in MDPs.

**Lemma 4.1.** Under Assumption 2.1, 2.2, it holds for any \( h \in [H], \theta \in \Theta, \pi \in \Pi, \tau_{h-1}^* \in \Gamma_{h-1}, a_{h-1} \in A, s_{h-1}^* \in S, \) and bounded function \( V_{h+1} : \Gamma_{h+1} \rightarrow \mathbb{R} \) that
\[
E_{\theta, \pi} [F_h^{\theta, \pi} V_{h+1}(\tau) \mid s_{h-1}^*, \tau_{h-1}^*, a_{h-1}^*] = \mathbb{E}_{\theta, \pi} [V_{h+1}(\tau) \mid s_{h-1}^*, \tau_{h-1}^*, a_{h-1}^*],
\]
where the expectation is taken with respect to \( p_{h-1}(\cdot \mid s_{h-1}^*, a_{h-1}^*), a_h \sim \pi_{h-1}^*(\cdot \mid s_{h-1}^*, a_{h-1}^*), \) and \( o_{h+1} \sim p_{h+1}(\cdot \mid s_{h-1}^*, a_{h-1}^*, a_h, o_h) \).

**Proof.** See §B.1 for a detailed proof.

Lemma 4.1 states that the operator \( F_h^{\theta, \pi} \) defined in (4.1) maps a function on the \((h+1)\)-step history space to its \(h\)-step correspondence, which is the same role played by the Bellman operator in an MDP. We call \( F_h^{\theta, \pi} \) backward operator to distinguish from the forward operator \( F_h^\theta \). Both the definitions of the forward operator and backward operator take advantage of the undercompleteness assumption that enables us to retrieve information of the latent state from the distribution of the observations, which further explains why the undercompleteness assumption is the foundation of our algorithm and analysis.

To exploit the connection between the backward operator and the Bellman operator in MDPs, we define the following value function
\[
V_h^{\theta, \pi} = F_h^{\theta, \pi} \cdots F_H^{\theta, \pi} R, \tag{4.2}
\]
for any $h \in [H+1], \theta \in \Theta, \text{and } \pi \in \Pi$. By definition, we let
\( V_{\tau_{H+1}}^{\theta, \pi} = R \). Here, the function $R : \Gamma_{H+1} \rightarrow \mathbb{R}$ calculates the total reward given a complete episode of observations and actions, that is,
\[
R(\tau_{H+1}) = \sum_{h \in [H]} r(o_h, a_h),
\]
(4.3)
for any $\tau_{H+1} \in \Gamma_{H+1}$. We give the following lemma, which reveals an integral form of $V_{\tau}^{\theta, \pi}$ and its connection with the total reward,

**Lemma 4.2.** Under the same conditions as Lemma 4.1, for any $(\theta, \pi, h) \in \Theta \times \Pi \times [H]$ and $\tau_h^* = (s_{h-1}^*, a_{h-1}^*, o_h^*) \in \Gamma_h$, we have
\[
V_{\theta, \pi}^{h, \tau_h^*} = \int_{\mathcal{S}} E_{\Theta, \Pi} \left[ \sum_{h' \in [H]} r(o_{h'}, a_{h'}) \mid s_h, \tau_{h-1}^*, a_{h-1}^* \right] \cdot \delta_{h}^*(s_h, o_h^*) \, ds_h.
\]
(4.4)

**Proof.** See §B.2 for a detailed proof. \( \square \)

By substitute $o_h^*$ in (4.4) from a fixed observation to a random variable and taking expectation with respect to it, we can cancel off the function $\xi$ on the right-hand side of (4.4), as stated in the following lemma.

**Lemma 4.3.** Under the same conditions as Lemma 4.1, for any $(\theta, \pi, h) \in \Theta \times \Pi \times [H]$ and $(s_{h-1}^*, \tau_{h-1}^*, a_{h-1}^*) \in \mathcal{S} \times \Gamma_h \times \mathcal{A}$, we have
\[
E_{\Theta} \left[ V_{\theta, \pi}^{h, \tau_{h-1}^*, a_{h-1}^*, o_h} \mid s_{h-1}^*, \tau_{h-1}^*, a_{h-1}^* \right] = E_{\Theta, \pi} \left[ \sum_{h' \in [H]} r(o_{h'}, a_{h'}) \mid s_{h-1}^*, \tau_{h-1}^*, a_{h-1}^* \right].
\]
(4.5)

where the expectation on the left-hand side is taken with respect to $o_h \sim \mathbb{P}_\theta(\cdot \mid s_{h-1}^*, a_{h-1}^*)$.

**Proof.** See §B.3 for a detailed proof. \( \square \)

Lemma 4.3 shows that the value function $V_{\theta, \pi}^{h, \tau}$ defined in (4.2) corresponds to the expected total reward following policy $\pi$ from step $h$, just like in MDPs. By Lemma 4.3, we have $J(\theta, \pi) = E_{\theta}[V_{\theta, \pi}^{h, (o_1)}]$ for $J$ defined in (2.1) by setting $h$ to 1.

### 4.2. Main Theorem

We begin this section by making more assumptions. Then, we present our main theoretical result in Theorem 4.6.

To start with, we note that the quality of the dataset is of great importance for offline RL algorithms (Wang et al., 2020b; Szepesvári, 2010). To avoid insufficient coverage of the offline dataset, we make the following assumption.

**Assumption 4.4** (Coverage). There exist absolute constants $C, \overline{C} > 0$ such that (i) $|D_{h,a,a'}| \geq N\overline{C}$ and (ii) $\mu_h^*(s)/\overline{\mu}_h^*(s) \leq \overline{C}$ for any $(h, a, a', s) \in [H] \times \mathcal{A}^2 \times \mathcal{S}$.

Recall that $D_{h,a,a'}$ is the dataset constructed by Algorithm 2, $N$ is the cardinality of the offline dataset $\mathcal{D}_N$, function $\mu_h^*$ is the state distribution at step $h$ induced by policy $\pi$, and $\bar{\pi}$ and $\bar{\pi}$ are the optimal policy and the behavior policy, respectively. Assumption 4.4 defines requirements for the offline dataset and the behavior policy that collects it. The condition (i) can be satisfied with high probability by a fixed behavior policy that explores all the actions with positive probabilities at any states. The condition (ii) states that the state distribution deviation of the behavior policy from the optimal policy should be bounded, which is a common assumption in the offline RL literature (Jin et al., 2020a; Agarwal et al., 2020; Liu et al., 2019b).

Recall that we apply RKHS embedding to estimate the distributions in §3.2 without specifying the kernel we are using. We keep the flexibility in the choices of the kernel but making the following assumption to specify the requirements for it.

**Assumption 4.5** (Well-defined Kernel). The kernel $K$ is bounded, continuous, and positive definite. In particular, for any $x, x' \in \mathcal{X}$, we have $|K(x, x')| \leq 1$, and there exists a constant $\alpha > 0$ such that $\sigma_{\min}(Y) > \alpha$ where the matrix $Y$ is defined in (3.11).

Assumption 4.5 is a common assumption about the RKHS kernel, and can be satisfied by, for example, the radial basis function (RBF) kernels (Smola & Schölkopf, 1998). Now we’re ready to present our main theorem.

**Theorem 4.6.** Under Assumptions 2.1, 2.2, 4.4, 4.5, for any $\delta > 0$, if we let $\beta \geq (\gamma + 1) \cdot \beta_0$ where
\[
\beta_0 = \alpha^{-1} \cdot 10d \cdot \log(2H|\mathcal{A}|^2/\delta)/\overline{C},
\]
(4.6)
then, it holds with probability at least $1 - \delta$ that
\[
\text{Regret}(\bar{\pi}) \leq 2H^2|\mathcal{A}|^2\overline{C}\alpha^2 \beta \cdot N^{-1/2},
\]
where $N$ is the size of the dataset.

**Proof.** See §5 for a sketched proof and §B.4 for a detailed proof. \( \square \)

Theorem 4.6 guarantees an $\epsilon$-optimal policy provided an offline dataset with sufficient coverage containing poly($H$, $|\mathcal{A}|$, $d_\phi$, $d_\psi$) \cdot $\tilde{O}(1/\epsilon^2)$ episodes, where $H$ is the episode length, $|\mathcal{A}|$ is the cardinality of the action space, $d_\phi$ and $d_\psi$ are feature dimensions, and $\tilde{O}$ hides constant factors and logarithms. Such a rate is consistent with offline RL algorithms in MDPs such as Kidambi et al. (2020); Jin et al. (2021); Zanette & Brunskill (2019) under sufficient...
coverage. To our best knowledge, our algorithm is the first provably sample efficient offline RL algorithm for POMDPs that is not tabular.

5. Proof of Theorem 4.6

We begin our proof of the main theorem by presenting the following lemma.

**Lemma 5.1.** Under the same conditions as Theorem 4.6, for any $\delta \in (0, 1)$, the event $E$ that

\[
\begin{align*}
\|\hat{P}_{h,a} - P_{h,a}\|_1 & \leq \beta_0 \cdot N^{-1/2}, \\
\|\hat{P}_{h,a,a'} - P_{h,a,a'}\|_1 & \leq \beta_0 \cdot N^{-1/2},
\end{align*}
\]

(5.1)

(5.2)

for all $(h,a,a') \in [H] \times \mathcal{A}^2$ holds with probability at least $1 - \delta$.

**Proof.** See §C.1 for a detailed proof.

Lemma 5.1 gives our concentration analysis results for Algorithm 2. It states that our estimator $\hat{P}^*$ is close to the true distribution $P^*$ in the sense of $\ell_1$ norm. Under the event $E$ defined above, it can be proved that the true model parameter lies in the confidence region constructed in Algorithm 2, as stated in the following lemma.

**Lemma 5.2.** Under the event $E$ defined in Lemma 5.1, it holds that $\theta^* \in \widehat{\Theta}$, where $\widehat{\Theta}$ is the output of Algorithm 2.

**Proof.** See §C.2 for a detailed proof.

By Lemma 5.2 and our pessimism principle in (3.1), we have

\[
\mathcal{J}(\hat{\theta}, \pi^*) \leq \mathcal{J}(\hat{\theta}, \hat{\pi}) \leq \mathcal{J}(\theta^*, \hat{\pi}),
\]

(5.3)

under event $E$. As a consequence, we transform the regret defined in (2.3) as follows,

\[
\text{Regret}(\hat{\pi}) = \mathcal{J}(\theta^*, \pi^*) - \mathcal{J}(\theta^*, \hat{\pi}) \leq \mathcal{J}(\theta^*, \pi^*) - \mathcal{J}(\hat{\theta}, \pi^*),
\]

(5.4)

The right-hand side of (5.4) is the estimation error of $\theta^*$ under the optimal policy $\pi^*$. Next, we adopt our backward operator to analysis such an estimation error. We define $\Delta \mathbb{B}_{h}^{(\theta', \pi)} V$ as the difference between $\mathbb{B}_{h}^{(\theta', \pi)} V$ and $\mathbb{B}_{h}^{(\theta^*, \pi)} V$ when applied to function $V : \Gamma_{h+1} \rightarrow \mathbb{R}$. That is,

\[
\Delta \mathbb{B}_{h}^{(\theta', \pi)} V = \mathbb{B}_{h}^{(\theta', \pi)} V - \mathbb{B}_{h}^{(\theta^*, \pi)} V,
\]

(5.5)

for any $\theta, \theta' \in \Theta$, $\pi \in \Pi$, $h \in [H]$, and any bounded function $V : \Gamma_{h+1} \rightarrow \mathbb{R}$. With this notation, we give the following lemma, which further quantifies the right-hand side of (5.4).

**Lemma 5.3** (Step-wise Error). Under Assumptions 2.1 and 2.2, it holds for any policy $\pi \in \Pi$ and $\theta, \theta' \in \Theta$ that

\[
\mathcal{J}(\theta, \pi) - \mathcal{J}(\theta', \pi) = \sum_{h \in [H]} \mathbb{E}_{\theta, \pi} \mathbb{E}_{V_{h+1}^{(\theta', \pi)}}[(\Delta \mathbb{B}_{h}^{(\theta', \pi)} V_{h+1}^{(\theta', \pi)})(\tau_h)],
\]

(5.6)

where the function $V_{h+1}^{(\theta, \pi)}$ is defined in (4.2).

**Proof.** See §C.3 for a detailed proof.

The right-hand side of (5.6) is a step-wise decomposition of the model estimation error. By conditioning the expectation on $s_{h-1}$ and plugging it to (5.4), we obtain

\[
\text{Regret}(\hat{\pi}) \leq \sum_{h \in [H]} \mathbb{E}_{\theta^*, \pi^*}[\epsilon_h(s_{h-1})],
\]

(5.7)

where we define the state-dependent error

\[
\epsilon_h(s_{h-1}) = \left| \mathbb{E}_{\theta^*, \pi^*}[(\Delta \mathbb{B}_{h}^{(\theta^*, \pi^*)} V_{h+1}^{(\theta^*, \pi^*)})(\tau_h)] \right|, \quad (5.8)
\]

The dependence of the error on $s_{h-1}$ weakens the impact of the optimal policy $\pi^*$ on the trajectory $\tau_h$. We manage to upper-bound the error under the behavior policy as follows.

**Lemma 5.4.** For any $\delta \in (0, 1)$, under the same conditions as Theorem 4.6, it holds with probability at least $1 - \delta$ that

\[
\mathbb{E}_{\theta^*, \pi^*}[\epsilon_h(s_{h-1})] \leq 2H |A|^2 \gamma^2 \beta \cdot N^{-1/2},
\]

(5.9)

for any $h \in [H]$.

**Proof.** See §C.4 for a detailed proof.

Notice that the expectation in (5.9) is taken with respect to the behavior policy, while the expectation in our goal in (5.7) is taken with respect to the optimal policy. To fill the gap, we invoke the second statement in Assumption 4.4 to change the measure from $\mu^\pi$ to $\mu^{\pi^*}$, which adds another factor $C$ to our regret. See §B.4 for a detailed proof.
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A. Linear POMDP

A.1. Proof of Lemma 3.1

For any \((h, a, a') \in [H] \times \mathcal{A}^2\), it holds that

\[
\mathbb{P}_{h,a}^\theta \mathbb{E}[X_{h,a} | O_{1:h-1}](o, o') = \int \mathbb{P}_{\text{do}(A_{h-1}=a)}(O_h = \bar{o} | O_{1:h-1}) \cdot \mathbb{F}_{h,a}^\theta(\bar{o}, o, o') \, d\bar{o} \\
= \int_{\mathcal{O} \times \mathcal{S}^4} \mathbb{P}_\theta(S_{h-1} = s | O_{1:h-1}) \cdot T_{h-1}(s' | s, a) \cdot \mathcal{E}_h(\bar{o} | s') \cdot \xi_h(\bar{s}, \bar{o}) \cdot \mathcal{E}_h(o | \bar{s}) \cdot \mathcal{T}_h(\bar{s'} | \bar{s}, a') \cdot \mathcal{E}_{h+1}(o' | \bar{s'}) \, ds \, ds' \, d\bar{s} \, d\bar{s}'.
\]

By Assumption 2.2, we have

\[
\int_{\mathcal{S} \times \mathcal{O}} \xi_h(\bar{s}, \bar{o}) \cdot \mathcal{E}_h(o | \bar{s}) \cdot T_{h-1}(s' | s, a) \, ds' \, d\bar{o} = T_{h-1}(\bar{s} | s, a). \tag{A.1}
\]

Thus,

\[
\mathbb{P}_{h,a}^\theta \mathbb{E}[X_{h,a} | O_{1:h-1}](o, o') \\
= \int_{\mathcal{O}} \mathbb{P}_\theta(S_{h-1} = s | O_{1:h-1}) \cdot T_{h-1}(\bar{s} | s, a) \cdot \mathcal{E}_h(o | \bar{s}) \cdot \mathcal{E}_{h+1}(o' | \bar{s'}) \, ds \, d\bar{s} \, d\bar{s}' \\
= \mathbb{E}[Y_{h,a,a'} | O_{1:h-1}](o, o').
\]

Then,

\[
Y_{h,a,a'} = \mathbb{E}_{h,a}^\theta X_{h,a} + \mathbb{E}_{h,a}^\theta (\mathbb{E}[X_{h,a} | O_{1:h-1}] - X_{h,a}) + Y_{h,a,a'} - \mathbb{E}[Y_{h,a,a'} | O_{1:h-1}] \tag{A.2}
\]

\[
= \mathbb{E}_{h,a}^\theta X_{h,a} + \mathbb{E}_{h,a}^\theta (\mathbb{E}[X_{h,a} | O_{1:h-1}] - X_{h,a}) + U_{h,a,a'}. \tag{A.3}
\]

We define the following linear operator \(\mathbb{L} : (\mathcal{O}^2 \to \mathbb{R}) \to (\mathcal{O} \to \mathbb{R})\)

\[
(\mathbb{L}f)(o) = \int \mathbb{E}[f(o, o') | O_{1:h-1}] \, do'. \tag{A.4}
\]

Then, we can write

\[
Y_{h,a,a'} = \mathbb{E}_{h,a}^\theta X_{h,a} + \mathbb{E}_{h,a}^\theta \mathbb{L}U_{h,a,a'} + U_{h,a,a'}.
\]

Since both \(\mathbb{E}_{h,a}^\theta\) and \(\mathbb{L}\) are linear operators, we conclude the proof of Lemma 3.1.

A.2. Additional Linearity

In this section, we show two additional linear structures inside our linear POMDP besides (2.4) and (2.5). We first prove Lemma 3.2, which states that the joint probability of consecutive three observations given necessary actions is linear in a constructed feature mapping. Then, we define an inverse transition function and show this function is also linear in a constructed feature mapping.
A.2.1. Linearity of $P^\dagger$

**Proof of Lemma 3.2.** We write down the explicit form of $P^\dagger$

$$P^\dagger_{h,a_h-1,a_h}(o_{h-1},o_h,o_{h+1}) = \mathbb{P}_{\theta,\pi}(o_{h-1},o_h,o_{h+1} \mid a_{h-1},a_h)$$

$$= \int_{S^3} \mathcal{E}^{\theta}_{h-1}(o_{h-1} \mid s_{h-1}) \cdot \mathcal{T}^{\theta}_{h-1}(s_{h-1} \mid s_{h-1},a_{h-1}) \cdot \mathcal{E}^{\theta}_{h}(o_{h} \mid s_{h}) \cdot \mathcal{T}^{\theta}_{h}(s_{h+1} \mid s_{h},o_{h})$$

$$\cdot \mathcal{E}^{\theta}_{h+1}(o_{h+1} \mid s_{h+1}) \cdot \mu_{\pi}^{\theta}(s_{h+1} \mid s_{h+1}) \mathrm{d}s_{h-1} \mathrm{d}s_{h} \mathrm{d}s_{h+1}$$

$$= \int_{S^3} \varphi(o_{h-1}) \cdot \eta_{h-1}(s_{h-1}) \cdot \mathcal{T}^{\theta}_{h-1}(s_{h-1} \mid s_{h-1},a_{h-1}) \cdot \mathcal{E}^{\theta}_{h}(o_{h} \mid s_{h}) \cdot \mathcal{T}^{\theta}_{h}(s_{h+1} \mid s_{h},o_{h})$$

$$\cdot \varphi(o_{h+1}) \cdot \eta_{h+1}(s_{h+1}) \cdot \mu_{\pi}^{\theta}(s_{h+1} \mid s_{h+1}) \mathrm{d}s_{h-1} \mathrm{d}s_{h} \mathrm{d}s_{h+1},$$

where the second equality follows from Assumption 2.1, and we exploit the fact that the observations are independent given corresponding observations and the actions in the conditions are decoupled from the history as explained in (3.8). Then, by rearranging the terms, we know there exists coefficient $w_{h,a,a',i,j,k}$ for any $(h,a,a',i,j,k) \in [H] \times [A] \times [d_{o}]^3$ such that

$$P^\dagger_{h,a,a',a''}(o,a',o'') = \sum_{(i,j,k) \in [d_{o}]^3} \varphi_i(o) \varphi_j(o') \varphi_k(o'') \cdot w_{h,a,a',i,j,k}.$$  

Thus, by defining $\bar{w}(o,a',o'') = \sum_{(i,j,k) \in [d_{o}]^3} \varphi_i(o) \varphi_j(o') \varphi_k(o'')$, we conclude the proof of Lemma 3.2. 

A.2.2. Linearity of $I$

In this section, we show the following inverse transition function is also linear in $\psi$

$$I_{h}^{\theta}(s_{h} \mid a_{h},o_{h+1}) = \mathbb{P}_{\theta}(s_{h} \mid a_{h},o_{h+1}), \quad \text{for any} \quad (s_{h},a_{h},o_{h+1}) \in S \times A \times O. \quad (A.5)$$

Here, the action $a_{h}$ in the conditions is also decoupled from the history, i.e., the value of it is selected by us regardless of the history and the policy, like in (3.8) and (3.9). Thus, the function $I$ is a property of the Linear POMDP and does not involve any policy $\pi$. The function $I$ defines the distribution of the state given the future action and observation. By Bayesian’s theorem, we can write

$$I_{h}^{\theta}(s_{h} \mid a_{h},o_{h+1}) = \frac{\mathbb{P}_{\theta}(o_{h+1} \mid s_{h},a_{h}) \cdot \mathbb{E}_{\theta,\pi}(s_{h})}{\mathbb{P}_{\theta,\pi}(o_{h+1} \mid a_{h})}. \quad (A.6)$$

Note that

$$\mathbb{P}_{\theta}(o_{h+1} \mid s_{h},a_{h}) = \int_{S} \mathcal{T}^{\theta}_{h}(s_{h+1} \mid s_{h},a_{h}) \cdot \mathcal{E}^{\theta}_{h}(o_{h+1} \mid s_{h+1}) \mathrm{d}s_{h+1}$$

$$= \phi(s_{h},a_{h})^{\top} M_{h}^{\theta} \int_{s} \psi(s_{h+1}) \cdot \mathcal{E}^{\theta}_{h}(o_{h+1} \mid s_{h+1}) \mathrm{d}s_{h+1}, \quad (A.7)$$

and

$$\mathbb{P}_{\theta,\pi}(s_{h}) = \mathbb{E}_{\theta,\pi}[T^{\theta}_{h-1}(s_{h} \mid s_{h-1},a_{h-1})] = \mathbb{E}_{\theta,\pi}[(\phi(s_{h-1},a_{h-1})^{\top})] M_{h}^{\theta} \psi(s_{h}). \quad (A.8)$$

Plugging (A.8) and (A.7) into (A.6), we obtain

$$I_{h}^{\theta}(s_{h} \mid a_{h},o_{h+1}) = \phi(s_{h},a_{h})^{\top} M^{\prime} \psi(s_{h}) = \sum_{(i,j) \in [d_{a}] \times [d_{o}]} \phi_{i}(s_{h},a_{h}) \psi_{j}(s_{h}) M_{i,j}^{\prime}, \quad (A.9)$$

if we define

$$M^{\prime} = \frac{M_{h}^{\theta} \int_{s} \psi(s_{h+1}) \cdot \mathcal{E}^{\theta}_{h}(o_{h+1} \mid s_{h+1}) \mathrm{d}s_{h+1} \mathbb{E}_{\theta,\pi}[\phi(s_{h-1},a_{h-1})^{\top}] M_{h}^{\theta}}{\mathbb{P}_{\theta,\pi}(o_{h+1} \mid a_{h})}.$$
We first prove where the equality follows from the fact that \( \psi \). Thus, by normalizing each function in it as probability distribution function and eliminating linearly dependent elements. We obtain a new feature mapping \( \psi : \mathcal{S} \to \mathbb{R}^{d^\psi} \) such that \( \mathcal{I}_h^\theta (\cdot | a_h, o_{h+1}) \in \text{lnspan}(\psi) \), and we have \( d^\psi = d_\psi (d_\psi + 1) \). With the new feature mapping, we obtain
\[
\mathcal{I}_h^\theta (\cdot | s_h, a_h) \in \text{lnspan}(\psi'), \quad \mathcal{I}_h^\theta (\cdot | a_h, o_{h+1}) \in \text{lnspan}(\psi').
\]
Thus, we can always substitute \( \psi \) with this new feature mapping \( \psi' \) without violating the definition of the linear MDP. Throughout the appendix, we assume the property \( \mathcal{I}_h^\theta (\cdot | a_h, o_{h+1}) \in \text{lnspan}(\psi) \) holds for the default \( \psi \) of the linear POMDP.

### A.3. Sufficient Conditions for the Undercompleteness Assumption

In this section, we discuss the sufficient conditions for Assumption 2.2 to hold. We give the following lemma.

**Lemma A.1.** Assumption 2.2 holds when the following two conditions hold.

(a). There exists mapping \( \varphi : \mathcal{O} \to \mathbb{R}^{d_\varphi} \) and constant \( \gamma_1 \) such that:
\[
\int_{\mathcal{O}} \varphi(o)^T\varphi(o) \, do = I \quad \text{and} \quad \sup_{o \in \mathcal{O}} \|\varphi(o)\|_1 \leq \gamma_1. \tag{A.10}
\]

(b). For any \( h \in [H] \) and \( \theta \in \Theta \), there exists constant \( \gamma_2 \) such that
\[
\|\Psi_h^\theta\|_{1 \to 1} \leq \gamma_2, \quad \text{where} \quad \Psi_h^\theta = \int_{\mathcal{S}} n_h^\theta(s)\psi(s)^T \, ds \tag{A.11}
\]

has full column rank, and \( A^+ = (A^T A)^{-1} A^T \) is the Moore-Penrose inverse of matrix \( A \).

**Proof of Lemma A.1.** We let
\[
\xi_h^\theta(s, o) = \psi(s)^T (\Psi_h^\theta)^+ \varphi(o).
\]
We first prove \( \mathcal{U}_h^\theta \mathcal{O}_h^\theta f = f \). For any \( f \in \text{lnspan}(\psi) \) with the coefficient \( x_f \), i.e., \( f(\cdot) = \psi(\cdot)^T x_f \), we have
\[
\mathcal{U}_h^\theta \mathcal{O}_h^\theta f(s) = \int_{\mathcal{S} \times \mathcal{O}} \xi_h^\theta(s, o) \cdot \epsilon_h^\theta(o | s') \cdot \psi(s')^T \, ds' \, do \\
= \psi(s)^T (\Psi_h^\theta)^+ \left( \int_{\mathcal{S} \times \mathcal{O}} \varphi(o)^T \epsilon_h^\theta(o | s') \cdot \psi(s')^T 
\right) \, ds' \, do \right) x_f.
\]
By the definition of \( \varphi \) and \( \Psi_h^\theta \) in (A.10) and (A.11), respectively, we have
\[
\mathcal{U}_h^\theta \mathcal{O}_h^\theta f(s) = \psi(s)^T (\Psi_h^\theta)^+ \left( \int_{\mathcal{S}} n_h^\theta(s') \cdot \psi(s')^T \, ds' \right) x_f = \psi(s)^T (\Psi_h^\theta)^+ \Psi_h^\theta x_f = f(s).
\]
Next, we prove \( \|\mathcal{U}_h^\theta \mathcal{O}_h^\theta f\|_{1 \to 1} \) is upper-bounded. For any \( f \in L^1(\mathcal{O}), h \in [H] \) and \( \theta \in \Theta \), we have
\[
\|\mathcal{U}_h^\theta f\|_1 = \int_{\mathcal{S}} \left| \int_{\mathcal{O}} \psi(s)^T (\Psi_h^\theta)^+ \varphi(o) \cdot f(o) \, do \right| \, ds \\
\leq \int_{\mathcal{S}} \psi(s)^T \| (\Psi_h^\theta)^+ \|_1 \int_{\mathcal{O}} \varphi(o) \cdot f(o) \, do \, ds = \| (\Psi_h^\theta)^+ \|_1 \int_{\mathcal{O}} \varphi(o) \cdot f(o) \, do \|_1,
\]
where the equality follows from the fact that \( \psi(\cdot) \) is a probability distribution over \( \mathcal{S} \). By the triangle inequality and (A.11), we have
\[
\|\mathcal{U}_h^\theta f\|_1 \leq \| (\Psi_h^\theta)^+ \|_1 \int_{\mathcal{O}} \varphi(o) \cdot f(o) \, do \|_1 \leq \gamma_2 \cdot \int_{\mathcal{O}} \varphi(o) \cdot f(o) \, do \|_1 \leq \gamma_2 \cdot \| f \|_1.
\]
Then, we conclude the proof by letting \( \gamma = \gamma_1 \gamma_2 \).

\(\square\)
B. Missing Proofs in §4

B.1. Proof of Lemma 4.1

Proof of Lemma 4.1. By the definition of $E_{h}^{\theta, \pi}$ in (4.1), for any $s_{h-1} \in S, \tau_{h-1}^{*} \in \Gamma_{h-1}, a_{h-1}^{*} \in A$ and bounded function $V_{h+1} : \Gamma_{h+1} \rightarrow \mathbb{R}$, we have

$$
E_{\theta, \pi}[(E_{h}^{\theta, \pi}V)(\tau_{h-1}^{*}, a_{h-1}^{*}, o_{h})|s_{h-1}, \tau_{h-1}^{*}, a_{h-1}^{*}]
= \int_{O \times A \times S} \pi(a_{h}|\tau_{h-1}^{*}, a_{h-1}^{*}, o_{h}) \cdot V_{h+1}(\tau_{h}^{*}, a_{h}^{*}, o_{h}, a_{h+1})
\cdot \mathbb{P}_{\theta}(o_{h}, o_{h+1}|s_{h}, a_{h}) \cdot \xi_{h}^{\theta}(s_{h}, o_{h}) \cdot \mathbb{P}_{\theta}(o_{h}|s_{h-1}, a_{h-1}^{*}) \, do_{h} \, do_{h+1} \, da_{h}.
$$

(B.1)

The trick here is since we are taking expectation with respect to $o_{h}$ conditional on $s_{h-1}^{*}$ and $a_{h-1}^{*}$, the emission function $E_{h}^{\theta}$ contained in the expectation will cancel off $\xi_{h}^{\theta}$. To see that, we apply (??) which invokes Assumption 2.2. It holds that

$$
E_{\theta, \pi}[(E_{h}^{\theta, \pi}V)(\tau_{h-1}^{*}, a_{h-1}^{*}, o_{h})|s_{h-1}, \tau_{h-1}^{*}, a_{h-1}^{*}]
= \int_{O \times A \times S} \pi(a_{h}|\tau_{h-1}^{*}, a_{h-1}^{*}, o_{h}) \cdot V_{h+1}(\tau_{h-1}, a_{h}^{*}, o_{h}, a_{h+1})
\cdot \mathbb{P}_{\theta}(o_{h}, o_{h+1}|s_{h}, a_{h}) \cdot \mathcal{T}_{h}^{\theta}(s_{h}^{*}|s_{h-1}^{*}, a_{h-1}^{*}) \, do_{h} \, da_{h}
= \int_{O \times A} V_{h+1}(\tau_{h-1}, a_{h}^{*}, o_{h}, a_{h+1}) \cdot \mathbb{P}_{\theta, \pi}(o_{h}, a_{h}, o_{h+1}, |\tau_{h-1}, s_{h-1}^{*}, a_{h-1}^{*}) \, do_{h} \, da_{h} \, da_{h+1},
$$

which concludes the proof.

B.2. Proof of Lemma 4.2

Proof of Lemma 4.2. We prove the lemma by induction. For $h = H$, by the definition of $E_{h}^{\theta, \pi}$ and $V_{h}^{\theta, \pi}$ in (4.1) and (4.2), respectively, and the additional definition $V_{H+1}^{\theta, \pi} = R$, for any $\tau_{H} = (\tau_{H-1}^{*}, a_{H-1}^{*}, o_{H}^{*}) \in \Gamma_{H}$, we have

$$
V_{H}^{\theta, \pi}(\tau_{H}) = (E_{H}^{\theta, \pi}V_{H+1}^{\theta, \pi})(\tau_{H})
$$

$$
= \int_{S \times O^{2}} E_{a_{H} \sim \pi(\cdot|\tau_{H-1}^{*}, a_{H-1}^{*}, o_{H})}[V_{H+1}^{\theta, \pi}(\tau_{H-1}, a_{H-1}^{*}, o_{H}, a_{H}, o_{H+1}) \cdot \mathbb{P}_{\theta}(o_{H}, o_{H+1}|s_{H}, a_{H})]
\cdot \xi_{h}^{\theta}(s_{H}, o_{H}) \, ds_{H} \, do_{H} \, do_{H+1}
$$

$$
= \int_{S \times O^{2}} E_{a_{H} \sim \pi(\cdot|\tau_{H-1}^{*}, a_{H-1}^{*}, o_{H})}[r(o_{H}, a_{H}) + \sum_{h \in [H-1]} r(a_{H}, a_{H}^{*})] \cdot \mathbb{P}_{\theta}(o_{H}, o_{H+1}|s_{H}, a_{H})
\cdot \xi_{h}^{\theta}(s_{H}, o_{H}) \, ds_{H} \, do_{H} \, do_{H+1}
$$

$$
= \int_{S} \left[ E_{\theta, \pi}[r(o_{H}, a_{H})|s_{H}, \tau_{H-1}, a_{H-1}^{*}] + \sum_{h \in [H-1]} r(o_{H}, a_{H}^{*}) \right] \cdot \xi_{h}^{\theta}(s_{H}, o_{H}) \, ds_{H},
$$

which satisfies the statement (4.4). Assume the lemma holds for the value function of the $(h+1)$-th step. Then, we have

$$
V_{h}^{\theta, \pi}(\tau_{h}) = (E_{h}^{\theta, \pi}V_{h+1}^{\theta, \pi})(\tau_{h})
$$

$$
= \int_{S \times O^{2}} E_{a_{h} \sim \pi(\cdot|\tau_{h-1}^{*}, a_{h-1}^{*}, o_{h})}[V_{h+1}^{\theta, \pi}(\tau_{h-1}, a_{h-1}^{*}, o_{h}, a_{h}, o_{h+1}) \cdot \mathbb{P}_{\theta}(o_{h}, o_{h+1}|s_{h}, a_{h})]
\cdot \xi_{h}^{\theta}(s_{h}, o_{h}) \, ds_{h} \, do_{h} \, do_{h+1}
$$

$$
= \int_{S^{2} \times O^{2}} E_{a_{h} \sim \pi(\cdot|\tau_{h-1}^{*}, a_{h-1}^{*}, o_{h})}[E_{\theta, \pi}\left[ \sum_{i \in [H]} r(o_{i}, a_{i}) \bigg| s_{h+1}, \tau_{h-1}^{*}, a_{h-1}^{*}, o_{h}, a_{h} \right] \cdot \mathbb{P}_{\theta}(o_{h}, o_{h+1}|s_{h}, a_{h})]
\cdot \xi_{h+1}^{\theta}(s_{h+1}, o_{h+1}) \cdot \xi_{h}^{\theta}(s_{h}, o_{h}) \, ds_{h} \, ds_{h+1} \, da_{h} \, do_{h+1}.
$$

(B.2)

We write down the explicit form of $\mathbb{P}_{\theta}(o_{h}, o_{h+1}|s_{h}, a_{h})$ as follows

$$
\mathbb{P}_{\theta}(o_{h}, o_{h+1}|s_{h}, a_{h}) = E_{h}^{\theta}(o_{h}|s_{h}) \cdot \int_{S} E_{h+1}^{\theta}(o_{h+1}|s_{h+1}) \cdot \mathcal{T}_{h}^{\theta}(s_{h+1}|s_{h}, a_{h}) \, ds_{h+1},
$$

(B.3)
and note that, following from Assumption 2.2, we have
\[
\int_{\mathcal{S} \times \mathcal{O}} \xi_h^{\theta}(s_{h+1}, o_{h+1}) : \mathcal{E}_{h+1}(o_{h+1} \mid s'_{h+1}) \cdot \mathcal{T}_h^\psi(s'_{h+1} \mid s_h, a_h) \, ds_{h+1} \, do_{h+1} = \mathcal{T}_h^\psi(s_{h+1} \mid s_h, a_h),
\]
(B.4)
since \(\mathcal{T}_h^\psi(\cdot \mid s_h, a_h)\) is in the linear span of \(\psi\). Plugging (B.3) and (B.4) into (B.2), we have
\[
V_h^{\theta, \pi}(\tau_h) = \int_{\mathcal{S} \times \mathcal{O}} E_{\theta, \pi} \left[ \sum_{i \in [H]} r(o_i, a_i) \mid \tau_h, \tau_h^*-1, a_h^*-1, o_h \right] \cdot \mathcal{E}_h^\theta(o_h \mid s_h) \cdot \mathcal{T}_h^\psi(s_{h+1} \mid s_h, a_h) \cdot \xi_h^\theta(s_h, o_h^*) \, ds_h \, ds_{h+1} \, do_h,
\]
which concludes the proof of Lemma 4.2.

**B.3. Proof of Lemma 4.3**

**Proof of Lemma 4.3.** By the definition of the value function in (4.2), for any \(h \in [H], \, s_h^* \in \mathcal{S}, \, \tau_h^* \in \Gamma_h, \) and \(o_h^* \in \mathcal{A}, \) we have
\[
E_{\theta} \left[ V_h^{\theta, \pi}(\tau_h^*) \mid s_h^*, \tau_h^*-1, a_h^* \right] = E_{\theta} \left[ (E_h^{\theta, \pi} \cdots E_H^{\theta, \pi} R)(\tau_h^*, a_h^*, o_h) \mid s_h^*, \tau_h^*-1, a_h^* \right].
\]
By Lemma 4.1, we have
\[
E_{\theta} \left[ V_h^{\theta, \pi}(\tau_h^*) \mid s_h^*, \tau_h^*-1, a_h^* \right] = E_{\theta, \pi} \left[ (E_h^{\theta, \pi} \cdots E_H^{\theta, \pi} R)(\tau_h^*, a_h^*, o_h, o_h+1) \mid s_h^*, \tau_h^*-1, a_h^* \right].
\]
By the tower property and applying Lemma 4.1 repeatedly, we obtain
\[
E_{\theta} \left[ V_h^{\theta, \pi}(\tau_h^*) \mid s_h^*, \tau_h^*-1, a_h^* \right] = \cdots = E_{\theta, \pi} \left[ R(\tau_h^*, a_h^*, o_h, o_h+1, \ldots, a_H, o_{H+1}) \mid s_h^*, \tau_h^*-1, a_h^* \right],
\]
which concludes the proof.

**B.4. Proof of the Main Theorem**

**Proof of Theorem 4.6.** We condition our proof on the event \(E\) which holds with probability at least \(1 - \delta\). By Lemma 5.2, we have \(\theta^* \in \bar{\Theta}\). Thus, following from (3.1), we have
\[
\text{Regret}(\bar{\pi}) = J(\theta^*, \bar{\pi}) - J(\theta^*, \pi^*) \leq J(\theta^*, \pi^*) - J(\bar{\theta}^*, \pi^*).
\]
By Lemma 5.3 and the tower property of expectations, we have
\[
\text{Regret}(\bar{\pi}) \leq \sum_{h \in [H]} E_{\theta^*, \pi^*} \left[ (\Delta \mathcal{E}_h^{(\theta^*, \bar{\theta})}, \pi^*) V_h^\bar{\theta}, \pi^*(\tau_h) \right] = \sum_{h \in [H]} E_{\theta^*, \pi^*} \left[ (\Delta \mathcal{E}_h^{(\theta^*, \bar{\theta})}, \pi^*) V_h^\bar{\theta}, \pi^*(\tau_h) \mid s_h \right] = \sum_{h \in [H]} C_h(s_h),
\]
where \(C_h(s_h)\) is defined in (5.8). Next, we invoke Assumption 4.4 to change the measure from \(\bar{\mu}_h^\pi\) to \(\mu_h^\pi\) for all \(h \in [H]\). We have
\[
\text{Regret}(\bar{\pi}) \leq \sum_{h \in [H]} E_{\theta^*, \pi^*} \left[ C_h(s_h) \right] \leq 2C_H^2 |A|^2 \gamma^2 \beta \cdot N^{-1/2},
\]
where the last inequality follows from Lemma 5.4.
C. Proofs for Lemmas in §5

C.1. Distribution Estimation Error

Proof of Lemma 5.1. For any \( h \in [H] \) and \( a, a' \in \mathcal{A}^2 \), we have

\[
\| \bar{P}_{h,a,a'}^\dagger - P_{h,a,a'}^\dagger \|_1 = \int_{\mathcal{O}_3} |\hat{\varphi}(o, o', o'')^\top \bar{w}_{h,a,a'} - \hat{\varphi}(o, o', o'')^\top w_{h,a,a'}| \\
\leq \| \bar{w}_{h,a,a'} - w_{h,a,a'} \|_2 \cdot \int_{\mathcal{O}_3} \| \hat{\varphi}(o, o', o'') \|_2 \, do \, do' \, do'' \\
\leq \sqrt{d} \cdot \| \bar{w}_{h,a,a'} - w_{h,a,a'} \|_2.
\]

(C.1)

Here, the first equality follows from Lemma 3.2, the first inequality follows from the H"older’s inequality, and the last inequality follows from Lemma D.1(a). Since we have closed-form of \( \bar{w}_{h,a,a'} \) in (3.13), we write

\[
\| \bar{w}_{h,a,a'} - w_{h,a,a'} \|_2 = \| \Upsilon^{-1} U - \Upsilon^{-1} \Upsilon w_{h,a,a'} \|_2 \leq \alpha^{-1} \cdot \| U - \Upsilon w_{h,a,a'} \|_2,
\]

(C.2)

where \( \Upsilon \) and \( U \) are defined in (3.11) and (3.12), respectively, and the last inequality follows from Assumption 4.5. We further examine \( \Upsilon w_{h,a,a'} \) as follows

\[
[\Upsilon w_{h,a,a'}]_i = \sum_{j \in [d]} \langle \mathbb{K} \hat{\varphi}_i, \mathbb{K} P_{h,a,a'}^\dagger \rangle_{\mathcal{H}} \cdot [w_{h,a,a'}]_j = \langle \mathbb{K} \hat{\varphi}_i, \mathbb{K} \left( \sum_{j \in [d]} \phi_j \cdot [w_{h,a,a'}]_j \right) \rangle_{\mathcal{H}} = \langle \mathbb{K} \hat{\varphi}_i, \mathbb{K} P_{h,a,a'}^\dagger \rangle_{\mathcal{H}},
\]

where the second equality follows from the linearity of \( \mathbb{K} \) and the last equality follows from the definition of \( P_{h,a,a'}^\dagger \) in (3.9). Together with the definition of \( U \) in (3.12), we have

\[
\| U - \Upsilon w_{h,a,a'} \|_2^2 = \sum_{i \in [d]} \| \mathbb{K} \hat{\varphi}_i \|_{\mathcal{H}}^2 \cdot \| \mathbb{K} P_{h,a,a'}^\dagger \|_{\mathcal{H}}^2 \leq d \cdot \| \mathbb{K} \hat{D}_{h,a,a'} - \mathbb{K} P_{h,a,a'}^\dagger \|_{\mathcal{H}}^2,
\]

(C.3)

where the first inequality follows from the Cauchy-Schwarz inequality and the second inequality follows from Lemma D.1(b). Note that we can write

\[
P_{h,a,h-1,a_h}^\dagger (o_{h-1}, o_h, o_{h+1}) = \mathbb{P}_{\theta, \pi_{h,a,h-1,a_h}} (o_{h-1}, a_{h-1}, o_h, a_h, o_{h+1}) \\
= \mathbb{E}_{\theta, \pi_{h,a,h-1,a_h}} \left[ \mathbb{P}_{\theta, \pi_{h,a_h-1,a_h}} (o_{h-1}, a_{h-1}, o_h, a_h, o_{h+1} \mid \tau_{h-2}, a_{h-2}) \right],
\]

where \( \pi_{h,a_h-1,a_h} \) is the same as the behavior policy except that it only chooses \( a_{h-1} \) at step \( h - 1 \) and \( o_h \) at step \( h \) regarding the history. Since

\[
\mathbb{P}_{\theta, \pi_{h,a,h-1,a_h}} (o_{h-1}, a_{h-1}, o_h, a_h, o_{h+1} \mid \tau_{h-2}, a_{h-2}) \\
= \mathbb{P}_{\theta, \pi_{h,a_h-1,a_h}} (o_{h-1}, a_{h-1}, o_h, a_h, o_{h+1} \mid \tau_{h-2}, a_{h-2}) \\
\cdot \pi (a_{h-1} \mid \tau_{h-2}, a_{h-2}, o_{h-1}) \cdot \pi (o_h \mid \tau_{h-2}, a_{h-2}, o_{h-1}, a_{h-1}, o_h),
\]

we have

\[
P_{h,a_h-1,a_h}^\dagger (o_{h-1}, o_h, o_{h+1}) = \mathbb{E}_{\theta, \pi_{h,a_h-1,a_h}} \left[ \mathbb{P}_{\theta, \pi_{h,a_h-1,a_h}} (o_{h-1}, a_{h-1}, o_h, a_h, o_{h+1} \mid \tau_{h-2}, a_{h-2}) \right].
\]

Thus, a trivial unbiased estimator of \( P_{h,a,a'}^\dagger \) would be

\[
P_{h,a,a'}^\dagger (o, o', o'') := \sum_{(o_{h-1}, o_h, o_{h+1}, a_{h-1}, a_h, o_{h+1}) \in \mathcal{U}_{a,a'} \mathcal{D}_{h,a,a'}} \mathbb{1} \{ (o_{h-1}, o_h, o_{h+1}, a_{h-1}, a_h) = (o, o', a', a') \} = \frac{1}{N_p} \sum_{(o_{h-1}, o_h, o_{h+1}, a_{h-1}, a_h) \in \mathcal{D}_{h,a,a'}} \mathbb{1} \{ (o_{h-1}, o_h, o_{h+1}) = (o, o', o'') \},
\]

(C.4)
We can rewrite $\hat{K}D_{h,a,a'}$ with the estimator $P^\dagger_{h,a,a'}$.

$$\hat{K}D_{h,a,a'}(x) = \sum_{(x',\rho) \in D_{h,a,a'}} \frac{K(x', x)}{N\rho} = \int_{\mathcal{O}^3} \sum_{(x',\rho) \in D_{h,a,a'}} \frac{K(x', x)}{N\rho} \cdot \mathbb{1}\{x' = x''\} \, dx''$$

$$= \int_{\mathcal{O}^3} K(x'', x) \cdot P^\dagger_{h,a,a'}(x'') \, dx'' = (\mathbb{K}P^\dagger_{h,a,a'})(x).$$

Then, $\hat{P}^\dagger_{h,a,a'}$ is an unbiased estimator of $P^\dagger_{h,a,a'}$ in that

$$\mathbb{E}[\hat{K}D_{h,a,a'}(x)] = \mathbb{E}\left[\int_{\mathcal{O}^3} K(x'', x) \cdot P^\dagger_{h,a,a'}(x'') \, dx''\right] = \int_{\mathcal{O}^3} K(x'', x) \cdot \mathbb{E}[P^\dagger_{h,a,a'}(x'')] \, dx''$$

$$= \int_{\mathcal{O}^3} K(x'', x) \cdot P^\dagger_{h,a,a'}(x'') \, dx'' = (\mathbb{K}P^\dagger_{h,a,a'})(x).$$

In what follows, we upper bound $\|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}}$. We write

$$(\hat{K}D_{h,a,a'}\{a^n_{h-1}, a^n_h, o^n_{h+1}, a^n_{h-1}, a^n_h, \rho^n\}(o, o', o'') = \mathcal{K}(o^n_{h-1}, a^n_h, o^n_{h+1}, (o, o', o'')) \cdot \mathbb{1}\{(a^n_{h-1}, a^n_h) = (a, a')\} \cdot \rho^{-1}.$$ 

Note that

$$\mathbb{E}\left[\|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}}\right] \leq \mathbb{E}\left[\|\sum_{n \in [N]} \hat{K}\{a^n_{h-1}, a^n_h, o^n_{h+1}, a^n_{h-1}, a^n_h, \rho^n\} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}}\right]$$

$$= \frac{1}{N} \mathbb{E}\left[\left\|\sum_{n \in [N]} \hat{K}\{a^n_{h-1}, a^n_h, o^n_{h+1}, a^n_{h-1}, a^n_h, \rho^n\} - \mathbb{K}P^\dagger_{h,a,a'}\right\|^2_{\mathcal{H}}\right]$$

where the equality follows from

$$\mathbb{E}\left[\left\|\sum_{n \in [N]} \hat{K}\{a^n_{h-1}, a^n_h, o^n_{h+1}, a^n_{h-1}, a^n_h, \rho^n\}\right\|^2_{\mathcal{H}}\right] = \left\|\sum_{n \in [N]} \mathbb{K}P^\dagger_{h,a,a'}\right\|^2_{\mathcal{H}}.$$

Let $\hat{\rho}^n_{h,a,a'} = \mathbb{1}\{(a^n_{h-1}, a^n_h) = (a, a')\} \cdot (\rho^n_h)^{-1}$.

$$\mathbb{E}\left[\left\|\sum_{n \in [N]} \hat{K}\{a^n_{h-1}, a^n_h, o^n_{h+1}, a^n_{h-1}, a^n_h, \rho^n\} - \mathbb{K}P^\dagger_{h,a,a'}\right\|^2_{\mathcal{H}}\right]$$

$$\leq \frac{1}{N} \sum_{n, n' \in [N]} \mathbb{E}\left[\mathcal{K}(o^n_{h-1}, a^n_h, o^n_{h+1}, (o^n_{h-1}, a^n_h, o^n_{h+1})) \cdot \hat{\rho}^n_{h,a,a'} \cdot \hat{\rho}^{n'}_{h,a,a'} - \mathbb{E}_{x,x',x'' \sim P^\dagger_{h,a,a'}}[\mathcal{K}(x, x')]\right]$$

$$= \frac{1}{N} \sum_{n \in [N]} \mathbb{E}\left[\mathcal{K}(o^n_{h-1}, a^n_h, o^n_{h+1}, (o^n_{h-1}, a^n_h, o^n_{h+1})) \cdot \hat{\rho}^n_{h,a,a'} \cdot \hat{\rho}^n_{h,a,a'} - \mathbb{E}_{x \sim P^\dagger_{h,a,a'}}[\mathcal{K}(x, x)]\right].$$

Since $\mathcal{K}(x, x') \leq 1$ for any $x, x' \in \mathcal{O}^3$ and $\pi(\cdot | \cdot) \geq \zeta$ by Assumption 4.4, we have

$$\mathbb{E}\left[\|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}}\right] \leq \sqrt{2/N/\zeta}.$$ 

Finally, we invoke McDiarmid’s inequality with $c_i = 2/(N\zeta^2)$. It holds with probability at least $1 - \delta$ that

$$\|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}} \leq \mathbb{E}\left[\|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}}\right] \leq \sqrt{2\log(2/\delta)/N/\zeta}.$$ 

Then, by the triangle inequality, it holds with probability at least $1 - \delta$ that

$$\|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}} \leq \|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}} + \|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}} - \mathbb{E}\left[\|\hat{K}D_{h,a,a'} - \mathbb{K}P^\dagger_{h,a,a'}\|^2_{\mathcal{H}}\right]$$

$$\leq \sqrt{10\log(2/\delta)/N/\zeta}.$$ 

(C.6)
By Combining (C.1), (C.2), (C.3) and (C.6), we have
\[
\|P_{h,a} - \hat{P}_{h,a}\|_1 \leq \alpha^{-1} \cdot \sqrt{10d \cdot \log(2/\delta) / C} \cdot N^{-1/2}.
\]
By taking a union bound for all \((h, a, a') \in [H] \times A^2\), we have
\[
\|P_{h,a} - \hat{P}_{h,a}\|_1 \leq \alpha^{-1} \cdot \sqrt{10d \cdot \log(2H|A|^2/\delta) / C} \cdot N^{-1/2}
\]
for all \(h \in [H]\) and \(a, a' \in A\) with probability at least \(1 - \delta\), which concludes the proof of (5.1). For (5.2), we note that
\[
\|\hat{P}_{h,a} - P_{h,a}\|_1 = \int_{\mathcal{O}^2} \int_{\mathcal{O}_2} (\phi(o, o', o'')^\top \hat{w}_{h,a,a'} - \phi(o, o', o'')^\top w) \, do' \, do' \\
\leq \int_{\mathcal{O}^2} (\phi(o, o', o'')^\top \hat{w}_{h,a,a'} - \phi(o, o', o'')^\top w) \, do' \, do' = \|\hat{P}_{h,a} - P_{h,a}\|_1,
\]
which holds when (5.1) holds. \(\square\)

C.2. Confidence Interval

Proof of Lemma 5.2. We condition our proof on the event \(E\) defined in Lemma 5.1. By (??) and the triangle inequality, we have
\[
\|P_{h,a} - \hat{P}_{h,a}\|_1 = \|P_{h,a} - \hat{P}_{h,a}\|_1 + \|\hat{P}_{h,a} - \hat{P}_{h,a}\|_1 \\
\leq \|P_{h,a} - \hat{P}_{h,a}\|_1 + \|\hat{P}_{h,a} - \hat{P}_{h,a}\|_1.
\]
By Lemma D.1(c), we have
\[
\|P_{h,a} - \hat{P}_{h,a}\|_1 \leq \gamma \|P_{h,a} - \hat{P}_{h,a}\|_1.
\]
Plugging (C.7) into (C.8), it holds for all \((h, a, a') \in [H] \times A^2\) that
\[
\|P_{h,a} - \hat{P}_{h,a}\|_1 \leq (\gamma + 1) \|P_{h,a} - \hat{P}_{h,a}\|_1 \leq \beta \cdot N^{-1/2},
\]
where the last inequality follows from Lemma 5.1 and the value of \(\beta\) is given in Theorem 4.6. Recall the definition of the confidence region in (??), we obtain \(\theta^* \in \Theta\), which concludes the proof. \(\square\)

C.3. Proof of Lemma 5.3

Proof. Let \(\theta, \theta' \in \Theta\) be arbitrary. By the definition of \(R\) in (4.3), we have
\[
J(\theta, \pi) = E_{\theta, \pi} \left[ \sum_{h \in [H]} r(s_h, a_h) \right] = E_{\theta, \pi} \left[ R(\tau_{H+1}) \right].
\]
Meanwhile, by Lemma 4.3 and the fact that \(P_{\theta}(\tau_1) = P_{\theta'}(\tau_1)\) for any \(\tau_1 \in \Gamma_1\), we have
\[
J(\theta, \pi) = E_{\theta, \pi} \left[ \sum_{h \in [H]} r(s_h, a_h) \right] = E_{\theta'} \left[ V_{H+1}^{\theta', \pi}(\tau_{H+1}) \right] = E_{\theta} \left[ V_{H+1}^{\theta', \pi}(\tau_{H+1}) \right]
\]
Then, by the additional definition that \(V_{H+1}^{\theta, \pi} = V_{H+1}^{\theta', \pi} = R\), we have
\[
J(\theta, \pi) - J(\theta', \pi) = E_{\theta, \pi} \left[ V_{H+1}^{\theta, \pi}(\tau_{H+1}) - V_{H+1}^{\theta', \pi}(\tau_{H+1}) \right] = \sum_{h \in [H]} E_{\theta, \pi} \left[ V_{h+1}^{\theta, \pi}(\tau_h) - V_{h+1}^{\theta', \pi}(\tau_h) \right]
\]
By Lemma 4.1, we have
\[
E_{\theta, \pi} \left[ V_{h+1}^{\theta, \pi}(\tau_{h+1}) \right] = E_{\theta, \pi} \left[ (E_{h}^{\theta, \pi} V_{h+1}^{\theta, \pi})(\tau_h) \right].
\]
Meanwhile, by the definition of $V_h^{\theta, \pi}$ in (4.2), we have
\[ \mathbb{E}_{\theta, \pi} [V_h^{\theta, \pi} (\tau_h)] = \mathbb{E}_{\theta, \pi} [B_h^{\theta, \pi} V_h^{\theta, \pi}_{h+1} (\tau_h)]. \tag{C.11} \]

Plugging (C.11) and (C.10) into (C.9), we have
\[ \mathcal{J} (\theta, \pi) - \mathcal{J} (\theta', \pi) = \sum_{h \in [H]} \mathbb{E}_{\theta, \pi} [(B_h^{\theta, \pi} V_h^{\theta, \pi}_{h+1} (\tau_h)) - (B_h^{\theta', \pi} V_h^{\theta', \pi}_{h+1} (\tau_h))], \]
which concludes the proof of Lemma 5.3.

C.4. Proof of Lemma 5.4

Proof. For notational simplicity, we denote
\[ \Delta F_{h,a}(o, o', o'') = F_{h,a}^{\theta'}(o, o', o'') - F_{h,a}^{\theta}(o, o', o''). \tag{C.12} \]

Then, we invoke Lemma 4.2 and rewrite the value function as follows
\[
\epsilon_h(s_{h-1}) = \mathbb{E}_{\theta, \pi} \left[ (B_{h+1}^{\theta, \pi} - B_{h+1}^{\theta', \pi}) V_h^{\theta', \pi}_{h+1} (\tau_h) \right] \\
= \mathbb{E}_{\theta, \pi} \left[ \int_{O^2 \times S} \sum_{a_h \in A} \mathbb{E}_{\theta, \pi} \left[ \sum_{i \in [H]} r(o_i, a_i) \bigg| s_{h+1}, \tau_{h-1}^{*}, a_{h-1}^{*}, o_h, a_h \right. \right. \\
\left. \left. \cdot \xi_h(s_{h+1}, o_{h+1}) \cdot \Delta F_{h,a}(o_h, o_{h+1}) \cdot \pi^*(a_h \mid \tau_{h-1}^{*}, a_{h-1}^{*}, o_h) \, do_h \, do_{h+1} \, ds_{h+1} \right] \right],
\]
where $\Delta F_{h,a}$ is defined in (C.12). To handle the tricky expectation taken with respect to $\tau_h$, we take advantage of the boundedness of $r$ and $\pi$ and the fact that $o_h^*$ only depend on $s_h$. By Jensen’s inequality, we have
\[
\epsilon_h(s_{h-1}) \leq H \cdot \sum_{a_{h-1}, a_h \in A} \int_{O^2 \times S} \left| \mathbb{E}_{\theta, \pi} \left[ \mathcal{E}_{b_{h+1}^{\theta, \pi} (\cdot \mid s_{h-1}, a_{h-1})} \left( \Delta F_{h,a}(o_h^*, o_h, o_{h+1}) \right) \right] \right| \, do_h \, do_{h+1} \, ds_{h+1}
\leq H \cdot \gamma \sum_{a_{h-1}, a_h \in A} \int_{O^2} \left| \mathbb{E}_{\theta, \pi} \left[ \mathcal{E}_{b_{h+1}^{\theta, \pi} (\cdot \mid s_{h-1}, a_{h-1})} \left( \Delta F_{h,a}(o_h^*, o_h, o_{h+1}) \right) \right] \right| \, do_h \, do_{h+1}, \tag{C.13}
\]
where the last inequality follows from Assumption 2.2 and the action $a_{h-1}$ in the condition of the expectation is decoupled from history and the policy. The right-hand side of (C.13) does involve the optimal policy $\pi^*$ at all. Since our target is $\mathbb{E}_{\theta, \pi} [\epsilon_h(s_{h-1})]$, we have
\[
\mathbb{E}_{\theta, \pi} \left[ \mathcal{E}_{b_{h+1}^{\theta, \pi} (\cdot \mid s_{h-1}, a_{h-1})} \left( \Delta F_{h,a}(o_h^*, o_h, o_{h+1}) \right) \right] = \int_{S} \int_{O^2} \Delta F_{h,a}(o_h^*, o_h, o_{h+1}) \cdot \mathcal{P}_{\theta, \pi}(s_{h-1}, o_h^* \mid a_{h-1}) \, do_h \, ds_{h-1}. \tag{C.14}
\]
Prior to deriving the upper bound of (C.14), we note that for any $(o_h, o_{h+1}, a_h) \in O^2 \times A,
\[
b_h(o_h, o_{h+1}, a_h) := \int_{O} \Delta F_{h,a}(o_h^*, o_h, o_{h+1}) \cdot \mathcal{P}_{\theta, \pi}(s_{h-1}, o_h^* \mid a_{h-1}) \, do_h^*.
\]
(15.1)
where $\mathcal{I}$ is the inverse transition function defined in §A.2.2, where we also show $\mathcal{I}^{\theta'}_{h-1} (\cdot \mid o_h^*, a_{h-1}) \in \text{linspan}(\psi)$. Then, we have $b_h(o_h, o_{h+1}, a_h) \in \text{linspan}(\psi)$. Thus, by invoking Assumption 2.2, it holds that
\[
\mathbb{E}_{\theta, \pi} \left[ \mathcal{E}_{b_{h+1}^{\theta, \pi} (\cdot \mid s_{h-1}, a_{h-1})} \left( \Delta F_{h,a}(o_h^*, o_h, o_{h+1}) \right) \right] = \| b_h(o_h, o_{h+1}, a_h) \|_1 = \| \mathcal{I} b_h(o_h, o_{h+1}, a_h) \|_1 \leq \gamma \cdot \| \mathcal{I} b_h(o_h, o_{h+1}, a_h) \|_1.
\]
By the definition of \( b_{h,o,h+1,a_{h-1},a_h}(s_{h-1}) \) in (C.15) and the definition of the operator \( F \) in (3.2), we have

\[
\mathbb{E}_{\theta^*, \hat{\pi}} \left[ \left\| \mathbb{E}_{\theta} \left[ \mathbb{E}_{\pi_{h-1}} \left( \Delta F_{h,a_h} (o_h, o_{h+1}) \right) \right] \right\| \right] \\
\leq \gamma \cdot \int_{\mathcal{O}} \Delta F_{h,a_h} (o'_h, o_h, o_{h+1}) \cdot \mathbb{E}_{\theta^*, \hat{\pi}} (o_{h-1}, o'_h | a_{h-1}) \, do_h \\
= \gamma \cdot \int_{\mathcal{O}} \left\| \left( \mathbb{E}^{\theta}_{h,a_h} P^{\dagger}_{h,a_h} (o_{h-1}, o_h, o_{h+1}) - (\mathbb{E}_{h,a_h} P^{\dagger}_{h,a_h}) (o_{h-1}, o_h, o_{h+1}) \right) \, do_h \right\|. \tag{C.16}
\]

Combining (C.13) and (C.16), we have

\[
\mathbb{E}_{\theta^*, \pi} [\epsilon_h] \leq H \gamma^2 \cdot \sum_{a,a' \in \mathcal{A}} \left\| \mathbb{E}^{\theta}_{h,a} P^{\dagger}_{h,a} - P^{\dagger}_{h,a,a'} \right\|_1. \tag{C.17}
\]

Next, by the triangle inequality, we have

\[
\left\| \mathbb{E}^{\theta}_{h,a} P^{\dagger}_{h,a} - P^{\dagger}_{h,a,a'} \right\|_1 \\
\leq \left\| \mathbb{E}^{\theta}_{h,a} P^{\dagger}_{h,a} - \mathbb{E}^{\theta}_{h,a} P^{\dagger}_{h,a} \right\|_1 + \left\| \mathbb{E}^{\theta}_{h,a} P^{\dagger}_{h,a} - P^{\dagger}_{h,a,a'} \right\|_1 + \left\| P^{\dagger}_{h,a,a'} - P^{\dagger}_{h,a,a'} \right\|_1. \tag{C.18}
\]

By Lemma D.1(c), Lemma 5.1, and the definition of the confidence region in (??), we have

\[
\begin{align*}
(i) & \leq \gamma \cdot \left\| P^{\dagger}_{h,a} - \mathbb{E}^{\theta}_{h,a} P^{\dagger}_{h,a} \right\|_1 \leq \gamma \cdot \beta_0 \cdot N^{-1/2}, \\
(ii) & \leq \beta \cdot N^{-1/2}, \\
(iii) & \leq \beta_0 \cdot N^{-1/2}.
\end{align*}
\]

Combining (C.17) - (C.21), we have

\[
\mathbb{E}_{\theta^*, \pi} [\epsilon_h] \leq 2H|\mathcal{A}|^2 \gamma^2 \beta \cdot N^{-1/2},
\]

which concludes the proof of Lemma 5.4.

\[
\square
\]

**D. Auxiliary Lemmas**

**D.1. Upper Bounds**

**Lemma D.1.** We have the following inequalities which are used in our proofs and analysis.

(a). It holds for any \( o, o', o'' \in \mathcal{O} \) that \( \| \mathcal{P}(o, o', o'') \|_2 \leq \sqrt{d} \).

(b). Under Assumption 4.5, it holds for any function \( p : \mathcal{O}^3 \rightarrow [0, 1] \) that \( \| \mathbb{K} p \|_\mathcal{H}^2 \leq 1 \).

(c). It holds for any \( \ell \in L^1(\mathcal{O}^2), h \in [H] \) and \( \theta \in \Theta \) that \( \| \mathbb{E}^{\theta}_{h,a} f \|_1 \leq \gamma \| f \|_1 \).

**Proof.** To prove (a), following from the fact that entries of \( \phi \) are probability distributions, we have

\[
\| \mathcal{P}(o, o', o'') \|_2^2 = \sum_{(i,j,k) \in [d]^3} \phi_i(o)^2 \phi_j(o')^2 \phi_k(o'')^2 \leq d.
\]

To prove (b), we invoke Assumption 4.5, which tells us \( |K(\cdot, \cdot)| \leq 1 \). Meanwhile, we have \( |p(\cdot)| \leq 1 \) by assumption. Thus, by definition, we naturally have

\[
\| \mathbb{K} p \|_\mathcal{H}^2 = \int_{\mathcal{O}^3 \times \mathcal{O}^3} K(x, y) p(x) p(y) \, dx \, dy \leq 1.
\]
To prove (c), we have

\[ \|F_{\theta, h, \alpha}^\theta f\|_1 = \int_{O^3} \left| \int_{O} f(o_{t-1}, o_t') \cdot F_{h, \alpha}^\theta (o_t', o_t, o_{t+1}) \, do_t' \right| \, do_{t-1} \, do_t \, do_{t+1} \]

\[ = \int_{O^3} \left| \int_{O^3} f(o_{t-1}, o_t') \cdot \mathbb{P}(o_t, o_{t+1} \mid s_t, a_t) \cdot \xi_h^\theta (s_t, o_t') \, ds_t \, do_t' \right| \, do_{t-1} \, do_t \, do_{t+1} \]

\[ \leq \int_{O^3} \left| \int_{O^3} f(o_{t-1}, o_t') \cdot \xi_h^\theta (s_t, o_t') \, ds_t \right| \cdot \mathbb{P}(o_t, o_{t+1} \mid s_t, a_t) \, do_{t-1} \, do_t \, do_{t+1} \, ds_t \]

\[ \leq \int_{O^3} \left| \int_{O^3} f(o_{t-1}, o_t') \cdot \xi_h^\theta (s_t, o_t) \, ds_t \right| \, do_{t-1} \, do_t \, ds_t \]

\[ = \gamma \cdot \|f\|_1, \]

where the first inequality follows from the Jensen’s inequality, and the second inequality follows from Assumption 2.2.

\[ \square \]

D.2. Concentration Inequalities

**Lemma D.2.** Let \( \mu_1, \ldots, \mu_T \) be \( T \) distributions over \( X \) and \( K \) be a kernel function over \( X \times X \) that satisfies \( |K(x, x')| \leq 1 \) for any \( x, x' \in X \). Suppose \( X_t \) is independently sampled from \( \mu_t \) for any \( t \in [T] \). Define function \( y : X^T \rightarrow \mathbb{R} \) to be

\[ y(X_1, \ldots, X_n) = \left\| \frac{1}{T} \sum_{t \in [T]} K\delta_{X_t} - \frac{1}{T} \sum_{t \in [T]} K\mu_t \right\|_\mathcal{H}, \]

where \( \delta \) is the Dirac delta function, \( K \) is the embedding operator of \( K \), and \( \mathcal{H} \) is the RKHS induced by the kernel \( K \). Then, it holds for any \( \delta > 0 \) with probability at least \( 1 - \delta \) that

\[ y(X_1, \ldots, X_n) \leq (\log(1/\delta) + 1) \cdot T^{-1/2}. \]

**Proof.** By Jensen’s inequality, we have

\[ \mathbb{E}[y(X_1, \ldots, X_n)] \leq \sqrt{\mathbb{E}\left[ \left\| \frac{1}{T} \sum_{t \in [T]} K\delta_{X_t} - \frac{1}{T} \sum_{t \in [T]} K\mu_t \right\|_\mathcal{H}^2 \right]} \]

\[ = \frac{1}{T} \sqrt{\mathbb{E}\left[ \left\| \sum_{t \in [T]} K\delta_{X_t} \right\|_\mathcal{H}^2 \right] - \mathbb{E}\left[ \left\| \sum_{t \in [T]} K\delta_{X_t} \right\|_\mathcal{H} \cdot \left( \sum_{t \in [T]} \| K\mu_t \|_\mathcal{H} \right) \right] + \mathbb{E}\left[ \left\| \sum_{t \in [T]} K\mu_t \right\|_\mathcal{H}^2 \right]} \]

By definition, it holds for any \( t \in [T] \) that

\[ \mathbb{E}\left[ \left\| K\delta_{X_t} \right\|_\mathcal{H} \right] = \left\| K\mu_t \right\|_\mathcal{H}. \]

Thus, we have

\[ \mathbb{E}[y(X_1, \ldots, X_n)] \leq \frac{1}{T} \sqrt{\mathbb{E}\left[ \left\| \sum_{t \in [T]} K\delta_{X_t} \right\|_\mathcal{H}^2 \right] - \sum_{t \in [T]} \| K\mu_t \|_\mathcal{H}^2} \]

\[ \leq \frac{1}{T} \sqrt{\sum_{t \in [T]} \sum_{t' \in [T]} \mathbb{E}[K(X_t, X_{t'})] - \mathbb{E}_{X \sim \mu_t, X' \sim \mu_{t'}} [K(X, X')]} \]

\[ = \frac{1}{T} \sqrt{\sum_{t \in [T]} \mathbb{E}[K(X_t, X_t)] - \mathbb{E}_{X \sim \mu_t, X' \sim \mu_{t'}} [K(X, X')],} \]
where the equality follows from the fact that $X_t$ and $X_{t'}$ are independent for $t \neq t'$. Since $|\mathcal{K}(x, x')| \leq 1$ for any $x, x' \in \mathcal{X}$, we have

$$E[y(X_1, \ldots, X_n)] \leq \sqrt{2/T}. \quad \text{(D.1)}$$

Also, for any $t' \in [T]$ and $x_1, \ldots, x_T, x_{t'}, \in \mathcal{X}$, we have

$$|y(x_1, \ldots, x_T) - y(x_1, \ldots, x_{t'-1}, x_{t'}, x_{t'+1}, \ldots, x_T)| = \frac{1}{T} \left\| \sum_{t' \in [T]} \mathbb{K} \delta_{x_{t'}} - \mathbb{K} \mu_t \right\|_{\mathcal{H}} \leq \frac{1}{T} \left\| \mathbb{K} \delta_{x_{t'} - \mathbb{K} \delta_{x_{t'}}} \right\|_{\mathcal{H}} \leq 1\hspace{1em} \text{for any } x, x' \in \mathcal{X}, \text{ we have }$$

$$\|\mathbb{K} \delta_{x_{t'}} - \mathbb{K} \delta_{x_{t'}}\|_{\mathcal{H}}^2 = \mathcal{K}(x_{t'}, x_t') - \mathcal{K}(x_t', x_{t'}) - \mathcal{K}(x_{t'}, x_t') + \mathcal{K}(x_{t'}, x_{t'}) \leq 4.$$  

Then, by invoking the McDiarmid’s inequality (see also Lemma D.3) with $c_i = 2/T$, we have with probability at least $1 - \delta$ that

$$|y(X_1, \ldots, X_n) - E[y(X_1, \ldots, X_n)]| \leq \sqrt{2 \log(2/\delta)/T}. \quad \text{(D.2)}$$

Then, by the triangle inequality and combining (D.1) and (D.2), it holds for any $\delta \in (0, 1)$ with probability at least $1 - \delta$ that

$$|y(X_1, \ldots, X_n)| \leq |E[y(X_1, \ldots, X_n)]| + |y(X_1, \ldots, X_n) - E[y(X_1, \ldots, X_n)]| \leq \sqrt{10 \log(2/\delta)/T},$$

which concludes the proof of Lemma D.2.

We put here the McDiarmid’s inequality for reference without proving it.

**Lemma D.3.** **[McDiarmid’s Inequality]** Let $X_1, \ldots, X_n$ be independent random variables with ranges $\mathcal{X}_1, \ldots, \mathcal{X}_n$. Let $y : \mathcal{X}_1 \times \cdots \times \mathcal{X}_n \to \mathbb{R}$ be any function. If there exists constants $c_1, \ldots, c_n$ such that for any $i \in [n]$,

$$|y(x_1, \ldots, x_n) - y(x'_1, \ldots, x'_n)| \leq c_i,$$

for any $(x_1, \ldots, x_n), (x'_1, \ldots, x'_n) \in \mathcal{X}_1 \times \cdots \times \mathcal{X}_n$ that differ only in the $i$-th coordinate, then it holds for any $\epsilon > 0$ that

$$P\left( |y(X_1, \ldots, X_n) - E[y(X_1, \ldots, X_n)]| \geq \epsilon \right) \leq 2 \exp\left( -\frac{2\epsilon^2}{\sum_{i=1}^n c_i^2} \right).$$