Abstract
Embedding-based entity alignment (EEA) has recently received great attention. Despite significant performance improvement, few efforts have been paid to facilitate understanding of EEA methods. Most existing studies rest on the assumption that a small number of pre-aligned entities can serve as anchors connecting the embedding spaces of two KGs. Nevertheless, no one has investigated the rationality of such an assumption. To fill the research gap, we define a typical paradigm abstracted from existing EEA methods and analyze how the embedding discrepancy between two potentially aligned entities is implicitly bounded by a predefined margin in the score function. Further, we find that such a bound cannot guarantee to be tight enough for alignment learning. We mitigate this problem by proposing a new approach, named NeoEA, to explicitly learn KG-invariant and principled entity embeddings. In this sense, an EEA model not only pursues the closeness of aligned entities based on geometric distance, but also aligns the neural ontologies of two KGs by eliminating the discrepancy in embedding distribution and underlying ontology knowledge. Our experiments demonstrate consistent and significant performance improvement against the best-performing EEA methods.

1. Introduction
Knowledge graphs (KGs), such as DBpedia (Auer et al., 2007) and Wikidata (Vrandečić & Krötzsch, 2014), have become crucial resources for many AI applications. Although a large-scale KG offers structured knowledge derived from millions of facts in the real world, it is still incomplete by nature, and the downstream applications always demand more knowledge. Entity alignment (EA) is then proposed to solve this issue, which exploits the potentially aligned entities among different KGs to facilitate knowledge fusion and exchange (Suchanek et al., 2012).

Recently, embedding-based entity alignment (EEA) methods (Chen et al., 2017; Sun et al., 2017; Zhu et al., 2017; Wang et al., 2018; Guo et al., 2019; Ye et al., 2019; Wu et al., 2019; Sun et al., 2020b; Fey et al., 2020) have been prevailing in the EA area. The central idea is to encode entity/relation semantics into embeddings and estimate entity similarity based on their embedding distance. These methods either learn an alignment function \( f_a \) to minimize the distance between the embeddings of a pair of aligned entities (Wang et al., 2018), or directly map these two entities to one vector representation (Sun et al., 2017). Meanwhile, they leverage a shared score function \( f_s \) to encode semantics into representations, such that two potentially aligned entities shall have similar feature expression. During this process, a small number of aligned entity pairs (a.k.a., seed alignment) are required as supervision data to align (or merge) the embedding spaces of two KGs.

Different from the conventional methods (Suchanek et al., 2012; El-Roby & Aboulnaga, 2015; Lacoste-Julien et al., 2013) that manually collect and select discriminative features, EEA ones rarely rely on third-party tools or pipeline for preprocessing. Commonly, they just need triples or adjacency matrices of KGs as the input data, and have achieved comparable or better performance on many benchmarks (Sun et al., 2017; 2018; 2020c).

Another strength is that EEA is free of symbolic heterogeneity of two KGs (Sun et al., 2020c). The relationships among entities are interpreted by the score function \( f_s \) and manifested as distances in the embedding space. Hence, the similarity between a pair of entities can be defined and estimated smoothly. Without loss of generality, we consider the score function of TransE (Bordes et al., 2013) as \( f_s \). It describes a triple \((e_i, r, e_j)\) by \( e_i + r \approx e_j \), where \( e_i, r, e_j \) are the head entity, relation, and tail entity, respectively. The
that define the concepts and relationships for entities and relations. Those axioms make a KG principled (i.e., constrained by rules). For example, an “Object Property Domain” axiom in OWL 2 EL (Grau et al., 2008) claims the valid head entities for a specific relation (e.g., the head entities of relation “birthPlace” should be in class “Person”), and it thus determines the head entity distributions of this relation. The neural ontology in this paper is reversely deduced from the entity embedding distributions, which is clearly different from the existing methods like OWL2Vec (Chen et al., 2021) that leverages external ontology data to improve KG embeddings. We expect to align the high-level neural ontologies to diminish the discrepancy of entity embedding distributions and ontology knowledge between two KGs. We conducted experiments to verify the effectiveness of NeoEA with several state-of-the-art baselines. We show that NeoEA can consistently and significantly improve their performance across multiple datasets.

2. Background

In this section, we first introduce the preliminaries and the related works, and then discuss the inherent limitations of current EEA methods.

2.1. Embedding-based Entity Alignment

We start by defining a typical KG $G = (E, R, T)$, where $E$ and $R$ are the entity and relation sets respectively, and $T \subseteq E \times R \times E$ is the triple set. A triple $(e_1, r, e_2)$ comprises three elements, i.e., the head entity $e_1$, the relation $r$, and the tail entity $e_2$. We use the boldface $e_1$ to denote the embedding of the entity $e_1$.

The common paradigm employed by most existing EEA methods (Chen et al., 2017; Sun et al., 2017; Zhu et al., 2017; Sun et al., 2018; Pei et al., 2019a) is then defined as:

**Definition 2.1** (Embedding-based Entity Alignment). The input of EEA is two KGs $G_1 = (E_1, R_1, T_1)$, $G_2 = (E_2, R_2, T_2)$, and a small subset of aligned entity pairs $S \subset E_1 \times E_2$ as seeds to connect $G_1$ with $G_2$. An EEA model consists of two neural functions: an alignment function $f_a$, which is used to regularize the embeddings of pairwise entities in $S$; and a score function $f_s$, which scores the embeddings based on the joint triple set $T_1 \cup T_2$. EEA estimates the alignment of an arbitrary entity pair $(e_1^i, e_2^j)$ by their geometric distance $d(e_1^i, e_2^j)$.

The existing studies have explored a diversity of $f_s$. The pioneering work MTransE (Chen et al., 2017) was proposed to learn a mapping matrix to cast an entity embedding $e_1^i$ to the vector space of $G_2$. SEA (Pei et al., 2019a) and OTEA (Pei et al., 2019b) extended this approach with adversarial training to learn the projection matrix. Especially, OTEA is highly related to our approach as it is also based on optimal...
The function $\text{ReLU}$ via optimal transport. (2) NeoEA exploits the underlying function, i.e., $(\text{Chen et al., 2017; Sun et al., 2017; Pei et al., 2019a; Wu et al., 2019})$ choose TransE as their score methods (Chen et al., 2017; Sun et al., 2017; Wang et al., 2018). Most design choices (Sun et al., 2017; Wang et al., 2018). Therefore, two entities stay closely in the overlapped intersection areas. By contrast, there is no valid area for the entities with rich neighbors. The entities in the right of Figure 2a are not “fully expressed” (Kazemi & Poole, 2018; Trouillon et al., 2016).

Figure 2: Influence of margin $\lambda$ to different entities in EEA. Blue and orange nodes denote the entities in $\mathcal{E}_1$ and $\mathcal{E}_2$. Grey and orange circles denote the valid area w.r.t. the relevant triples of the two entities, respectively.

Recently, a simpler yet more efficient method was widely-used, which directly maps a pair of aligned entities $(e^1_i, e^2_j) \in \mathcal{S}$ to one embedding vector $e_i$ (Sun et al., 2017; Zhu et al., 2017; Guo et al., 2019). Meanwhile, some methods (Wang et al., 2018; Pei et al., 2019a; Wu et al., 2019) started to leverage a softer way to incorporate seed information, in which the distance between entities in a positive pair (i.e., known alignment in $\mathcal{S}$) is minimized, while that referred to a negative pair is enlarged. As the most efficient choice, we consider $f_a$ as Euclidean distance between two embeddings (Sun et al., 2020b; Guo et al., 2019; Wang et al., 2018; Pei et al., 2019a; Wu et al., 2019). The corresponding alignment loss can be written as follows:

$$\mathcal{L}_a = \sum_{(e^1_i, e^2_j) \in \mathcal{S}} ||e^1_i - e^2_j|| + \sum_{(e^1_i, e^2_j) \in \mathcal{S}^-} \text{ReLU}(\alpha - ||e^1_i - e^2_j||),$$

where $\mathcal{S}^-$ denotes the set of negative pairs. $\alpha$ is the minimal margin allowed between entities in each negative entity pair. The function $\text{ReLU}$ (Nair & Hinton, 2010) will filter out negative pairs with larger margins.

On the other hand, the score function $f_s$ also has various design choices (Sun et al., 2017; Wang et al., 2018). Most methods (Chen et al., 2017; Sun et al., 2017; Pei et al., 2019a;b; Sun et al., 2018) choose TransE as their score function, i.e., $f_s(\tau) = f_s((e_i, r, e_j)) = ||e_i + r - e_j||$, $\tau = (e_i, r, e_j) \in \mathcal{T}_1 \cup \mathcal{T}_2$. The corresponding loss is:

$$\mathcal{L}_s = \sum_{\tau \in \mathcal{T}_1 \cup \mathcal{T}_2} \text{ReLU}(f_s(\tau) - \lambda) + \sum_{\tau' \in \mathcal{T}_1^- \cup \mathcal{T}_2^-} \text{ReLU}(\lambda - f_s(\tau'))$$

where $\mathcal{T}_1^-$ and $\mathcal{T}_2^-$ are negative triple sets. $\mathcal{L}_s$ is a margin-based loss in which the distance $d(e_i + r, e_j)$ in a positive triple should at least be smaller than $\lambda \geq 0$, while larger than $\lambda$ for negative ones.

2.2. Understanding and Rethinking EEA

We illustrate how an EEA method works with Figure 2. When the KG embedding model has a small margin, as shown in the left of Figure 2a, the entities with few neighbors can be constrained tightly. With aligned entity pairs serving as anchors, the circles are very close to each other. Therefore, two entities stay closely in the overlapped intersection areas. By contrast, there is no valid area for the entities with rich neighbors. The entities in the right of Figure 2a are not “fully expressed” (Kazemi & Poole, 2018; Trouillon et al., 2016).

If we enlarge the margin, as shown in Figure 2b, the embeddings for entities with rich neighbors can be correctly assigned. However, the intersection areas for entities with few neighbors are too loose to bound the underlying aligned entities. The two embeddings are not as similar as we expect in the vector space. We summarize the observations as:

**Proposition 2.2** (Discrepancy Bound). The embedding difference of two potentially aligned entities $(e^1_x, e^2_y)$ is bound by $\epsilon$, which is proportional to the hyper-parameter $\lambda$:

$$\exists \epsilon \propto \lambda, ||e^1_x - e^2_y|| \leq \epsilon.$$  \hspace{1cm} (4)

**Proof.** We start with the case that each entity in $(e^1_x, e^2_y)$ has only one neighbor, connected by the same relation $r^1 = r^2$. We assume that their neighbors are actually a pair of aligned entities $(e^1_i, e^2_j) \in \mathcal{S}$. With a well-trained and almost optimal EEA model, we have $e^1_i = e^2_j$ (as $\mathcal{L}_a$ is minimized) and $r^1 = r^2$ (denoted by $r$ for simplicity). According to Equation (3), we have:

$$||f_s(e^1_i, r, e^1_j)|| \approx ||f_s(e^2_j, r, e^2_i)|| \leq \lambda.$$  \hspace{1cm} (5)

Without loss of generality, we consider the score function...
of TransE as $f_s$, and then derive:
\[
\|e_x^1 + r - e_y^1\| \leq \lambda, \quad \|e_y^2 + r - e_y^2\| \leq \lambda.
\] (6)
For simplicity, we use a constant $C$ to denote $r - e_1^1$ and $r - e_2^1$, such that Equation (6) will be rewritten as:
\[
\|e_x^1 + C\| \leq \lambda, \quad \|e_y^2 + C\| \leq \lambda.
\] (7)
Then, we get
\[
2\lambda \geq \|e_x^1 + C\| + \|e_y^2 + C\|
\geq \|\langle e_x^1 + C \rangle - \langle e_y^2 + C \rangle\|
= \|e_x^1 - e_y^2\|.
\] (8)
Now, we consider a more complicated case: the neighbors of $e_x^1$ and $e_y^2$ are not in the known alignment set. We denote $r - e_x^1$ and $r - e_y^2$ by $C_x^1$ and $C_y^2$, respectively. If the neighbors of the same entities $e_x^1, e_y^2$ are a pair of known alignment, we will have $\|C_x^1 - C_y^2\| = \|e_x^1 - e_y^2\| \leq 2\lambda$, otherwise we can recursively navigate more neighbors. Therefore, we have:
\[
2\lambda \geq \|e_x^1 - e_x^2 + (C_x^1 - C_x^2)\|
\geq \|e_x^1 - e_x^2\| - ||C_x^1 - C_x^2||,
\] (9)
which results in an looser bound:
\[
\|e_x^1 - e_x^2\| \leq 2\lambda + \|C_x^1 - C_x^2||.
\] (10)
For the case that the entities $(e_x^1, e_y^2)$ have more than one neighbors, the bound will be further tightened as the embeddings are constrained by multiple triples.

Proposition 2.2 suggests that decreasing the value of $\lambda$ will decrease the embedding discrepancy in the underlying aligned entity pairs. However, previous studies (Trouillon et al., 2016; Kazemi & Poole, 2018) have proved that $\lambda$ cannot be set as small as we want. This is because TransE with a small margin is not sufficient to fully capture the semantics contained in triples. Some empirical statistics (Sun et al., 2018) also illustrate such results. Enlarging the margin $\lambda$, on the other hand, will bring significant variance between $e_x^1$ and $e_y^2$, especially for those entities with few neighbors. For the models that do not belong to the TransE family, e.g., neural-based like ConvE (Dettmers et al., 2018) or composition-based like ComplEx (Trouillon et al., 2016), as well as hyperbolic models like (Chami et al., 2020; Sun et al., 2020a), the neural axiom is the distribution of entity embeddings: $\mathbb{E}_{A} = p_{\mathbb{E}}(\mathbb{E})$ (11)
where $p_{\mathbb{E}}$ is the entity probability distribution over the sample set $\mathbb{E}$ (in this case it equals to the entity set). Aligning the basic neural axioms $\mathbb{A}_d^1$ and $\mathbb{A}_d^2$ of two KGs is trivial. We take the advantages of existing domain adaptation (DA) methods (Ganin & Lempitsky, 2015; Shen et al., 2018; Bensadoun et al., 2010; Courty et al., 2017) that also aims to align the feature distributions of two datasets for knowledge transferring. Specifically, we consider the method based on adversarial learning (Goodfellow et al., 2014; Arjovsky et al., 2017), where a discriminator is employed to distinguish entity embeddings of entity set $\mathbb{E}_1$ from those of $\mathbb{E}_2$ (or vice versa). The embeddings, by contrast, try to confuse the discriminator. Therefore, the same semantics in two KGs shall be encoded in the same way to fool the discriminator. The corresponding empirical Wasserstein distance based loss (Arjovsky et al., 2017; Shen et al., 2018) is:
\[
\mathcal{L}_{\mathbb{E}} = \mathbb{E}_{\mathbb{A}_d^1}[f_{w}(\mathbb{E})] - \mathbb{E}_{\mathbb{A}_d^2}[f_{w}(\mathbb{E})],
\] (12)
where $f_{w}$ is the learnable domain critic that maps the embedding vector to a scalar value. As suggested in (Arjovsky et al., 2017), the empirical Wasserstein distance can be approximated by maximizing $\mathcal{L}_{\mathbb{E}}$, if the parameterized family of $f_{w}$ are all 1-Lipschitz.
Although the above method provides a general solution for many alignment tasks, it is not completely appropriate to the EEA problem. The most important reason is that entity embeddings are initialized randomly and tend to uniformly distributed in the vector space, as shown in Figure 3a.

Recall that the alignment loss $L_a$ consists of two terms. The first is $\sum_{(e_i^1,e_j^2) \in S} ||e_i^1 - e_j^2||$, which aims to minimize the difference of embeddings for each positive pair. The cardinality of $S$ is usually small in the weakly supervised setting. However, a large size of negative samples are used for contrastive learning, which means that $||S|| \ll ||S^-||$. The model actually puts more effort into the second term $\sum_{(e_i^1,e_j^2) \in S^-} ReLU(\alpha - ||e_i^1 - e_j^2||)$, of which the main target is to randomly push the embeddings of non-aligned entities away from each other. On the other hand, $L_a$ is also a contrastive loss and has a similar effect on maximizing the pairwise distance between a positive entity and its sampled negative ones. Therefore, we may conclude that:

**Proposition 3.1** (Uniformity). The entity embeddings of two KGs tend to be uniformly distributed in the vector space as an EEA model is optimized.

This characteristic has also been studied in (Wang & Isola, 2020) in other representation learning problems. The uniformity property reveals that the information of entities are efficiently encoded to maximize the entropy. However, for the given EEA problem, the entity embedding distributions of two KGs will be similar to each other, especially when the seed alignment pairs exist. Thus, only aligning the basic neural axioms is less helpful to facilitate EEA.

### 3.2. Conditional Neural Axiom

We can estimate the conditional distributions rather than the raw distributions to avoid the problem brought from the uniformity property. Specifically, we name conditional neural axioms to describe the entity (or triple) embedding distributions under specific semantics. For example, the head entity embedding distribution conditioned on the relation embedding $r_i$ can be defined as:

$$\hat{h}_{Eh|r_i} = p_{eh|r_i}(e_h|r_i), \quad (13)$$

where $p_{eh|r_i}$ is the conditional probability distribution of the head entities given $r_i$. The corresponding sample set is defined as:

$$E_h|r_i = \{ e \mid \exists e', (e, r_i, e') \in T \}. \quad (14)$$

Following the similar rule, we can define the conditional triple distribution $\hat{h}_{Eh,t|r_i}$ with the sample set

$$E_{h,t}|r_i = \{ (e_h, e_t) \mid (e_h, r_i, e_t) \in T \}. \quad (15)$$

Numerous methods have been proposed to process the neural conditioning operation, ranging from addition and concatenation (Mirza & Osindero, 2014; Wang et al., 2014; Dettmers et al., 2018), to matrix multiplication (Lin et al., 2015a; Ji et al., 2015; Nguyen et al., 2016). Rather than developing new methods, we value more on its common merit: projecting the entities to a relation-specific subspace (Wang et al., 2014; Lin et al., 2015a; Nguyen et al., 2016). Hence, the corresponding embedding distributions conditioned on different relations become discriminative, compared to uniformly distributed in the original embedding space.

Furthermore, conditional neural axioms capture high-level ontology knowledge:

**Proposition 3.2** (Expressiveness). Aligning the conditional neural axioms minimizes the embedding discrepancy of two KGs at the ontology level, without the need of type/class information.
We take $A_{r_i}$ as an example that summarizes the empirical “Object Property Domain” axiom of $r_i$ in OWL 2 EL (Baader et al., 2005). Supposed there exists such an axiom stating that the head entities of $r_i$ should belong to some specific class $c$ (e.g., only head entities belonging to the class “Person” have the relation “birthPlace”). We further suppose that there exists a classifier $f_{c_i}(e) \in [0, 1]$, such that $f_{c_i}(e_j) = 1$ if head entity $e_j$ belongs to class $c$, and 0 otherwise. Then, with the knowledge of the given axiom, one may derive the following rule:

$$\forall e \in \{ \exists e', (e, r_i, e') \in \mathcal{T}_1 \cup \mathcal{T}_2 \}, f_{c_i}(e) = 1,$$

which is equivalent to:

$$E_{A_{r_i}|r_i} [f_{c_i}(e)] = E_{A_{r_i}'|r_i} [f_{c_i}(e)] = 1,$$

both of which means that all head entities of $r_i$ in either KG should be correctly classified to $c$. Then, we have:

$$E_{A_{r_i}'|r_i} [f_{c_i}(e)] - E_{A_{r_i}|r_i} [f_{c_i}(e)] = 0.$$

In fact, we do not have such knowledge about $r_i$ and class $c$. Instead, we can leverage a neural function $f_{c_i}(e|r_i)$ to estimate $f_{c_i}$ empirically. In this way, $A_{r_i}|r_i$ and $A_{r_i}'|r_i$ are supposed to be aligned to minimize the loss corresponding to the above rule. Therefore, we deduce this problem back to a similar form to Equation 12, i.e.,

$$L_{A_{r_i}|r_i} = E_{A_{r_i}'|r_i} [f_{c_i}(e|r_i)] - E_{A_{r_i}|r_i} [f_{c_i}(e|r_i)],$$

which suggests that aligning the above conditional neural axioms can minimize the discrepancy of potential “Object Property Domain” axioms between two KGs.

**Example 1 (OWL2 axiom: ObjectPropertyDomain).** As shown in Figures 3b and 3c, we assume that the head entities of relation “genre” are under the class “Work of Art” (although it does not exist). It is clear that the head entity embedding distributions are only partially aligned in Figure 3b, while those in Figure 3c are matched well.

In Figure 3d, we present a more complicated example. The head entities of relations “genre” and “writer” mainly belong to “Work of Art”, which show overlapped distributions (blue-orange, pink-purple). By contrast, there exists a clear decision boundary between them and the distributions conditioned on relation “birthPlace” (red-green), as the head entities of relation “birthPlace” are under the class “Person”.

**Example 2 (OWL2 axiom: SubObjectPropertyOf).** We consider two relations, “musicalArtist” and “artist” as an example, where the former is the latter’s sub-relation. In Figure 3e, the triple distributions conditioned on “musicalArtist” (colors: pink-purple) are covered by those conditioned on “artist” (colors: orange-blue).

### 3.3. Implementation

We illustrate the overall structure in Figure 4. The framework can be divided into three modules:

**Entity Alignment** This module aims at encoding the semantics of KGs into embeddings. Almost all existing EEA models can be used here, no matter what the input data look like (e.g., triples or adjacency matrices).

**KG Sampling** For each KG, we randomly sample a sub-KG to estimate the data distributions of neural axioms. It is more efficient than separately sampling candidates for each axiom, especially when KGs get big.
We present the algorithm in Algorithm 1. For the detailed implementation, please see Appendix B.

Algorithm 1 NeoEA

1: Input: two KGs \( G_1, G_2 \), the seed alignment set \( S \), the EEA model \( M(f_\lambda, f_\theta) \), number of steps for NeoEA \( n \);
2: Initialize all variables;
3: repeat
4:  for \( i := 1 \) to \( n \) do
5:  Sample sub-KGs from respective KGs \( G_1, G_2 \);
6:  Compute the Wasserstein-distance-based loss \( L_w \) for each pair of neural axioms;
7:  Optimize \( f_\theta \) by maximizing \( L_w \);
8: end for
9: Sample sub-KGs from respective KGs \( G_1, G_2 \);
10: Compute \( L_w \) for each pair of neural axioms;
11: Compute the losses \( L_\mathcal{M}, L_s \) of the EEA model \( \mathcal{M} \);
12: Minimize \( L_\mathcal{M}, L_s, L_w \);
13: until the alignment loss on the validation set converges.

Neural Ontology Alignment As aforementioned, for each pair of embedding distributions, we align them by minimizing the empirical Wasserstein distance and optimizing by gradient ascent/descent.

We present the algorithm in Algorithm 1. For the detailed implementation, please see Appendix B.

4. Experiments

In this section, we empirically verify the effectiveness of NeoEA by a series of experiments\(^1\).

4.1. Settings

We selected four best-performing and representative models as our baselines: BootEA (Sun et al., 2018), a TransE-based EEA model with only structure data (i.e., triples) as input; SEA (Pei et al., 2019a), a TransE-based model with both structure and entity attribute data as input; RSN (Guo et al., 2019), an RNN-based EEA model with only structure data as input; RDGCN (Wu et al., 2019), a GCN-based model with both structure and attribute data as input. The whole framework is based on OpenEA (Sun et al., 2020c). We modified only the initialization of the original project and kept the optimal hyper-parameter settings in OpenEA to ensure a fair comparison. We used the latest benchmark provided by OpenEA (Sun et al., 2020c), which consists of four sub-datasets with two density settings. Specifically, “D-W”, “D-Y” denote “DBpedia (Auer et al., 2007)-WikiData (Vrandečić & Krötzsch, 2014)”, “DBpedia-YAGO (Fabian et al., 2007)”, respectively. “EN-DE” and “EN-FR” denote two cross-lingual datasets, both of which are sampled from DBpedia. The entity degree distributions in “V1” datasets are similar to those in the original KGs, while the average degree in “V2” datasets are doubled.

4.2. Empirical Comparisons

The main results on V1 datasets are shown in Table 1. Although the performance of four baseline models varied from different datasets, all of them gained improvement with NeoEA. This demonstrates that aligning the neural ontology is beneficial for all four kinds of EEA models. Furthermore, we find the performance improvement on SEA and RDGCN was more significant than that on other two methods, as
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Table 2: Results of ablation study based on the best-performing model RDGCN, on V1 datasets.

<table>
<thead>
<tr>
<th>Models</th>
<th>EN-FR</th>
<th>EN-DE</th>
<th>D-W</th>
<th>D-Y</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H@1</td>
<td>H@5</td>
<td>MRR</td>
<td>H@1</td>
</tr>
<tr>
<td>Full</td>
<td>.775</td>
<td>.868</td>
<td>.817</td>
<td>.846</td>
</tr>
<tr>
<td>Partial</td>
<td>.771</td>
<td>.863</td>
<td>.813</td>
<td>.840</td>
</tr>
<tr>
<td>Basic</td>
<td>.755</td>
<td>.853</td>
<td>.799</td>
<td>.827</td>
</tr>
<tr>
<td>Original</td>
<td>.755</td>
<td>.854</td>
<td>.800</td>
<td>.830</td>
</tr>
</tbody>
</table>

(a) long-tail entities (EN-FR)  
(b) popular entities (EN-FR)  
(c) average ranking improvement on four datasets

Figure 6: A comparison of ranking results between NeoEA and the baseline method SEA. The ranking results on the testing datasets are grouped by the ranking intervals (Figures 6a, 6b) and entity types (Figure 6c), respectively.

BootEA and RSN are not typical EEA models. BootEA has a sophisticated bootstrapping procedure, which may be challenging to be injected with NeoEA. RSN tries to capture long-term dependencies. The complicated objective may conflict with NeoEA more or less. Even though we still observe relatively significant improvement on some datasets (e.g., EN-DE and D-Y). Therefore, we believe their performance can be refined through a joint hyper-parameter tuning with NeoEA, which we leave to future work. The results on V2 datasets (i.e., the denser and simpler ones) are presented in Appendix C. Briefly, the improvement is relatively smaller than that on V1 datasets but NeoEA still outperformed all the baselines.

4.3. The Scalability and Efficiency of NeoEA

We also conducted experiment on the OpenEA 100K datasets to evaluate performance of NeoEA on larger KGs. We used a single TITAN RTX for training, and SEA (the fastest model) as the basic EEA model. In theory, NeoEA does not have multiple GCN/GAT layers nor the pair-wise similarity estimation on whole graphs. The embedding distributions are also obtained from the sampled KG. Therefore, NeoEA is applicable to large-scale datasets.

From Figure 5, we can find that the time for training one epoch (Figure 5a) was not evidently increased, especially considering the cost of switching the optimizers. On the other hand, the overall training time was nearly doubled (Figure 5b), caused by the adversarial training procedure. Even though the loss converged more slowly in NeoEA, we should notice that the overall training time was much less than that of complicated EEA models, e.g., BootEA (35,000+ seconds). In Figures 5c and 5d, we can find the improvement for Hits@1 and MRR was significant, especially on the D-Y dataset that took longest training time.

4.4. The Necessity of Conditional Neural Axioms

We designed an experiment to verify some claims in Section 3. We choose the best-performing model RDGCN as our baseline. In Table 2, “Full” denotes NeoEA with the full set of neural axioms. “Partial” denotes NeoEA without the conditional triple axioms. We removed the conditional entity axioms from “Partial” to construct “Basic”, and the last one, “Original”, denotes the original EEA model.

Aligning the basic axiom was less effective or even harmful to the model. This result empirically demonstrates our assumption that the uniformity property of the learned entity embeddings will make the embedding distribution alignment meaningless. On the other hand, aligning only a part of conditional axioms $A_{E|h|r}$ that describe entity embedding distributions conditioned on relation embeddings was significantly helpful for the model. Also, the additional improvement was observed with the full conditional axioms.

4.5. Further Analysis of the Bound

We have shown the embedding discrepancy between each underlying aligned pair is bounded by $\epsilon$ in Section 2. This section provides empirical statistics to verify this point. We manually split the entities into two groups: (1) long-tail entities, which have at most two neighbors that do not belong to known aligned pairs; (2) popular entities, the remaining.
We draw the histograms of alignment rankings w.r.t. respective groups based on the EEA model SEA. From Figures 6a, 6b, we can find the proportion of the inexact alignments (i.e., ranking > 5) for long-tail entities is evidently larger than that of popular entities, especially for the bins [5, 20]. This observation verified that the long-tail entities are less constrained compared to those popular entities in EEA problem. Furthermore, with NeoEA, the rankings of those long-tail entities were improved more significantly than those of popular entities, which demonstrates that NeoEA indeed tightened the representation discrepancy of those less restrained entities. We report the average ranking improvement on four V1 datasets in Figure 6c, which shows consistent results. It is worth noting that the ranking improvement for long-tail entities is more than twice as larger as that for popular entities, except the D-W dataset.

5. Conclusion and Future Work

In this paper, we proposed a new approach to learn KG embeddings for entity alignment. We proved its expressiveness theoretically and demonstrated its efficiency on extensive experiments. Four state-of-the-art EEA methods gained evident benefits with NeoEA, where the conditional neural axiom is the key component. For the future work, we plan to study how to extend NeoEA with realistic ontology knowledge for further improvement.

Acknowledgements

We want to thank all anonymous reviewers for their invaluable comments. This work is funded by NSFCU19B2027/NSFC91846204, National Key R&D Program of China (Funding No.SQ2018YFC000004), and Zhejiang Provincial Natural Science Foundation of China (No.LGG22F030011). Zequn Sun’s work was supported by Program A for Outstanding PhD Candidates of Nanjing University.

References

Understanding and Improving Knowledge Graph Embedding for Entity Alignment


A. Proof for Proposition 3.2

Aligning the conditional neural axioms minimizes the embedding discrepancy of two KGs at the ontology level.

Proof. We split the proofs according to the types of axioms in OWL2 EL (Baader et al., 2005):

ObjectPropertyDomain, ObjectPropertyRange. The proof for ObjectPropertyDomain has been presented in Section 3, and that for ObjectPropertyRange is similar.
We show that these axioms also define rules related to triple distributions conditioned on relations. We start from SubObjectPropertyOf, which can state that relation $r_i$ is a sub-property of relation $r_j$ (e.g., “hasDog” is one of the sub-properties of “hasPet”). We formulate it as

$$\forall (e, r_i, e') \in T, \ (e', r_j, e) \in T.$$ (23)

To align the potential SubObjectPropertyOf axioms between two KGs, we can respectively align $(A_1^{E_{(h,t)}|r_i}, A_2^{E_{(h,t)}|r_j})$ and $(A_1^{E_{(h,t)}|r_j}, A_2^{E_{(h,t)}|r_i})$, such that the joint one $(A_1^{E_{(h,t)}|r_i}, A_2^{E_{(h,t)}|r_j})$ will also be aligned.

Similarly, if $r_i$ and $r_j$ are equivalent, we can interpret the axiom as

$$\forall (e, r_i, e') \in T, \ (e', r_j, e) \in T: \ \forall (e, r_j, e') \in T, \ (e', r_i, e) \in T.$$ (24)

If they are disjoint, the corresponding rule will be

$$\forall (e, r_i, e') \in T, \ (e, r_j, e') \notin T.$$ (25)

If they are inverse to each other, the rule is

$$\forall (e, r_i, e') \in T, \ (e', r_j, e) \in T.$$ (26)

**TransitiveObjectProperty.** We show that this axiom is also related to triple distributions conditioned on $r_i$. Suppose that a relation $r_i$ is transitive, then one can derive the following rule:

$$\forall (e, r_i, e') \in T \& (e', r_j, e'') \in T, \ (e, r_i, e'') \in T.$$ (27)

which means we can align the potential TransitiveObjectProperty axioms via minimizing the distribution discrepancy between $A_1^{E_{(h,t)}|r_i}$ and $A_2^{E_{(h,t)}|r_j}$.

### B. Implementation Details

For efficiency, we share the parameters of Wasserstein distance critic in different type (e.g., conditional/unconditional, head/triple) of neural axioms, which reduces the number of model parameters and avoids the situation that some relations only have a small number of triples. This also allows us to perform fast mini-batch training by aligning the axioms of the same type in one operation. Given the sample KGs...
\[ \mathcal{G}'_1 = (\mathcal{E}'_1, \mathcal{R}'_1, \mathcal{T}'_1), \mathcal{G}'_2 = (\mathcal{E}'_2, \mathcal{R}'_2, \mathcal{T}'_2), \text{ the corresponding batch loss is:} \]

\[
\mathcal{L}_{sep} = \mathcal{L}_A + \left( \sum_{r' \in \mathcal{R}'_1} \mathbb{E}_{\mathcal{E}'_1 | r'} [f_h(r'(e))] 
- \sum_{r' \in \mathcal{R}'_2} \mathbb{E}_{\mathcal{E}'_2 | r'} [f_h(r'(e'))] \right) 
+ \left( \sum_{r' \in \mathcal{R}'_1} \mathbb{E}_{\mathcal{E}'_1, t | r'} [f_{h,t}(e_h, e_t | r')] 
- \sum_{r' \in \mathcal{R}'_2} \mathbb{E}_{\mathcal{E}'_2, t | r'} [f_{h,t}(e_h, e_t | r')] \right), \quad (28)
\]

where \( \mathcal{L}_A \) is the basic axiom loss under the sampled KGs. \( f_h(r') \) and \( f_{h,t}(r') \) are the critic functions of two types of neural axioms, respectively. The loss \( \mathcal{L}_{batch} \) will approximate to that in pairwise calculation when batch-size is considerably greater than the number of relations. We take the second term in Equation (28) as an example. For pairwise estimation, the loss should be:

\[
\sum_{(r_1, r_2) \in \mathcal{S}_r} \left( \mathbb{E}_{\mathcal{E}'_1 | r_1} [f_h(r_1'(e_1))] - \mathbb{E}_{\mathcal{E}'_2 | r_2} [f_h(r_2'(e_2))] \right) 
= \sum_{(r_1, r_2) \in \mathcal{S}_r} \mathbb{E}_{\mathcal{E}'_1 | r_1} [f_h(r_1'(e_1))] 
- \sum_{(r_1, r_2) \in \mathcal{S}_r} \mathbb{E}_{\mathcal{E}'_2 | r_2} [f_h(r_2'(e_2))], \quad (29)
\]

where \( \mathcal{S}_r \subset \mathcal{R}_1 \times \mathcal{R}_2 \) denotes the set of all aligned relation pairs. The above equation suggests that the pairwise loss is based on the respective relation sets of two KGs, not constrained by each pair of aligned relations. Generally, the number of relations is much smaller than the number of sampled triples in one batch, which means that \( \mathcal{R}'_1, \mathcal{R}'_2 \) in Equation (28) can cover a large proportion of elements in the full relation sets \( \mathcal{R}_1, \mathcal{R}_2 \). Therefore, we used \( \mathcal{L}_{batch} \) to approximate the pairwise loss in the implementation.

**C. Results on V2 Datasets**

The results on V2 datasets are shown in Table 3. Although entities have doubled number of neighbors in V2 datasets, all baseline models still gained significant improvement with NeoEA.