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Abstract

Transformer has achieved great successes in learn-
ing vision and language representation, which is
general across various downstream tasks. In vi-
sual control, learning transferable state represen-
tation that can transfer between different control
tasks is important to reduce the training sample
size. However, porting Transformer to sample-
efficient visual control remains a challenging and
unsolved problem. To this end, we propose a
novel Control Transformer (CtrlFormer), pos-
sessing many appealing benefits that prior arts
do not have. Firstly, CtrlFormer jointly learns
self-attention mechanisms between visual tokens
and policy tokens among different control tasks,
where multitask representation can be learned and
transferred without catastrophic forgetting. Sec-
ondly, we carefully design a contrastive reinforce-
ment learning paradigm to train CtrlFormer, en-
abling it to achieve high sample efficiency, which
is important in control problems. For example,
in the DMControl benchmark, unlike recent ad-
vanced methods that failed by producing a zero
score in the “Cartpole” task after transfer learn-
ing with 100k samples, CtrlFormer can achieve
a state-of-the-art score 769±34 with only 100k
samples, while maintaining the performance of
previous tasks. The code and models are released
in our project homepage.

1. Introduction
Visual control is important for various real-world applica-
tions such as playing Atari games (Mnih et al., 2015), Go
games (Silver et al., 2017), robotic control (Kober et al.,
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Figure 1. Effect of CtrlFormer. The agent first learns state rep-
resentations in one task, and then transfers them to a new task,
e.g., from finger (turn-easy) to finger (turn-hard), and from cart-
pole (swingup) to cartpole (swingup-sparse). Figure 1a shows
the maintainability by comparing the performance in the old task
before (scratch) and after (retest) transferring to a new task. Ctrl-
Former doesn’t have catastrophic forgetting after transferring to
the new task, and the performance is basically the same as learn-
ing from scratch. However, the performance of DrQ (Kostrikov
et al., 2020) drops significantly after transferring; Figure 1b shows
the transferability by comparing the performance of learning from
scratch and from transferring. Transferring previous learned knowl-
edge benefits much for CtrlFormer (labeled as CtrlF).

2013; Yuan et al., 2022), and autonomous driving (Wang
et al., 2018). Although remarkable successes have been
made, a long-standing goal of visual control, transferring
the learned knowledge to new tasks without catastrophic
forgetting, remains challenging and unsolved.

Unlike a machine, a human can quickly identify the critical
information to learn a new task with only a few actions and
observations, since a human can discover the relevancy/ir-
relevancy between the current task and the previous tasks
he/she has learned, and decides which information to keep
or transfer. As a result, a new task can be learned quickly by
a human without forgetting what has been learned before.
Moreover, the “state representation” can be strengthened for
better generalization to future tasks.

Modern machine learning methods for transferable repre-
sentation learning across tasks can be generally categorized
into three streams. They have certain limitations. In the first
stream, many representative works such as (Shah & Kumar,
2021) utilize features pretrained in the ImageNet (Deng
et al., 2009) and COCO (Lin et al., 2014) datasets. The
domain gap between the pretraining datasets and the target
datasets hinders their performance and sample efficiency. In
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the second stream, Rusu et al. (2016); Fernando et al. (2017)
trained a super network to accommodate a new task. These
approaches often allocate different parts of the supernet to
learn different tasks. However, the network parameters and
computations are proportionally increased when the number
of tasks increases. In the third stream, the latent variable
models (Ha & Schmidhuber, 2018b; Hafner et al., 2019b;a)
learn representation by optimizing the variational bound.
These approaches are struggling when the tasks come from
different domains.

Can we learn sample-ef�cient transferable state representa-
tion across different control tasks in a single Transformer
network? The self-attention mechanism in Transformer
mimics the perceived attention of synaptic connections in
the human brain as argued in (Oby et al., 2019). Transformer
could be powerful to model the relevancy/irrelevancy be-
tween different control tasks to alleviate the weaknesses
in previous works. However, simply porting Transformer
to this problem cannot solve the above limitations because
Transformer is extremely sample-inef�cient (data-hungry)
as demonstrated in NLP (Vaswani et al., 2017; Devlin et al.,
2018) and computer vision (Dosovitskiy et al., 2020).

This paper proposes a novel Transformer for representa-
tion learning in visual control, named CtrlFormer, which
has two bene�ts compared to previous works. Firstly, the
self-attention mechanism in CtrlFormer learns both visual
tokens and policy tokens for multiple different control tasks
simultaneously, fully capturing relevant/irrelevant features
between tasks. This enables the knowledge learned from
previous tasks can be transferred to a new task, while main-
taining the learned representation of previous tasks. Sec-
ondly, CtrlFormer reduces training sample size by using
contrastive reinforcement learning, where the gradients of
the policy loss and the self-supervised contrastive loss are
propagated jointly for representation learning. For example,
as shown in Figure 2, the input image is divided into several
patches, and each patch corresponds to a token. The Ctrl-
Former learns self-attentions between image tokens, as well
as policy tokens of different control tasks such as “standing”
and “walking”. In this way, CtrlFormer not only decouples
multiple control policies, but also decouples the features for
behaviour learning and self-supervised visual representation
learning, improving transferability among different tasks.

Our contributions are three-fold.(1) A novel control Trans-
former (CtrlFormer) is proposed for learning transferable
state representation in visual control tasks. CtrlFormer mod-
els the relevancy/irrelevancy between distinct tasks by self-
attention mechanism across visual data and control poli-
cies. It makes the knowledge learned from previous tasks
transferable to a new task, while maintaining accuracy and
high sample ef�ciency in previous tasks.(2) CtrlFormer
can improve sample ef�ciency by combining reinforcement

Figure 2.Overview of CtrlFormer for visual control. The input
image is split into several patch tokens. Each task is assigned a
speci�c policy token, which is a randomly-initialized and learn-
able variable. Tasks can come from the same domain, such as
the Finger-turn-easy and Finger-turn-hard, or cross-domain, such
as Reacher-easy and Cartpole-swingup. CtrlFormer learns the
self-attention between observed image tokens, as well as policy
tokens of different control tasks by vision transformer, which helps
the agent leverage the similarities with previous tasks and reuse
the representations from previously learned tasks to promote the
behaviour learning of the current task. The output of CtrlFormer is
used as the input of the downstream policy networks.

learning with self-supervised contrastive visual representa-
tion learning (He et al., 2020; Grill et al., 2020) and can
reduce the number of parameters and computations via a
pyramid Transformer structure.(3) Extensive experiments
show that CtrlFormer outperforms previous works in terms
of both transferability and sample ef�ciency. As shown in
Figure 1, transferring previously learned state representa-
tion signi�cantly improves the sample ef�ciency of learning
new tasks. Furthermore, CtrlFormer does not have catas-
trophic forgetting after transferring to the new task, and the
performance is basically the same as learning from scratch.

2. Related Work

Learning Transferable State Representation.For task-
speci�c representation learning tasks like classi�cation
and contrastive objectives, the representation learned on
large-scale of�ine datasets (ImageNet (Deng et al., 2009),
COCO (Lin et al., 2014), and etc.) has high generalization
ability (He et al., 2020; Yen-Chen et al., 2020). However,
the downstream reinforcement learning methods based on
such a task-agnostic representation empirically show low
sample ef�ciency since the representation contains a lot of
task-irrelevant interference information.

Progressive neural network (Rusu et al., 2016; 2017; Gideon
et al., 2017) is a representative structure of transferring state
representations, which is composed of multiple columns,
where each column is a policy network for a speci�c task,


