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Abstract

We propose ADIOS, a masked image modeling
(MIM) framework for self-supervised learning,
which simultaneously learns a masking function
and an image encoder using an adversarial objec-
tive. The image encoder is trained to minimise
the distance between representations of the orig-
inal and that of a masked image. The masking
function, conversely, aims at maximising this dis-
tance. ADIOS consistently improves on state-of-
the-art self-supervised learning (SSL) methods on
a variety of tasks and datasets—including clas-
sification on ImageNet100 and STL10, transfer
learning on CIFAR10/100, Flowers102 and iNat-
uralist, as well as robustness evaluated on the
backgrounds challenge (Xiao et al., 2021)—while
generating semantically meaningful masks. Un-
like modern MIM models such as MAE, BEiT and
iBOT, ADIOS does not rely on the image-patch
tokenisation construction of Vision Transformers,
and can be implemented with convolutional back-
bones. We further demonstrate that the masks
learned by ADIOS are more effective in improv-
ing representation learning of SSL methods than
masking schemes used in popular MIM models.

1. Introduction

The goal of Masked image modeling (MIM) is to learn
image representations, in a self-supervised fashion, by oc-
cluding parts of the input images. MIM is inspired by
significant advances in natural language modelling such as
BERT (Devlin et al., 2019), where the model is trained to
fill-in words randomly removed from a sentence (Fig. 1,
top row). Recent work, including MAE (He et al., 2021)
and BEiT (Bao et al., 2021), show that these gains are at
least partially transferable to vision. The task of a MIM
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Figure 1. Self-supervised language, and vision, models learn repre-
sentations by imputing data removed by masking. BERT: random
word masks; Context encoder: random, fix-shaped mask; BEiT":
random ‘blockwise’ masking; MAE: randomly mask out 75% of
the image; ADIOS: multiple masks (N=3) generated by an ad-
versarially trained masking model, post-processed with fully con-
nected conditional random fields (Krihenbiihl & Koltun, 2011).

model is therefore similar to BERT, e.g., given an image
of a bird in Fig. 1, it needs to reason about what the bird
might be sitting on or what colour the bird’s belly is given
the visible context (bottom row). However, while missing
words describe whole semantic entities (e.g. “head”), the
masks used for context encoder (Pathak et al. (2016), which
pioneered MIM), BEiT and MAE typically have no such
constraint (Fig. 1 bottom, left to right). Imputation under
such schemes is conceptually simpler, as random masking
only partially obscures meaningful visual entities, which al-
lows easier inference of missing values by leveraging strong
correlations at the local-pixel level'.

To narrow the gap between pixel masking and word mask-
ing, we posit that one needs to occlude whole entities in
the image. This encourages the model to perform imputa-
tion by complex semantic reasoning using the unmasked
context (e.g. given a bird with a yellow bodyj, it is likely
to have a yellow head) rather than leveraging simple lo-
cal correlations, which can benefit representation learning.
Interestingly, He et al. (2021) are motivated by similar hy-
pothesis and propose to occlude a large fraction (up to 75%)
of the image, removing complete entities by a higher chance,
which they find is essential for good performance. Here, we
suggest that it is actually what is masked, not so much how
much is masked, that is crucial for effective self-supervised

' Akin to randomly masking letters in a sentence for NLP.
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representation learning.

To this end, we investigate learning to mask with an adversar-
ial objective, where an occlusion model is asked to make rea-
soning about missing parts of the scene more difficult. This
novel representation-learning algorithm, called Adversarial
Inference-Occlusion Self-supervision (ADIOS), can iden-
tify and mask out regions of correlated pixels within an
image (Fig. 1, bottom right), which brings it closer to the
word-masking regime in natural language. And as we shall
see in Section 3, it consistently improves performance of
state-of-the-art self-supervised learning (SSL) algorithms.

Some MIM methods employ a generative component for
representation learning, by learning to reconstruct the
masked image. However, it has been shown (Bao et al.,
2021; Ramesh et al., 2021) that pixel-level reconstruction
tasks waste modelling capacity on high-frequency details
over low-frequency structure, leading to subpar perfor-
mance. We hence frame ADIOS as an encoder-only frame-
work that minimises the distance between the representa-
tions of the original image and the masked image. The oc-
clusion model, which is trained adversarially to the encoder,
tries to minimises this same distance. We further discuss
in Section 2.1 that, compared to the generative setup, the
encoder-only setup optimises a functionally superior ob-
jective for representation learning. Note that the encoder
objective is compatible with many recent augmentation-
based Siamese self-supervised learning (SSL; Chen et al.
(2020); Chen & He (2021)) methods. We show that ADIOS
consistently improves performance of these SSL objectives,
showcasing the generality of our approach.

Our main contributions are as follows,

1. A novel adversarial Siamese-style MIM framework, that
unlike other MIM methods is not limited to using ViT
as backbone—advantageous given recent discoveries of
modernised-convnet superiority over ViTs (Liu et al.,
2022; Touvron et al., 2021);

2. Qualitative and quantitative analyses showing that masks
generated by ADIOS are semantically meaningful;

3. Analysis of how different masking schemes affect
representation-learning performance of SSL models.
We find models trained with ADIOS and ground-truth
object masks significantly outperform other masking
schemes/no mask, demonstrating the efficacy of semanti-
cally meaningful masks for representation learning.

2. Methodology

Set up ADIOS consists of two components, inference
model 1 and occlusion model M (see Fig. 2). Given an
RGB image X, the occlusion model produces an image-
sized mask m = M (X) with values in [0; 1]. The inference
model | takes original image X and an occluded image

XM = x m ( is the Hadamard product) as inputs,
generating representations for both, which we denote as z
and z™. The two models are learnt by solving for

I?;M?:argmlinm'\%XL(X;l;M): (D
We will now discuss different choices for I and M.

2.1. Inference model |

As discussed in Sec-
tion 1, the inference
model should minimise
some distance between
the original and masked
images. Here, we dis-
cuss potential forms of
this objective, arriving at
our final framework us- Figure 2. ADIOS Architecture.
ing augmentation-based SSL methods.
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occlusion

Distance in pixel space One option
would be to inpaint the masked image
with the inference model, and train |

by minimising the distance between the
inpainted image and the original image
in pixel space. More specifically, we
can define 1 as an auto-encoder consist-
ing of an encoder and decoder, which Figure 3. Inpainting.
takes the masked image X™ as input and produces inpainted
image X (see Fig. 3). The model can be trained using the
following reconstruction loss
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Lae(X; 1; M) =D(X;X)=D(x; I(x M(X))); (2)

where D denotes some distance metric defined in pixel space.
Minimising (2) encourages the auto-encoder to impute the
missing part of the image as accurately as possible. Lag can
then be used in (1) to train the inference-occlusion model.

Distance in representation space An interesting ques-
tion for auto-encoding 1 is: where does the imputation
happen? Multiple hypotheses exist: (1) Encoder only: The
encoder q completely recovers the missing information in
the masked image, and in the ideal case, q(M (X)) = q(X);
the decoder faithfully reconstructs these representations. (2)
Decoder only: The encoder faithfully extracts all informa-
tion from the masked image, and the decoder reasons to
inpaint missing pixel from the representations; (3) Both:
The encoder and decoder both inpaint parts of the image.

Given these scenarios, (1) is clearly best suited for represen-
tation learning, as it requires the encoder to reason about
the missing parts based on observed context, beyond just ex-
tracting image features. With representation learning, rather
than inpainting, being our end goal, the key challenge lies






