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Abstract

Randomized smoothing is currently considered the state-of-the-art method to obtain certifiably robust classifiers. Despite its remarkable performance, the method is associated with various serious problems such as “certified accuracy waterfalls”, certification vs. accuracy trade-off, or even fairness issues. Input-dependent smoothing approaches have been proposed with intention of overcoming these flaws. However, we demonstrate that these methods lack formal guarantees and so the resulting certificates are not justified. We show that in general, the input-dependent smoothing suffers from the curse of dimensionality, forcing the variance function to have low semi-elasticity. On the other hand, we provide a theoretical and practical framework that enables the usage of input-dependent smoothing even in the presence of the curse of dimensionality, under strict restrictions. We present one concrete design of the smoothing variance function and test it on CIFAR10 and MNIST. Our design mitigates some of the problems of classical smoothing and is formally underlined, yet further improvement of the design is still necessary.

1. Introduction

Deep neural networks are one of the dominating recently used machine learning methods. They achieve state-of-the-art performance in a variety of applications like computer vision, natural language processing, and many others. The key property that makes neural networks so powerful is their expressivity (Gühring et al., 2020). However, as a price, they possess a weakness - a vulnerability against adversarial attacks (Szegedy et al., 2013; Biggio et al., 2013). The adversarial attack on a sample $x_0$ is a point $x_1$ such that the distance $d(x_0, x_1)$ is small, yet the predictions of model $f$ on $x_0$ and $x_1$ differ. Such examples are often easy to construct, for example by optimizing for a change in prediction $f(x)$ (Biggio et al., 2013). Even worse, these attacks are present even if the model’s prediction on $x$ is unequivocal.

This property is highly undesirable because in several sensitive applications, misclassifying a sample just because it does not follow the natural distribution might lead to serious and harmful consequences. A well-known example is a sticker placed on a traffic sign, which could confuse the self-driving car and cause an accident (Eykholt et al., 2018). As a result, the robustness of classifiers against adversarial examples has begun to be a strongly discussed topic. Though many methods claim to provide robust classifiers, just some of them are certifiably robust, i.e. the robustness is mathematically guaranteed. The certifiability turns out to be essential since more sophisticated attacks can break empirical defenses (Carlini & Wagner, 2017).

Currently, the dominant method to achieve the certifiable robustness is randomized smoothing (RS). This clever idea to get rid of adversarial examples using randomization of input was introduced by Lecuyer et al. (2019) and Li et al. (2019) and fully formalized and improved by Cohen et al. (2019). Let $f$ be a classifier assigning inputs $x \in \mathbb{R}^N$ to one of the classes $C \subseteq C$. Given a random deviation $\epsilon \sim \mathcal{N}(0, \sigma^2 I)$, the smoothed classifier $g$, made of $f$, is defined as: $g(x) = \arg\max_{C} \mathbb{P}(f(x+\epsilon) = C)$, for $C \in \mathcal{C}$. In other words, the smoothed classifier classifies a class that has the highest probability under the sampling of $f(x+\epsilon)$. Consequently, an adversarial attack $x'$ on $f$ is less dangerous for $g$, because $g$ does not look directly at $x'$, but rather at its whole neighborhood, in a weighted manner. This way we can get rid of local artifacts that $f$ possesses – thus the name “smoothing”. It turns out, that $g$ enjoys strong robustness properties against attacks bounded by a specifically computed $l_2$-norm threshold, especially if $f$ is trained under a Gaussian noise augmentation (Cohen et al., 2019).

Unfortunately, since the introduction of the RS, several serious problems were reported to be connected to the technique. Cohen et al. (2019) mention two of them. First is the usage of lower confidence bounds to estimate the leading class’s
probability. With a high probability, this leads to smaller reported certified radii in comparison with the true ones. Moreover, it yields a theoretical threshold, which upper-bounds the maximal possible certified radius and causes the “certified accuracy waterfalls”, which significantly decreases the certified accuracy. This problem is particularly pronounced for small levels of the used smoothing variance $\sigma^2$, which motivates to use larger variance. Second, RS possesses a robustness vs. accuracy trade-off problem. The bigger $\sigma$ we use as the smoothing variance, the smaller clean accuracy the semi-
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small $\sigma$ is suboptimal. For the samples close to the decision boundary, we want to use small $\sigma$, so that $f$ and $g$ have similar decision boundaries and the expressivity of $f$ is not lost (where not necessary). On the other hand, far from the decision boundary of $f$, where the probability of the dominant class is close to 1, we need bigger $\sigma$ to avoid the severe under-certification (see Appendix A). All together, using a non-constant $\sigma(x)$ rather than constant $\sigma$, a suitable smoothing variance could be used to achieve optimal robustness.

To support this reasoning, we present a toy example. We train a network on a 2D dataset of a circular shape with the classes being two complementary sectors, one of which is of a very small angle. In Figure 1 we show the difference between constant and input-dependent $\sigma$. Using the non-constant $\sigma(x)$ defined in Equation 1, we obtain an improvement both in terms of the certified radiiuses as well as clean accuracy. For more details see Appendix A. Even though there are some works introducing this concept (see Appendix C), most of them lack mathematical reasoning about the correctness of their method or fairness of their comparison, which, as we show, turns out to be critical.

The main contributions of this work are fourfold. First, we generalize the methodology of Cohen et al. (2019) for the case of the input-dependent RS (IDRS), obtaining useful and important insights about how to use the Neyman-Pearson lemma in this general case. Second and most importantly, we show that the IDRS suffers from the curse of dimensionality in the sense that the semi-
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2. IDRS and the Curse of Dimensionality

Let $C$ be the set of classes, $f : \mathbb{R}^N \rightarrow C$ a classifier (referred to as the base classifier), $\sigma : \mathbb{R}^N \rightarrow \mathbb{R}$ a non-negative function and $P(C)$ a set of distributions over $C$. Then we call $G_f : \mathbb{R}^N \rightarrow P(C)$ the smoothed class probability predictor, if $G_f(x)_C = \mathbb{P}(f(x + \epsilon) = C)$, where $\epsilon \sim \mathcal{N}(0, \sigma(x)^2I)$ and $g_f : \mathbb{R}^N \rightarrow C$ is called smoothed classifier if $g_f(x) = \text{arg max}_C G_f(x)_C$, for $C \in C$. We will omit the subscript $f$ in $g_f$ often, since it is usually clear from the context to which base classifier the $g$ corresponds. Furthermore, let $A := g(x)$ refer to the most likely class under the random variable $f(N(x, \sigma^2I))$, and $B$ denote the second most likely class. Define $p_A = G_f(x)_A$ and $p_B = G_f(x)_B$ as the respective probabilities. It is important to note that in practice, it is impossible to estimate $p_A$ and $p_B$ precisely. Instead, $p_A$ is estimated as a lower confidence bound (LCB) of the relative occurrence of class $A$ in the predictions of $f$ given certain number of Monte-Carlo samples $n$ and a confidence level $\alpha$. The estimate is denoted as $p_A^\alpha$. Similarly to Cohen et al. (2019) we use the exact Clopper-Pearson interval for estimation of the LCB. The same applies for $p_B$. We work with $L_2$-norms denoted as $\|x\|$. When we speak of certified radius at sample $x_0$, we always mean the biggest $R \geq 0$ for which the underlying theory provides the guarantee $g(x_0) = g(x_1) \forall x_1 : \|x_0 - x_1\| \leq R$.

First of all, we summarize the main steps in the derivation of certified radius around $x_0$ using any method that relies on the Neyman-Pearson lemma (e.g. by Cohen et al. (2019)).

1. For a potential adversary $x_1$ specify the worst-case classifier $f^*$, such that $\mathbb{P}(f^*(N(x_0, \sigma^2I)) = A) = p_A$, while $\mathbb{P}(f^*(N(x_1, \sigma^2I)) = B)$ is maximized.
2. Express $G_f(x_1)_B = \mathbb{P}(f(N(x_1, \sigma^2I)) = B)$ as a function depending on $x_1$.
3. Determine the conditions on $x_1$ (possibly related to $\|x_0 - x_1\|$) for which this probability is $\leq 0.5$. From these conditions, derive the certified radius.
We use this lemma to compute the decision boundary of the worst-case classifier $\sigma$. Let

$$R = \frac{1}{2}(\Phi^{-1}(p_A) - \Phi^{-1}(p_B)).$$

Unfortunately, their result is not directly applicable to the input-dependent case. Constant $\sigma$ simplifies the derivation of $f^*$ that turns out to be a linear classifier. This is not the case for non-constant $\sigma(x)$ anymore. Therefore, we generalize the methodology of Cohen et al. (2019). We put $p_B = 1 - p_A$ for simplicity (yet it is not necessary to assume this, see Appendix B.5). Let $x_0$ be the point to certify, $x_1$ the potential adversary point, $\delta = x_1 - x_0$ the shift and $\sigma_0 = \sigma(x_0)$, $\sigma_1 = \sigma(x_1)$ the standard deviations used in $x_0$ and $x_1$, respectively. Furthermore, let $q_i$ be a density and $\mathbb{P}_i$ a probability measure corresponding to $N(x_i, \sigma_i^2 I)$, $i \in \{0, 1\}$.

**Lemma 2.1.** Out of all possible classifiers $f$ such that $G_f(x_0)_B \leq p_B = 1 - p_A$, the one, for which $G_f(x_0 + \delta)_B$ is maximized predicts class $B$ in a region determined by the likelihood ratio:

$$B = \left\{ x \in \mathbb{R}^N : \frac{q_1(x)}{q_0(x)} > \frac{1}{r} \right\},$$

where $r$ is fixed, such that $\mathbb{P}_0(B) = p_B$. Note that we use $B$ to denote both the class and the region of that class.

We use this lemma to compute the decision boundary of the worst-case classifier $f^*$.

**Theorem 2.2.** If $\sigma_0 > \sigma_1$, then set $B$ is an $N$-dimensional ball with the center at $S_>$ and radius $R_> := R_>(\sigma_0, \sigma_1, \delta, N, r)$, defined in Appendix F:

$$S_> = x_0 + \frac{\sigma_0^2}{\sigma_0^2 - \sigma_1^2} \delta.$$

If $\sigma_0 < \sigma_1$, then set $B$ is the complement of an $N$-dimensional ball with the center at $S_<$ and radius $R_< := R_<(\sigma_0, \sigma_1, \delta, N, r)$, expressed in Appendix F:

$$S_< = x_0 - \frac{\sigma_0^2}{\sigma_1^2 - \sigma_0^2} \delta.$$

As we depict in Figure 2, both resulting balls are centered on the line connecting $x_0$ and $x_1$. Moreover, the centers of the balls are always farther from $x_0$, than $x_1$ is from $x_0$ (even in the case $\sigma_0 < \sigma_1$). In both cases, it depends on $p_A$ (since $r$ is fixed such that $\mathbb{P}_0(B) = p_B$) and the ball can, but might not cover $x_0$ and/or $x_1$. Note that if $\sigma_0 = \sigma_1$, which can happen even in input-dependent regime, the worst-case classifier is the half-space described by Cohen et al. (2019).

To compute the probability of a ball under an isotropic Gaussian probability measure is more challenging than the probability of a half-space. In fact, there is no closed-form expression for it. However, this probability is connected to the non-central chi-squared distribution (NCCHSQ). More precisely, the probability of an $N$-dimensional ball centered at $z$ with radius $r$ under $N(0, I)$ can be expressed as a cumulative distribution function (cdf) of NCCHSQ with $N$ degrees of freedom, non-centrality parameter $\|z\|^2$ and argument $r^2$. With this knowledge, we can express $\mathbb{P}_0(B)$ and $\mathbb{P}_1(B)$ in terms of the cdf of NCCHSQ as follows.
We emphasize, with this in mind, if we have \( x_0 \) and \( x_1 \), and can certify \( x_0 \), then we can certify \( x_1 \) w.r.t. \( x_0 \) simply by choosing the correct sign \((<,>)\), computing \( \xi_{\geq} \) \((||x_0 - x_1||)\) or \( \xi_{\leq} \) \((||x_0 - x_1||)\) and comparing it with 0.5. The sample plots of these \( \xi \) functions can be found in Appendix B.

Now, we are ready to discuss the curse of dimensionality. The problem that arises is that having a high dimension \( N \) and \( \sigma_0, \sigma_1 \) differing a lot from each other, \( \xi \) functions are already big at 0, even for considerably small \( p_B \). For fixed ratio \( \sigma_0/\sigma_1 \) and probability \( p_B \), \( \xi(0) \) increases with growing dimension \( N \) and soon becomes bigger than 0.5. This, together with monotonicity of the \( \xi \) function yields that no \( x_1 \) can be certified w.r.t. \( x_0 \), if \( \sigma_0, \sigma_1 \) are used. The more dissimilar the \( \sigma_0 \) and \( \sigma_1 \) are, the smaller the dimension \( N \) needs to be for this situation to occur. If we want to certify \( x_1 \) in a reasonable distance from \( x_0 \), we need to use similar \( \sigma_0, \sigma_1 \). This restricts the variability of the \( \sigma(x) \) function.

We formalize the curse of dimensionality in the following theorems. We discuss more why the curse of dimensionality is present in Appendix B.

**Theorem 2.4** (curse of dimensionality). Let \( x_0, x_1, p_A, \sigma_0, \sigma_1 \) and \( N \) be as usual. The following two implications hold:

1. If \( \sigma_0 > \sigma_1 \) and
   \[
   \log \left( \frac{\sigma_1^2}{\sigma_0^2} \right) + 1 - \frac{\sigma_1^2}{\sigma_0^2} < \frac{2 \log(1 - p_A)}{N},
   \]
   then \( x_1 \) is not certified w.r.t. \( x_0 \).

2. If \( \sigma_0 < \sigma_1 \) and
   \[
   \log \left( \frac{\sigma_1^2 N - 1}{\sigma_0^2 N - 1} \right) + 1 - \frac{\sigma_1^2 N - 1}{\sigma_0^2 N - 1} < \frac{2 \log(1 - p_A)}{N},
   \]
   then \( x_1 \) is not certified w.r.t. \( x_0 \).

**Corollary 2.5** (one-sided simpler bound). Let \( x_0, x_1, p_A, \sigma_0, \sigma_1 \) and \( N \) be as usual and assume now \( \sigma_0 > \sigma_1 \). Then, if

\[
\frac{\sigma_1}{\sigma_0} < \sqrt{1 - 2 \sqrt{- \frac{\log(1 - p_A)}{N}}},
\]

then \( x_1 \) is not certified w.r.t. \( x_0 \).

Note that both Theorem 2.4 and Corollary 2.5 can be adjusted to the case where we have a separate estimate \( p_B \) and do not put \( p_B = 1 - p_A \) (see Appendix B.5). We emphasize, that the bounds obtained in Theorem 2.4 are very tight. In other words, if the ratio \( \sigma_1/\sigma_0 \) is just slightly bigger than the minimal possible threshold from Theorem 2.4, \( \xi_{\geq}(0) \) becomes smaller than 0.5 and similarly for \( \xi_{\leq}(0) \). This is because the only two estimates used in the proof of Theorem 2.4 are the estimates on the median, which are very tight and constant with respect to \( N \), and the multiplicative Chernoff bound, which is generally considered to be tight too and improves for larger \( N \). The tightness is depicted in Figure 3, where we plot the minimal possible threshold \( \sigma_1/\sigma_0 \) given by Theorem 2.4 and minimal threshold for which \( \xi_{\geq}(0) < 0.5 \) as a function of \( N \).

To get a better feeling about the concrete numbers, we provide the theoretical threshold values from Theorem 2.4 in...
The results of Theorem 2.4 lower-bound the usage of IDRS, we mention two more significant effects. First, with increasing dimension the average distance between samples tends to grow as $\sqrt{N}$. This enables bigger distance to change $\sigma(x)$. On the other hand, the average level of $\sigma(x)$ (like $0.12, 0.25, \ldots$) needs to be adjusted also as $\sqrt{N}$ with increasing dimension. The bigger average level of $\sigma(x)$ we use, the more is the semi-elasticity of $\sigma(x)$ restricted by Theorem 2.4 and Theorem 3.2. All together, these two effects combine in a final trend that for $\sigma_0$ and $\sigma_1$ being variances used in two random test samples, $|\sigma_0/\sigma_1 - 1|$ is restricted to go to 0 as $1/\sqrt{N}$. For detailed explanation, see Appendix B.4.

3. How to Use IDRS properly

As we discuss above, usage of the IDRS is challenging. How can we obtain valid, mathematically justified certified radiiues? Fix some design $\sigma(x)$. If $\sigma(x)$ is not trivial, to get a certified radius at $x_0$, we need to go over all the possible adversaries $x_1$ in the neighborhood of $x_0$ and compute $\sigma_1$ and $\xi_{\leq,\geq}(a)$. Then, the certified radius is the infimum over $\|x_0 - x_1\|$ for all uncertified $x_1$ points. Of course, this is a priori infeasible. Fortunately, the $\xi$ functions possess a property that helps to simplify this procedure. For convenience, we extend the notation of $\xi$ such that $\xi(a, \sigma_1)$ additionally denotes the dependence on the $\sigma_1$ value.

**Theorem 3.1.** Let $x_0, x_1, p_A, \sigma_0$ be as usual and denote $\|x_0 - x_1\|$ by $R$. Then, the following two statements hold:

1. Let $\sigma_1 \leq \sigma_0$. Then, for all $\sigma_2 : \sigma_1 \leq \sigma_2 \leq \sigma_0$, if $\xi_{\geq}(R, \sigma_2) > 0.5$, then $\xi_{\leq}(R, \sigma_1) > 0.5$.

2. Let $\sigma_1 \geq \sigma_0$. Then, for all $\sigma_2 : \sigma_1 \geq \sigma_2 \geq \sigma_0$, if $\xi_{\leq}(R, \sigma_2) > 0.5$, then $\xi_{\geq}(R, \sigma_1) > 0.5$.

Theorem 3.1 serves as a monotonicity property. The main gain is, that for each distance $R$ from $x_0$, it is sufficient to consider just two adversaries – the one with the biggest $\sigma_1$ (if bigger than $\sigma_0$) and the one with the smallest $\sigma_1$ (if smaller than $\sigma_0$). If we cannot certify some point $x_1$ at the distance $R$ from $x_0$, then we will for sure not be able to certify at least one of the two adversaries with the most extreme $\sigma_1$ values.

This, however, does not suffice for most of the reasonable $\sigma(x)$ designs, since it might be still too hard to determine the two most extreme $\sigma_1$ values at some distance from $x_0$. Therefore, we assume that $\sigma(x)$ is semi-elastic with coefficient $r$. Then we have a guarantee that $\sigma(x_0) \exp(-ra) \leq \sigma(x_1) \leq \sigma(x_0) \exp(ra)$ holds. Thus, we bound the worst-case extreme $\sigma_1$-s for every distance $a$.

Using this, we guarantee the following certified radius.

**Theorem 3.2.** Let $\sigma(x)$ be an $r$-semi-elastic function and $x_0, p_A, N, \sigma_0$ as usual. Then, the certified radius at $x_0$ guaranteed by our method is

$$CR(x_0) = \sup \left\{ R \geq 0 : \xi_{\leq}(R, \sigma_0 \exp(-rR)) < 0.5 \right\}$$

If the underlying set is empty, which is equivalent to $p_A \leq 0.5$ (that might occur in practice, as we use a lower bound $\overline{p}_A$ instead of $p_A$), we cannot certify any radius.

Note that Theorem 3.2 can be adjusted to the case where we have a separate estimate $\overline{p}_A$ and do not put $\overline{p}_A = 1 - p_A$.
We test our IDRS and \( \sigma(x) \) function extensively. For both CIFAR10 (Krizhevsky, 2009) and MNIST (LeCun et al., 1999) datasets, we analyze series of different experimental setups, including experiments with an input-dependent train-time Gaussian data augmentation. We present a direct comparison of our method with the constant \( \sigma \) method using evaluation strategy from (Cohen et al., 2019) (all other experiments, including ablation studies, and the discussion on the hyperparameter selection are presented in Appendix E). Here, we compare (Cohen et al., 2019)'s evaluations for \( \sigma = 0.12, 0.25, 0.50 \) with our evaluations, setting \( \sigma_b = \sigma, r = 0.01, 0.02, k = 20, m = 5, 1.5 \) (for CIFAR10 and MNIST, respectively), applied on models trained with Gaussian data augmentation, using constant standard deviation roughly equal to the average test-time \( \sigma(x) \) or test-time \( \sigma \). For CIFAR10, these levels of train-time standard deviation are \( \sigma_{tr} = 0.126, 0.263, 0.53 \) and for MNIST \( \sigma_{tr} = 0.124, 0.258, 0.517 \). In this way, the levels of \( \sigma(x) \) we use in the direct comparison are spread from the values roughly equal to (Cohen et al., 2019)'s constant \( \sigma \) to higher values. The results are depicted in Figure 4.

From Figure 4 we see that we outperform the constant \( \sigma \) for small levels of \( \sigma \), such as 0.12 or 0.25. On higher levels of \( \sigma \), we are, in general, worse (see explanation in Appendix B.3). The most visible improvement is in mitigation of the truncation of certified accuracy (certified accuracy waterfall). To comment on the other two issues, we provide Tables 2 and 3 with the clean accuracies and class-wise accuracy standard deviations, respectively. These results are the averages of 8 independent runs and in Table 2, the displayed error values are equal to empirical standard deviations.

From Tables 2 and 3, we draw two conclusions. First, it is not easy to judge about the robustness vs. accuracy trade-off, because the differences in clean accuracies are not statistically significant in any of the experiments (not even for CIFAR10 and \( \sigma = 0.25 \), where the difference is at least pronounced). However, the general trend in Table 2 indicates that the clean accuracies tend to slightly decrease with the increasing rate. The decrease is roughly equivalent to the drop in accuracy for the case when we just use constant \( \sigma \) during evaluation with its value set to the average \( \sigma(x) \). In that case, the certified radiuses would be also roughly equal in average, but ours would still encounter a less severe certified accuracy drop. Second, the standard deviations of the class-wise accuracies, which serve as a good measure of the impact of the shrinking phenomenon and subsequent fairness, don’t significantly change after applying the non-constant RS.

5. Related Work

Since the vulnerability of deep neural networks against adversarial attacks has been noticed by Szegedy et al. (2013); Biggio et al. (2013), a lot of effort has been put into making neural nets more robust. There are two types of solu-
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Figure 4. Comparison of certified accuracy plots for Cohen et al. (2019)’s method and our work.

Table 2. Clean accuracies for both input-dependent and constant $\sigma$ evaluation strategies on CIFAR10 (C) and MNIST (M).

<table>
<thead>
<tr>
<th>dataset</th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 0.00, \sigma_{tr}$ increased</td>
<td>C 0.852 ± 0.002</td>
<td>0.780 ± 0.013</td>
<td>0.673 ± 0.008</td>
</tr>
<tr>
<td>$r = 0.10, \sigma_{tr}$ increased</td>
<td>M 0.9912 ± 0.0003</td>
<td>0.9910 ± 0.0006</td>
<td>0.9881 ± 0.0003</td>
</tr>
<tr>
<td>$r = 0.10$</td>
<td>M 0.9914 ± 0.0004</td>
<td>0.9907 ± 0.0004</td>
<td>0.9886 ± 0.0005</td>
</tr>
</tbody>
</table>

Table 3. Class-wise accuracy (i.e. how many points of a certain class are correctly classified divided by the size of this class) standard deviations for both input-dependent and constant $\sigma$ evaluation strategies on CIFAR10 (C) and MNIST (M).

<table>
<thead>
<tr>
<th>dataset</th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 0.00, \sigma_{tr}$ increased</td>
<td>C 0.076</td>
<td>0.099</td>
<td>0.120</td>
</tr>
<tr>
<td>$r = 0.10$</td>
<td>C 0.076</td>
<td>0.097</td>
<td>0.122</td>
</tr>
<tr>
<td>$r = 0.00, \sigma_{tr}$ increased</td>
<td>M 0.00775</td>
<td>0.00777</td>
<td>0.00930</td>
</tr>
<tr>
<td>$r = 0.10$</td>
<td>M 0.00751</td>
<td>0.00778</td>
<td>0.00934</td>
</tr>
</tbody>
</table>

Empirical defenses suggest heuristics to make models robust, certified approaches additionally provide a way to compute a mathematically valid robust radius.

One of the most effective empirical defenses, adversarial training (Goodfellow et al., 2014; Kurakin et al., 2016; Madry et al., 2017), is based on an intuitive idea to use adversarial examples for training. Unfortunately, together with adversarial training, other promising empirical defenses were subsequently broken by more sophisticated adversarial methods (for instance by Carlini & Wagner (2017); Athalye & Carlini (2018); Athalye et al. (2018), among others).

Among many certified defenses (Tsuzuku et al., 2018; Anil et al., 2019; Hein & Andriushchenko, 2017; Wong & Kolter, 2018; Raghunathan et al., 2018; Mirman et al., 2018; Weng et al., 2018), one of the most successful yet is RS. While Lecuyer et al. (2019) introduced the method within the context of differential privacy, Li et al. (2019) proceeded via Rényi divergences. Possibly the most prominent work on RS is that of Cohen et al. (2019), where authors fully established RS and proved tight certification guarantees.

Later, a lot of authors further worked with RS. The work
of Yang et al. (2020) generalizes the certification provided by Cohen et al. (2019) to certifications with respect to the general \( l_p \) norms and provide the optimal smoothing distributions for each of the norms. Other works point out different problems or weaknesses of RS such as the curse of dimensionality (Kumar et al., 2020; Hayes, 2020; Wu et al., 2021), robustness vs. accuracy trade-off (Gao et al., 2020) or a shrinking phenomenon (Mohapatra et al., 2020a), which yields serious fairness issues (Mohapatra et al., 2020a).

The work of Mohapatra et al. (2020b) improves RS further by introducing the first-order information about \( g \). In this work, authors not only estimate \( g(x) \), but also \( \nabla g(x) \), making more restrictions on the possible base models \( f \) that might have created \( g \). Zhai et al. (2020) and Salman et al. (2019) improve the training procedure of \( f \) to yield better robustness guarantees of \( g \). Salman et al. (2019) directly use adversarial training of the base classifier \( f \). Finally, Zhai et al. (2020) introduce the so-called soft smoothing, which enables to compute gradients directly for \( g \) and construct a training method, which optimizes directly for the robustness of \( g \) via the gradient descent.

To address several issues connected to randomized smoothing, there have already been four works that introduce the usage of IDRS. Wang et al. (2021) divide \( \mathbb{R}^N \) into several regions \( R_i, i \in \{1, \ldots, K\} \) and optimize for \( \sigma_i, i \in \{1, \ldots, K\} \) locally, such that \( \sigma_i \) is a most suitable choice for the region \( R_i \). Yet this work partially solves some problems of randomized smoothing, it also possesses some practical and philosophical issues (see Appendix C). Alfarra et al. (2020); Eiras et al. (2021); Chen et al. (2021) suggest to optimize for locally optimal \( \sigma_i \), for each sample \( x_i \), from the test set. A similar strategy is proposed by these works in the training phase, with the intention of obtaining the base model \( f \) that is most suitable for the construction of the smoothed classifier \( g \). They demonstrate, that by using this input-dependent approach, one can overcome some of the main problems of randomized smoothing. However, as we demonstrate in Appendix C, their methodology is not valid and therefore their results are not trustworthy. In the latest version of their work, Alfarra et al. (2020) themselves point out this issue and try to fix it by a very similar strategy to the one of Wang et al. (2021). Thus, their work still carries all the problems connected to this method.

6. Conclusions

We show in this work that input-dependent randomized smoothing suffers from the curse of dimensionality. In the high-dimensional regime, the usage of input-dependent \( \sigma(x) \) is put under strict constraints. The \( \sigma(x) \) function is forced to have very small semi-elasticity. This is in conflict with some recent works, which have used the input-dependent randomized smoothing without mathematical justification and therefore claim invalid results, or results of questionable comparability and practical usability. It seems that input-dependent randomized smoothing has limited potential of improvement over the classical, constant-\( \sigma \) RS. Moreover, due to numerical instability, the computation of certified radiiuses on high-dimensional datasets like ImageNet remains to be an open challenge.

On the other hand, we prepare a ready-to-use mathematically underlined framework for the usage of the input-dependent RS and show that it works well for small to medium-sized problems. We also show, via extensive experiments, that our concrete design of the \( \sigma(x) \) function reasonably mitigates the truncation issue connected to constant-\( \sigma \) RS and is capable of mitigating the robustness vs. accuracy one on simpler datasets. The most intriguing and promising direction for the future work lies in the development of new \( \sigma(x) \) functions, which could treat the mentioned issues even more efficiently.

This improvement is necessary to make IDRS able to significantly beat constant smoothing, as it happens in our toy example in Appendix A. The difference between CIFAR10 and MNIST and the toy dataset is that \( \sigma(x) \) from equation 1 is well-suited for the toy dataset’s geometry, but not to the same extent for the geometry of images. One possible reason is that this \( \sigma(x) \) does not correspond to the distances from the decision boundary across the entire dataset, because the euclidean distances between images do not align with the “distances in images” content”. We believe, however, that improvements in \( \sigma(x) \) design are possible and we leave the investigation in this matter as an open and attractive research question. One way to go is to define a metric on the input space that would better reflect the geometry of images and convolutional neural networks.
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A. The Issues of Constant $\sigma$ Smoothing

A.1. Toy Example

To better demonstrate our ideas, we prepared a two-dimensional simple toy dataset. This dataset can be seen in Figure 5. The dataset is generated in polar coordinates, having uniform angle and the distance distributed as a square root of suitable chi-square distribution. The classes are positioned in a circle sectors, one in a sector with a very sharp angle. The number of training samples is 500 for each class, number of test samples is 100 for each class (except demonstrative figures, where we increased it to 300). The model that was trained on this dataset was a simple fully connected three-layer neural network with ReLU activations and a maximal width of 20.

A.2. Undercertification Caused by the Use of Lower Confidence Bounds

As we mention in Section 1, one cannot usually obtain exact values of $p_A$ and $p_B$. However, it is obvious, that for vast majority of evaluated samples, $p_A < \overline{p_A} < \overline{p_B} > p_B$. Given the nature of our certified radius, it follows that $R < R_\tau$, where $R_\tau$ denotes the certified radius coming from the certification procedure with $\overline{p_A}$ and $\overline{p_B}$, while $R$ here stands for the certified radius corresponding to true values $p_A, p_B$. Therefore, $p_A \to 1$. At some point, the probability will be so large, that with high probability, all $n$ samplings in our evaluation of $p_A$ will be classified as $A$, obtaining $\hat{p}_A = 1$ - the empirical probability. The lower confidence bound $p_A$ is therefore bounded by having $\hat{p}_A = 1$. Thus, from some point, the certification will yield the same $p_A$ regardless of the true value of $p_A$. So in practice, we have an upper bound on the certified radius $R$ in the case of the linear boundary. In Figure 7 (left), we see the truncation effect. Using $\sigma = 1$, from a distance of roughly 4, we can no longer achieve a better certified radius, despite its theoretical value equals the distance. Similarly, if we fix a distance of $x$ from decision boundary and vary $\sigma$, for very small values of $\sigma$, the value of $\Phi^{-1}(p_A)$ will no longer increase, but the values of $\sigma$ will pull $R$ towards zero. This behaviour is depicted in Figure 7 (right).

We can also look at it differently - what is the ratio between $\Phi^{-1}(p_A)$ and $\Phi^{-1}(\overline{p_A})$ for different values of $p_A$? Since $R = \sigma \Phi^{-1}(p_A)$ and $\overline{R} = \sigma \Phi^{-1}(\overline{p_A})$, the ratio represents the “undercertification rate”. In Figure 6 we plot $\frac{\Phi^{-1}(\overline{p_A})}{\Phi^{-1}(p_A)}$ as a function of $p_A$ for two different ranges of values. The situation is worst for very small and very big values of $p_A$. In the case of very big values, this can be explained due to extreme nature of $\Phi^{-1}$. For small values of $p_A$, it can be explained as a consequence of a fact, that even small difference between $p_A$ and $\overline{p_A}$ will yield big ratio between $\Phi^{-1}(p_A)$ and $\Phi^{-1}(\overline{p_A})$ due to the fact, that these values are close to 0.

If we look at the left plot on Figure 8 we see, that the certified accuracy plots also possess the truncations. Above some radius, no sample is certified anymore. The problem is obviously more serious for small values of $\sigma$. On the right plot of Figure 8, we see, that samples far from the decision boundary are obviously under-certified. We can also see, that certified

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{toy_dataset.png}
\caption{The toy dataset.}
\end{figure}
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Figure 6. The ratio between certified radius if using lower confidence bounds and if using exact values for the case of linear boundary.

Figure 7. **Left:** Certified radius as a function of distance in linear boundary case. The truncation is due to the use of lower confidence bounds. The parameters are $n = 100000$, $\alpha = 0.001$, $\sigma = 1$. **Right:** Certified radius for a point $x$ at fixed distance 1 from linear boundary as a function of used $\sigma$. The undercertification follows from usage of lower confidence bounds.

All the observations so far motivate us to use rather large values of $\sigma$ in order to avoid the truncation problem. However, as we will see in the next sections, using a large $\sigma$ carries a different, yet equally serious burden.

A.3. Robustness vs. Accuracy Trade-off

As we demonstrate in the previous subsection, it is be useful to use large values of $\sigma$ to prevent the under-certification. But does it come without a prize? If we have a closer look at Figure 8 (right), we might notice, that the accuracy on the threshold 0, i.e. “clean accuracy”, decreases as $\sigma$ increases. This effect has been noticed in the literature (Cohen et al., 2019; Gao et al., 2020; Mohapatra et al., 2020a) and is called robustness vs. accuracy tradeoff.

There are several reasons, why this problem occurs. Generally, changing $\sigma$ changes the decision boundary of $g$ and we might assume, that due to the high complexity of the boundary of $f$, the decision boundary of $g$ becomes smoother. If $\sigma$ is too large, however, the decision boundary will be so smooth, that it might lose some amount of the base classifier’s expressivity. Another reason for the accuracy drop is also the increase in the number of samples, for which the evaluation is abstained. This is because using big values of $\sigma$ makes more classes “within the reach of our distribution”, making the $p_A$ and $p_B$ small. If $p_A < 0.5$ and we do not estimate $p_B$ but set $\bar{p}_B = 1 - p_A$, then we are not able to classify the sample as class $A$, yet we cannot classify it as a different class either, which forces us to abstain. To demonstrate these results, we computed not only
Intriguing Properties of Input-Dependent Randomized Smoothing

Figure 8. Results of certification on toy dataset. **Left:** Certified accuracy for different levels of $\sigma$. **Right:** Certified radiuses and decision boundary of $g$ visualized directly on test set.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>Accuracy</th>
<th>Abstention rate</th>
<th>Misclassification rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.12</td>
<td>0.814</td>
<td>0.038</td>
<td>0.148</td>
</tr>
<tr>
<td>0.25</td>
<td>0.748</td>
<td>0.086</td>
<td>0.166</td>
</tr>
<tr>
<td>0.50</td>
<td>0.652</td>
<td>0.166</td>
<td>0.182</td>
</tr>
<tr>
<td>1.00</td>
<td>0.472</td>
<td>0.29</td>
<td>0.238</td>
</tr>
</tbody>
</table>

Table 4. Accuracies, rates of abstentions and misclassification rates of (Cohen et al., 2019) evaluation for different levels of $\sigma$.

From the table, it is obvious that the abstention rate is possibly even bigger cause of accuracy drop than the “clean misclassification”. This problem can be partially solved if one estimated $p_B$ together with $p_A$ too. In this way, using big $\sigma$ yields generally small estimated class probabilities, but since $p_A \geq p_B$, the problematic $p_B \geq p_A$ occur just very rarely. Another option is to increase the number of Monte-Carlo samplings for the classification decision, what is almost for free.

Yet another reason for the decrease in the accuracy is the so-called shrinking phenomenon, which we will discuss in the next subsection.

In contrast with the truncation effect, the robustness vs. accuracy trade-off motivates the usage of smaller values of $\sigma$ in order to prevent the accuracy loss, which is definitely a very serious issue.

A.4. Shrinking Phenomenon

How exactly does the decision boundary of $g$ change, as we change the $\sigma$? For instance, if $f$ is a linear classifier, then the boundary does not change at all. To answer this question, we employ the following experiment: For our toy base classifier $f$ on our toy dataset, we increase $\sigma$ and plot the heatmap of $f$, $g$, together with its decision boundary. This experiment is depicted on Figure 9. As we see from the plots, increasing $\sigma$ causes several effects. First of all, the heatmap becomes more and more blurred, what proves, that stronger smoothing implies stronger smoothness.

Second, crucial, effect is that the bigger the $\sigma$, the smaller the decision boundary of a submissive class is. The shrinkage becomes pronounced from $\sigma = 1$. Already for $\sigma = 4$, there is hardly any decision boundary anymore. Generally, as $\sigma \rightarrow \infty$, $g$ will predict the class with the biggest volume in the input space (in the case of bounded input space, like in image domain, this is very well defined). For extreme values of sigma, the $p_A$ will practically just be the ratio between the volume of $A$ and the actual volume of the input space (for bounded input spaces).

Following from these results, but also from basic intuition, it seems, that an undesired effect becomes present as $\sigma$ increases - the bounded/convex regions become to shrink, like in Figure 9, while the unbounded/big/anti-convex regions expand. This
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Figure 9. Heatmaps and decision boundary of base classifier (top left) and the smoothed classifier for increasing levels of $\sigma$. As $\sigma$ increases, the classifier is more smooth and the decision boundary recedes.

is called shrinking phenomenon. (Mohapatra et al., 2020a) investigate this effect rather closely. They define the shrinkage and vanishing of regions formally and prove rigorously, that if $\sigma \to \infty$, bounded regions, or semi-bounded regions (see (Mohapatra et al., 2020a)) will eventually vanish. We formulate the main result in this direction.

**Theorem A.1.** Let us have $K$ the number of classes and the dimension $N$. Assume, that we have some bounded decision region $D$ for a specific class roughly centered around 0. Further assume, that this is the only region where the class is classified. Let $R$ be a smallest radius such that $D \subset B_R(0)$. Then, this decision region will vanish at most for $\sigma \geq R \sqrt{\frac{K}{N}}$.

**Proof.** The idea of the proof is not very hard. First, the authors prove, that the smoothed region will be a subset of the smoothed $B_R(0)$. Then, they upper-bound the vanishing threshold of such a ball in two steps. First, they show, that if 0 is not classified as the class, then no other point will be (this is quite an intuitive geometrical statement. The $B_R(0)$ has the biggest probability under $\mathcal{N}(x, \sigma^2 I)$ if $x \equiv 0$). Second, they upper-bound the threshold for $\sigma$, under which $B_R(0)$ will have probability below $\frac{1}{K}$ (since they use slightly different setting as (Cohen et al., 2019)) for the $\mathcal{N}(x, \sigma^2 I)$. Using some insights about incomplete gamma function, which is known to be also the cdf of central chi-square distribution, and some other integration tricks, they obtain the resulting bound.

Besides Theorem A.1, authors also claim many other statements about shrinking, including shrinking of semi-bounded regions. Moreover, they also conduct experiments on CIFAR10 and ImageNet to support their theoretical findings. They also point out serious fairness issue that comes out as a consequence of the shrinkage phenomenon. For increasing levels of $\sigma$, they measure the class-wise clean accuracy of the smoothed classifier. If $f$ is trained with Gaussian data augmentation (what is known to be a good practice in randomized smoothing), using $\sigma = 0.12$, the worst class cat has test accuracy of 67%, while the best class automobile attains the accuracy of 92%. The figures, however, change drastically, if we use $\sigma = 1$ instead. In this case, the worst predicted class cat has accuracy of poor 22%, while ship has reasonable accuracy 68%. As authors claim, this is a consequence of the fact that samples of cat are situated more in bounded, convex regions, that suffer from shrinking, while samples of ship are mostly placed in expanded regions of anti-convex shape that will expand as the $\sigma$ grows. In addition, the authors also show, that the Gaussian data augmentation or adversarial training will reduce the shrinking phenomenon just partially and for moderate and high values of $\sigma$, this effect will be present anyway.

We must emphasize, that this is a serious fairness issue, that has to be treated before randomized smoothing can be fully used in practice. For instance, if we trained a neural network to classify humans into several categories, fairness of classification is inevitable and the neural network cannot be used until this issue is solved.
Similarly as the robustness vs. accuracy trade-off, this issue also motivates to use rather smaller values of $\sigma$. We see, that it is not possible to address all three problems consistently because they disagree on whether to use smaller, or bigger values of $\sigma$.

### A.5. Experiments on High-dimensional toy Dataset

In this subsection, we present the results of our motivational experiment on a synthetic dataset. Before reading this section, please read our main text, because we will use the necessary notation of the paper.

The dataset we evaluated our method on is a generalization of the dataset visualized on Figure 1. The data points from one class lie in a cone of small angle and the points are generated such that the density is higher near the vertex of the cone (which is put in origin). Points from other class are generated from a spherically symmetrical distribution (where points sampled into the cone are excluded) with density again highest in the center (note, that the density peak is more pronounced than in the case of normal distribution, where the density around the center resembles uniform distribution). This dataset is chosen so that the $\sigma(x)$ function designed in Equation 1 well corresponds to the geometry of the decision boundary. Moreover it is chosen so that the conic decision region will shrink rather fast with increasing $\sigma$. The motivation of this example is to show that if the $\sigma(x)$ function is well-designed, our IDRS can outperform the constant RS considerably.

The training was executed without data augmentation (because samples from different classes are very close to each other). Moreover, we have set maximal $\sigma(x)$ threshold for numerical purposes, because some samples were outliers and were way too far from other samples (and if the $\sigma(x)$ is way too big, the method encounteres numerical problems). In this case we set $\sigma(x) \leq 5\sigma_b$, but we are aware that also much bigger thresholds would have been possible. We present our comparisons in Figure 10 and Table 5.

From both the Figure 10 and Table 5 it is clear that the IDRS can outperform the constant $\sigma$ RS considerably, if we use really suitable $\sigma(x)$ function. We manage to improve significantly the certified radiuses without losing a single correct classification. On the other hand, in cases where $\sigma_b < \sigma$, we outperform constant $\sigma$ both in clean accuracy and in certified radiuses. This example is synthetic and designed in our favour. The main message is not how perfect our design of $\sigma(x)$ is, but the fact, that if $\sigma(x)$ is designed well, the IDRS can bring real advantages, even in moderate dimensions.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>$\sigma(\sigma_b)$</th>
<th>$r$</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.5</td>
<td>-</td>
<td>0.943</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>0.2</td>
<td>0.96</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.2</td>
<td>0.943</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>-</td>
<td>0.946</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>0.1</td>
<td>0.963</td>
</tr>
<tr>
<td>18</td>
<td>1.0</td>
<td>-</td>
<td>0.86</td>
</tr>
<tr>
<td>18</td>
<td>0.8</td>
<td>0.05</td>
<td>0.886</td>
</tr>
<tr>
<td>60</td>
<td>1.0</td>
<td>-</td>
<td>0.83</td>
</tr>
<tr>
<td>60</td>
<td>0.8</td>
<td>0.03</td>
<td>0.85</td>
</tr>
<tr>
<td>60</td>
<td>1.0</td>
<td>0.03</td>
<td>0.83</td>
</tr>
<tr>
<td>180</td>
<td>2.0</td>
<td>-</td>
<td>0.713</td>
</tr>
<tr>
<td>180</td>
<td>1.9</td>
<td>0.01</td>
<td>0.726</td>
</tr>
<tr>
<td>400</td>
<td>2.0</td>
<td>-</td>
<td>0.623</td>
</tr>
<tr>
<td>400</td>
<td>1.95</td>
<td>0.005</td>
<td>0.623</td>
</tr>
</tbody>
</table>

Table 5. Clean accuracies of different evaluations of our toy experiment.
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Figure 10. Certified accuracy plots of our multidimensional toy experiments.
B. More on Theory

B.1. Generalization of Results by Li et al. (2019)

In our main text, we mostly focus on the generalization of the methods from (Cohen et al., 2019). This is because these methods yield tight radiuses and because the application of Neyman-Pearson lemma is beautiful. However, the methodology from (Li et al., 2019) can also be generalized for the input-dependent RS. To be able to do it, we need some auxiliary statements about the Rényi divergence.

**Lemma B.1.** The Rényi divergence between two one-dimensional normal distributions is as follows:

\[ D_\alpha(N(\mu_1, \sigma_1^2)||N(\mu_0, \sigma_0^2)) = \frac{\alpha(\mu_1 - \mu_2)^2}{2\sigma_0^2} + \frac{1}{1 - \alpha} \log \left( \frac{\sigma_\alpha}{\sigma_1^{1-\alpha} \sigma_0^\alpha} \right), \]

provided, that \( \sigma_\alpha^2 := (1 - \alpha)\sigma_1^2 + \alpha \sigma_0^2 \geq 0. \)

**Proof.** See (Van Erven & Harremos, 2014).

Note, that this proposition induces some assumptions on how \( \sigma_0, \sigma_1, \alpha \) should be related. If \( \sigma_0 > \sigma_1 \), then the required inequality holds for any \( 1 \neq \alpha > 0 \). If \( \sigma_0 < \sigma_1 \), then \( \alpha \) is restricted and we need to keep that in mind.

**Lemma B.2.** Assume, we have some one-dimensional distributions \( P_1, P_1, \ldots, P_N \) and \( Q_1, Q_2, \ldots, Q_N \) defined on common space for pairs with the same index. Then, assuming product space with product \( \sigma \)-algebra, we have the following identity:

\[ D_\alpha(P_1 \times P_2 \times \cdots \times P_N || Q_1 \times Q_2 \times \cdots \times Q_N) = \sum_{i=1}^N D_\alpha(P_i || Q_i). \]

**Proof.** See (Van Erven & Harremos, 2014).

Using these two propositions, we are now able to derive a formula for Rényi divergence between two multivariate isotropic normal distributions:

**Lemma B.3.**

\[ D_\alpha(N(x_1, \sigma_1^2 I)||N(x_0, \sigma_0^2 I)) = \frac{\alpha \|x_0 - x_1\|^2}{2\sigma_1^2 + 2\alpha(\sigma_0^2 - \sigma_1^2)} + N \frac{\log (\sigma_0/\sigma_1)}{1-\alpha} - N \frac{\alpha}{1-\alpha} \log \left( \frac{\sigma_0}{\sigma_1} \right). \]

**Proof.** Important property that is needed here is, that isotropic gaussian distributions factorize to one-dimensional independent marginals. In other words:

\[ N(x_1, \sigma_1^2 I) = N(x_{11}, \sigma_1^2) \times N(x_{12}, \sigma_1^2) \times \cdots \times N(x_{1N}, \sigma_1^2), \]

and analogically for \( x_0 \). Therefore, using Lemma B.2 we see:

\[ D_\alpha(N(x_1, \sigma_1^2 I)||N(x_0, \sigma_0^2 I)) = \sum_{i=1}^N D_\alpha(N(x_{1i}, \sigma_1^2)||N(x_{0i}, \sigma_0^2)). \]

Now, it suffices to plug in the formula from Proposition B.1 to obtain the required result:

\[ D_\alpha(N(x_{1i}, \sigma_1^2)||N(x_{0i}, \sigma_0^2)) = \alpha(\mu_{x_{1i}} - \mu_{x_{2i}})^2 + \frac{1}{1 - \alpha} \log \left( \frac{\sigma_\alpha}{\sigma_1^{1-\alpha} \sigma_0^\alpha} \right) \]

\[ = \frac{\alpha(\mu_{x_{1i}} - \mu_{x_{2i}})^2}{2\sigma_1^2 + 2\alpha(\sigma_0^2 - \sigma_1^2)} + \frac{\log (\sigma_\alpha/\sigma_1)}{1-\alpha} - \frac{\alpha}{1-\alpha} \log \left( \frac{\sigma_0}{\sigma_1} \right). \]

Now it suffices to sum up over \( i \) and the result follows.
To obtain the certified radius, we also need a result from (Li et al., 2019), which gives a guarantee that two measures on the set of classes will share the modulus if the Rényi divergence between them is small enough.

**Lemma B.4.** Let $\mathbb{P} = (p_1, p_2, \ldots, p_K)$ and $\mathbb{Q} = (q_1, q_2, \ldots, q_K)$ two discrete measures on $\mathcal{C}$. Let $p_A, p_B$ correspond to two biggest probabilities in distribution $\mathbb{P}$. Let $M_1(a, b) = \frac{a + b}{2}$ and $M_{1-\alpha}(a, b) = \left(\frac{a^{1-\alpha} + b^{1-\alpha}}{2}\right)^{\frac{1}{1-\alpha}}$. If
\[
D_\alpha(\|\mathbb{P}\|, \mathbb{Q}) \leq -\log(1 - 2 M_1(p_A, p_B) + 2 M_{1-\alpha}(p_A, p_B)),
\]
then the distributions $\mathbb{P}$ and $\mathbb{Q}$ agree on the class with maximal assigned probability.

**Proof.** This lemma can be proved by directly computing the minimal required $D_\alpha$ to be able to disagree on the maximal class probabilities via a constrained optimization problem (with variables $p_i, q_i, i \in \{1, \ldots, K\}$), solving KKT conditions. For details, consult (Li et al., 2019).

Having explicit formula for the Rényi divergence, we can mimic the methodology of (Li et al., 2019) to obtain the certified radius:

**Theorem B.5.** Given $x_0, p_A, p_B, \sigma_0, N$, the certified radius squared for all $x_1$ such that fixed $\sigma_1$ is used is:
\[
R^2 = \sup_{\alpha \in S_{\sigma_0, \sigma_1}} \frac{2\sigma_1^2 + 2\alpha(\sigma_0^2 - \sigma_1^1)}{\alpha} \left( N \frac{\alpha}{1 - \alpha} \log \left( \frac{\sigma_0}{\sigma_1}\right) - N \frac{\log \left( \frac{\sigma_0}{\sigma_1}\right)}{1 - \alpha} \right.
\]
\[
\left. - \log(1 - 2 M_1(p_A, p_B) + 2 M_{1-\alpha}(p_A, p_B)) \right),
\]
where $S_{\sigma_0, \sigma_1} = \mathbb{R}_+$ if $\sigma_0 > \sigma_1$ and $S_{\sigma_0, \sigma_1} = \left(0, \frac{\sigma_1^2}{\sigma_1^2 - \sigma_0^2}\right)$ if $\sigma_0 < \sigma_1$.

**Proof.** Let us fix $x_1$ and assume, that $\alpha \in S_{\sigma_0, \sigma_1}$. Then, due to post-processing inequality for Renyi divergence, it follows that
\[
D_\alpha(f(x_1 + N(0, \sigma_1^2 I))||f(x_0 + N(0, \sigma_0^2 I))) \leq D_\alpha(x_1 + N(0, \sigma_1^2 I)||x_0 + N(0, \sigma_0^2 I))
\]
\[
= \frac{\alpha \|x_0 - x_1\|^2}{2\sigma_1^2 + 2\alpha(\sigma_0^2 - \sigma_1^1)} + N \frac{\log \left( \frac{\sigma_0}{\sigma_1}\right)}{1 - \alpha} - N \frac{\alpha}{1 - \alpha} \log \left( \frac{\sigma_0}{\sigma_1}\right) \leq
\]
\[
\frac{\alpha \|x_0 - x_1\|^2}{2\sigma_1^2 + 2\alpha(\sigma_0^2 - \sigma_1^1)} + N \frac{\log \left( \frac{\sigma_0}{\sigma_1}\right)}{1 - \alpha} - N \frac{\alpha}{1 - \alpha} \log \left( \frac{\sigma_0}{\sigma_1}\right)
\]
\[
- \log(1 - 2 M_1(p_A, p_B) + 2 M_{1-\alpha}(p_A, p_B)).
\]
This can be rewritten w.r.t. $\|x_0 - x_1\|^2$:
\[
\|x_0 - x_1\|^2 \geq \frac{2\sigma_1^2 + 2\alpha(\sigma_0^2 - \sigma_1^1)}{\alpha} \left( N \frac{\alpha}{1 - \alpha} \log \left( \frac{\sigma_0}{\sigma_1}\right) - N \frac{\log \left( \frac{\sigma_0}{\sigma_1}\right)}{1 - \alpha} \right.
\]
\[
\left. - \log(1 - 2 M_1(p_A, p_B) + 2 M_{1-\alpha}(p_A, p_B)) \right).
\]
The resulting certified radius squared is now simply obtained by taking maximum over $\|x_0 - x_1\|^2$ s.t. $\exists \alpha \in S_{\sigma_0, \sigma_1}$ such that the preceding inequality holds.

□
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Note, that this theorem is formulated assuming, that except in \(x_0\), we use \(\sigma_1\) everywhere. It would require some further work to generalize this for general \(\sigma(x)\) functions, but to demonstrate the next point, it is not even necessary. Looking at the expression, we can observe that

\[
N \frac{\alpha}{1 - \alpha} \log \left( \frac{\sigma_0}{\sigma_1} \right) - N \frac{\log \left( \frac{\sigma_0}{\sigma_1} \right)}{1 - \alpha}
\]

depends highly on \(N\) and even for a ratio of \(\frac{\sigma_0}{\sigma_1}\) close to 1, we already obtain very strong negative values for high dimensions. The expression \(\log(1 - 2M_1(p_A,p_B) + 2M_1(1 - \alpha)(p_A,p_B))\) is far less sensitive w.r.t \(p_A\) and for large dimensions of \(N\) it is easily “beaten” by the first expression. Therefore, the higher the dimension \(N\) is, the bigger \(p_A\) or the closer to 1 the \(\frac{\sigma_0}{\sigma_1}\) has to be in order to obtain even valid certified radius (not to speak about big). This points out that also the method of (Li et al., 2019) suffers from the curse of dimensionality, as we know it must have done. This method is not useful for big \(N\), because the conditions on \(p_A, \sigma_0, \sigma_1\) are so extreme, that barely any inputs would yield a positive certified radius. This fact is depicted in the Figure 11.

![Certified radius as a function of dimension.](image)

**Figure 11.** The certified radius as a function of dimension. Parameters are \(p_A = 0.99, \sigma_0 = 1, \sigma_1 = 0.8\)

The key reason why this happens if done via Rényi divergences is that while the divergence 
\(D_\alpha(N(x_1,\sigma_1^2 I)||N(x_0,\sigma_0^2 I))\) grows independently of dimension as \(\|x_0 - x_1\|\) grows, it drastically increases for big \(N\) even if \(x_1 = x_0\)! This reflects the effect, that if \(\sigma_0 \neq \sigma_1\), then the more dimensions we have, the more dissimilar are \(N(x_1,\sigma_1^2 I)\) and \(N(x_0,\sigma_0^2 I)\). We can think of it as a consequence of standard fact from statistics that the more data we have, the more confident statistics against the null hypothesis \(\sigma_0 = \sigma_1\) will we get if the null hypothesis is false. Since isotropic normal distributions can be actually treated as a sample of one-dimensional normal distributions, this is in accordance with our multivariate distributions setting.

**B.2. The Explanation of the Curse of Dimensionality**

In the Section 2 we show that input-dependent RS suffers from the curse of dimensionality. Now we will elaborate a bit more on this phenomenon and try to explain why it occurs. First, it is obvious from the Subsection B.1, that also the generalized method of (Li et al., 2019) suffers from the curse of dimensionality, because the Rényi divergence between two isotropic Gaussians with different variances grows considerably with respect to dimension. This suggests that the input-dependent RS might suffer from the curse of dimensionality in general. To motivate this idea even further, we present this easy observation:

**Theorem B.6.** Denote \(R_C\) to be a certified radius given for \(p_A\) and \(\sigma_0\) at \(x_0\) assuming the constant \(\sigma_0\) and following the certification of (Cohen et al., 2019) \(^1\). Assume, that we do the certification for each \(x_1\) by assuming the worst case-classifier

\(^1\)The “C” in the subscript of certified radius might come both from “constant” and “Cohen et. al.”
as in Theorem 2.2. Then, for any \( x_0 \), any function \( \sigma(x) \) and any \( p_A \), the following inequality holds:

\[
R \leq R_C
\]

Proof. Fix \( x_1 \) and \( \sigma_1 \). From Theorem 2.2 we know that the worst-case classifier \( f^* \) defines a ball \( B \) such that \( \mathbb{P}_0(B) = 1 - p_A \). From this it obviously follows, that the linear classifier \( f_1 \) and the linear space \( B_1 \) that assume constant \( \sigma_0 \) also for \( x_1 \) and is the worst-case for \( \sigma_0 \) such that \( \mathbb{P}_0(B_1) = 1 - p_A \) is not worst-case for the case of using \( \sigma_1 \) instead. Therefore, \( \mathbb{P}_1(B_1) \leq \mathbb{P}_1(B) \).

Moreover, let \( \mathbb{P}_1^C \) be a probability measure corresponding to \( N(x_1, \sigma_0 I) \), i.e. the probability measure assuming constant \( \sigma_0 \). It is easy to see that \( \mathbb{P}^C_1(B_1) > 0.5 \iff \mathbb{P}_1(B_1) > 0.5 \) because the probability of a linear half-space under isotropic normal distribution is bigger than half if and only if the mean is contained in the half-space.

Assume, for contradiction that \( R > R_C \). From that, it exists a particular \( x_1 \) such that \( \mathbb{P}_1^C(B_1) > 0.5 > \mathbb{P}_1(B) \), because otherwise there would be no such point, which would cause \( R > R_C \). However, \( \mathbb{P}_1^C(B_1) > 0.5 \implies \mathbb{P}_1(B_1) > 0.5 \), thus \( \mathbb{P}_1(B_1) > \mathbb{P}_1(B) \) and that is contradiction.

This theorem shows, that we can never achieve a better certified radius at \( x_0 \) using \( \sigma_0 \) and having probability \( p_A \) that than, which we would get by (Cohen et al., 2019)’s certification. Of course, this does not mean, that using non-constant \( \sigma \) is useless, since \( \sigma_0 \) can vary. The question is, how much do we lose using non-constant \( \sigma \). To get a better intuition, we plot the functions \( \xi_> \) and \( \xi_< \) under different setups in Figure 12, together with \( \mathbb{P}_1(B_1) \) from the proof of Theorem B.6. From the top row we can deduce that dimension \( N \) has a very significant impact on the probabilities and therefore also on the certified radius. We particularly point out the fact, that even \( \xi_>(0), \xi_<(0) \) can have significant margin w.r.t. to the probability coming out of linear classifier.\(^2\) Already for \( N = 90 \), we are not able to certify \( p_A = 0.99 \) for rather conservative value of \( \frac{\sigma_0}{\sigma_1} \). From middle row we see, that decreasing \( \frac{\sigma_0}{\sigma_1} \) can mitigate this effect strongly. For instance, for \( \sigma_0 = 1, \sigma_1 = 0.95 \), the difference between \( \mathbb{P}_1(B) \) and \( \mathbb{P}_1(B_1) \) is almost negotiated. Bottom row compares \( \xi_>(a), \xi_<(a) \) and the respective linear classifier probabilities. We can see, that the case \( \sigma_0 < \sigma_1 \) might cause stronger restrictions on our certification (yet we deduce it just form the picture).

What is the reason for \( \xi_>(a), \xi_<(a) \) being so big even at \( 0 \)? The problem is following: Assume \( \sigma_0 > \sigma_1 \). If \( x_0 = x_1 \), the worst-case classifier coming from Lemma 2.2 will be a ball \( B \) centered right at \( x_0 \), such that \( \mathbb{P}_0(B) = 1 - p_A \). If we look at \( \mathbb{P}_1(B) \), we see, that we have the same ball centered directly at the mean, but the variance of the distribution is smaller. Using spherical symmetry of the isotropic gaussian distribution, this is equivalent to evaluating the probability of a bigger ball. If we fix \( \frac{\sigma_0}{\sigma_1} \) and look at the ratio of probabilities \( \frac{\mathbb{P}_1(B)}{\mathbb{P}_1(B)} \) with increasing \( N \), the curse of dimensionality comes into the game. For \( N = 2 \), the ratio is not too big. However, if \( N = 3072 \), like in CIFAR10, this ratio is far bigger. This can be intuitively seen from a property of chi-square distribution (which is present in the case \( x_0 = x_1 \), that while expectation is \( N \), the standard deviation is “just” \( \sqrt{2N} \), i.e. \( \sqrt{\frac{\text{Var}(X_N)}{E(X_N)}} \to 0 \) as \( N \to \infty \).

### B.3. Why Does the Input-dependent Smoothing Work Better for Small \( \sigma \) Values?

As can be observed in Section 4 and Appendix E, the bigger the \( \sigma_b = \sigma \) we use, the harder it is to keep up to standards of constant smoothing. An interesting question is, why is the usage of small \( \sigma_b = \sigma \) helpful for the input-dependent smoothing?

Assume fixed \( \sigma \), say \( \sigma_b = \sigma = 0.12 \). The theoretical bound on the certified radius given 100000 Monte-Carlo samplings and 0.001 confidence level using constant smoothing is about 0.48. Having\( \sigma(x) \sim 0.12 \), we cannot expect much bigger certified radius. Therefore, if we follow Theorem 3.2, the values of \( \exp(-rR) \) and \( \exp(rR) \) in the critical distance \( \sim 0.5 \) will be much closer to 1, than the values of \( \exp(-rR) \) and \( \exp(rR) \) if we used \( \sigma_b = \sigma = 0.50 \) instead, where the critical values of \( R \) could be much bigger than 0.5. Therefore, the “gain” in \( \mathbb{P}_1(B) \) imposed by the curse of dimensionality, compared to \( \mathbb{P}_1(B) \) assuming constant \( \sigma \) will not be that severe yet. This means, that the loss in certified radius caused by the curse of dimensionality will be much less pronounced on the “active” range of certified radiiuses (those for which the constant smoothing still works), compared to using big \( \sigma_b = \sigma \). To support this idea, we demonstrate it on Figure 13, where we depict the certified radius as a function of distance from decision boundary, assuming \( f \) to be a linear classifier, using \( \sigma_b = \sigma = 0.12 \) and \( \sigma_0 = \sigma = 0.50 \) for comparison.

\(^2\) Notice the similarity with Rényi divergence, which also has positive value even for \( x_0 = x_1 \) if \( \sigma_0 \neq \sigma_1 \) and then grows rather reasonably with distance.
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Figure 12. Plots of $\xi_>(a), \xi_< (a)$ for different setups. Coding for parameters is: $[\sigma_0, \sigma_1, N, p_B]$ 

**Top:** $\xi_>(a)$ left, $\xi_< (a)$ right, varying values of $N$. 

**Center:** On the left, $\xi_>(a)$ for varying $\sigma_1$, on the right $\xi_>(a)$ for varying $p_B$. 

**Bottom:** $\xi_>(a)$ and $\xi_< (a)$ compared.

B.4. How Does the Curse of Dimensionality Affect the Total Possible Variability of $\sigma(x)$?

Fix certain type of task, say RGB image classification with images of similar object, but consider many possible resolutions (dimensions $N$). Given two random images from the test set $(x_0, x_1)$, what is the biggest reasonable value of $|\sigma(x_0)/\sigma(x_1) - 1|$? Theoretically, the expression is bounded by $|\exp(\pm r\|x_0 - x_1\|) - 1|$, given that $r$ is the semi-elasticity constant of $\sigma(x)$. However, the average distance between two samples from a test set of constant size, but increasing dimension scales as $\sqrt{N}$. Therefore, with constant $r$, this upper-bound increases.

The increasing distance between samples is, therefore, a countereffect to the curse of dimensionality. In simple words, we have “more distance to change $\sigma(x_0)$ to $\sigma(x_1)$”. Even if the $r$ decreased just as $1/\sqrt{N}$, the increasing distances would cancel the effect of the curse of dimensionality and as a result, the maximal reasonable value of $|\sigma(x_0)/\sigma(x_1) - 1|$ would remain roughly constant w.r.t. $N$. However, we need to take into account another effect. As the dimension increases, also the average distance of samples from the decision boundary increases. This is because the distances in general grow with dimension and if we assume that the number of intersections of a line segment between $x_0$ and $x_1$ with the decision
boundary of the network remains roughly constant then the average distance from the decision boundary grows as \( \sqrt{N} \) too. In order to compensate for this, we need to adjust the basic level of \( \sigma(x) \) (which we later call \( \sigma_b \) and can be understood as the general offset of our \( \sigma(x) \)) as \( \sqrt{N} \) too. This is because the maximal attainable certified radius given fixed confidence level \( \alpha \) and the number of Monte-Carlo samples is a constant multiple of \( \sigma(x) \).

However, with increased \( \sigma \), we need to decrease the semi-elasticity rate \( r \) in order to obtain full certifications (see also Appendix B.3 for intuition behind this).

As a sketch of proof, we provide a simple computation, which tells us the approximate asymptotic behavior of \( |\sigma(x_0)/\sigma(x_1) - 1| \). By Theorem 2.5 it holds:

\[
\exp(-rc\sqrt{N}) \geq \sqrt{1 - 2\sqrt{-\log(p_B)/N}},
\]

if we want to be able to predict a certified radius of \( c\sqrt{N} \) (though this is just a necessary condition. For sufficiency, the LHS must be much closer to 1). After simple manipulation, we obtain:

\[
r \leq -\frac{1}{2c\sqrt{N}} \log \left( 1 - 2\sqrt{-\log(p_B)/N} \right) \sim -\frac{1}{2c\sqrt{N}} (-1)2\sqrt{-\log(p_B)/N} = \sqrt{-\log(p_B)/cN}.
\]

So the rate scales as \( 1/N \). Now we have:

\[
|\sigma(x_0)/\sigma(x_1) - 1| \leq \exp(\pm r\|x_0 - x_1\|) - 1 \leq \exp(r\|x_0 - x_1\|) - 1 \leq \exp(\sqrt{-C\log(p_B)/c\sqrt{N}}).
\]

B.5. Does the Curse of Dimensionality Apply in Multi-class Regime?

In the main text, we presented a setup, where \( p_B \) is set to be \( 1 - p_A \). This is equivalent to pretending that we have just 2 classes. By not estimating the proper value of \( p_B \) we lose some amount of power and the resulting certified radius is smaller than it could have been, did we have the \( p_B \) as well. This is most pronounced for datasets with many classes. The natural question, therefore, is, whether we could avoid the curse of dimensionality by properly estimating the \( p_B \) together with \( p_A \).

The answer is no. The problem is that the theory in Section 2 already implicitly works with the estimate of \( p_B \) in a form of \( 1 - p_A \). The theory would work also with any other estimate of \( p_B \). Assuming constant \( p_B \), instead of constant \( p_A \), as we did in Section 2, will, therefore, yield the same conclusions. Moreover, there is neither theoretical, nor practical reason, why should \( p_B \) decrease with increasing dimension.
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This insight even applies to the question of the usage of input-dependent RS in practice. The assumption \( p_B = 1 - p_A \) is no more important in Section 3 than in Section 2. Therefore, we can apply our method also for the \( p_B \) obtained directly by Monte-Carlo sampling for the class \( B \) (or by any other estimation method).

C. Competitive Work

As we mention in Section 1, the idea to use input-dependent RS is not new. It has popped out in years 2020 and 2021 in at least four works from three completely distinct groups of authors, even though none of these works has been successfully published yet. We find it necessary to comment on all of these works because of two orthogonal reasons. First, it is a good practice to compare our work with the competitive work to see what are pros and cons of these similar approaches and to what extend the approaches differ. Second, we are convinced, that three of these four works claim results, which are not mathematically valid. We find this to be a particularly critical problem in a domain such as certifiable robustness, which is by definition based on rigorous, mathematical certifications.

C.1. The Work of Wang et al. (2021)

In this work, authors have two main contributions – first, they propose a two-phase training, where in the second phase, for each sample \( x_i \), roughly the optimal \( \sigma_i \) is being found and then this sample \( x_i \) is being augmented with this \( \sigma_i \) as an augmentation standard deviation. Authors call this method pretrain to finetune. Second, they provide a specific version of input-dependent RS. Essentially, they try to overcome the mathematical problems connected to the usage of non-constant \( \sigma(x) \) by splitting the input space in so called robust regions \( R_i \), where the constant \( \sigma_i \) is guaranteed to be used. All the certified balls are guaranteed to lie within just one of these robust regions, making sure that within one certified region, constant level of \( \sigma \) is used. Authors test this method on CIFAR10 and MNIST and show, that the method can outperform existing state-of-the-art approaches, mainly on the more complex CIFAR10 dataset.

However, we make several points, which make the results of this work, as well as the proposed method less impressive:

- The computational complexity of both their train-time and test-time algorithms seems to be quite high.
- The final smoothed classifier depends on the order of the incoming samples. As a consequence, it is not clear, whether the method works well for any permutation of the would-be tested samples. This creates another adversarial attack possibility - to attack the final smoothed classifier by manipulating the test set so that the order of samples is inappropriate for the good functionality of the final smoothed classifier.
- Even more, the fact, that the smoothed classifier depends on the order of the would-be tested samples makes it necessary, that the same smoothed classifier is used all the time for some test session in a real-world applications. For instance, a camera recognizing faces to approve an entry to a high-security building would need to keep the same model for its whole functional life, because restarting the model would enable attackers to create attacks on the predictions from the previous session. This might lead to significant restrictions on the practical usability of this method.

C.2. The Works of Alfarra et al. (2020) and Eiras et al. (2021)

In these works, similarly as in the work of (Chen et al., 2021), authors suggest to optimize in each test point \( x \) for such a \( \sigma(x) \), that maximizes the certified radius given by (Zhai et al., 2020), which is an extension of (Cohen et al., 2019)'s certified radius for soft smoothing. The optimization for \( \sigma(x) \) differs but is similar in some respect (as will be discussed).

Besides, all three works further propose input-dependent training procedure, for which \( \sigma(x) \) - the standard deviation of gaussian data augmentation is also optimized. Altogether, both authors claim strong improvements over all the previous impactful works like (Cohen et al., 2019; Zhai et al., 2020; Salman et al., 2019). The only significant difference between the works of (Alfarra et al., 2020) and (Eiras et al., 2021) (which have strong author intersections) is that in (Eiras et al., 2021), authors build upon (Alfarra et al., 2020)’s work and move from the isotropic smoothing to the smoothing with some specific anisotropic distributions.

As mentioned, authors first deviate from the setup of (Cohen et al., 2019) and turn to the setup introduced by (Zhai et al., 2020), i.e. they use soft smoothed classifier \( G \) defined as

\[
G_{F}(x)_{C} = \mathbb{E}_{\delta \sim \mathcal{N}(0, \sigma^2)I} F(x + \delta)_{C}.
\]
The key property of soft smoothed classifiers is that the (Cohen et al., 2019)’s result on certified radius holds for them too. Let $G$ be the soft smoothed probability predictor. Let $x$ be s.t. $G(x)_A \geq E_A \geq E_B \geq G(x)_B$.

Then, the smoothed classifier $g$ (Alfarra et al., 2020) use the following easy observation:

$$R = \frac{\sigma}{2}(\Phi^{-1}(E_A) - \Phi^{-1}(E_B)) = \sigma \cdot \frac{\Phi^{-1}(E_A) + \Phi^{-1}(1 - E_B)}{2},$$

where $\Phi^{-1}$ denotes the quantile function of standard normal distribution.

**Proof.** Is provided in (Zhai et al., 2020). \hfill \Box

Note, that it is, similarly as in the hard randomized smoothing version of this theorem, essential to provide lower and upper confidence bounds for $G(x)_A$ and $G(x)_B$, otherwise we cannot use this theorem with the required probability that the certified radius is valid. Denote $G(x, \sigma)$ to be the soft smoothed classifier using $\sigma$ in $x$. Authors propose to use the following theoretical $\sigma(x)$ function:

$$\sigma(x) = \arg \max_{\sigma > 0} \frac{\sigma}{2}(\Phi^{-1}(G(x, \sigma(x))_A) - \Phi^{-1}(G(x, \sigma(x))_B)).$$

(Alfarra et al., 2020) use the following easy observation: $\mathcal{N}(0, \sigma^2 I) \equiv \sigma \mathcal{N}(0, I)$. Assume we have $\delta_i, i \in \{1, \ldots, M\}$ be i.i.d. sample from $\mathcal{N}(0, I)$. Obviously, $G(x, \sigma(x))_A \sim \frac{1}{M} \sum_{i=1}^{M} F(x + \sigma \delta_i)_A$, since this is just the empirical mean of the theoretical expectation. Then, Expression 2 can be approximated as:

$$\sigma(x) = \arg \max_{\sigma > 0} \frac{\sigma}{2} \left( \Phi^{-1} \left( \frac{1}{M} \sum_{i=1}^{M} F(x + \sigma \delta_i)_A \right) - \Phi^{-1} \left( \frac{1}{M} \sum_{i=1}^{M} F(x + \sigma \delta_i)_B \right) \right).$$

Here, $M$ is the number of Monte-Carlo samplings used to approximate this function. Note, that this function is a random realization of stochastic process in $\sigma$ which is driven by the stochasticity in the sample $\delta_i, i \in \{1, \ldots, M\}$. To find the maximum of this function, authors further propose to use simple gradient ascent, which is possible due to the simple differentiable form of Expression 3. This differentiability is one of the main motivations to switch from hard to soft randomized smoothing. Now, we are able to state the exact optimization algorithm of (Alfarra et al., 2020):

Note, that being done in this way, this algorithm can be viewed as a stochastic gradient ascent. After obtaining $\sigma^* \equiv \sigma(x)$, authors further run the Monte-Carlo sampling to estimate the certified radius exactly as in (Cohen et al., 2019), but with $\sigma(x)$ instead of some global $\sigma$. Using this algorithm, authors achieve significant improvement over the (Cohen et al., 2019)’s results, particularly getting rid of the first problem mentioned in Appendix A, the truncation issue. For the results, we refer to (Alfarra et al., 2020). We will now give several comments on this algorithm and this method.

To begin with, in this optimization, authors do not adjust the estimated expectations and therefore don’t use lower confidence bounds, but rather raw estimates. This is not incorrect, since these estimates are not used directly for the estimation of certified radius, but it is inconsistent with the resulting estimation. In other words, authors optimize for a slightly different function than they then use. The difference is, however, not very big apart from extreme values of $E_A$, where the difference might be really significant.

To overcome slightly this inconsistence, authors further (without comment) use clamping of the $\hat{E}_A(\sigma_k)$ and $\hat{E}_B(\sigma_k)$ on the interval $[0.02, 0.98]$. I.e. if $\hat{E}_A(\sigma_k) > 0.98$, it will be set to 0.98 and this is also taken into account in the computation of gradients. This way, authors get rid of the inconvenient issue, that if $G(x)_A \sim 1$, then $\hat{E}_A(\sigma_k) \sim 1$ for $\sigma_k \sim 0$, what might
Another issue is that the function in Expression 2 might be non-convex and might possess many different local minima.

This can be seen, for instance, easily for the function in Expression 2 does in most cases (assuming infinite region of influence and no bounded assumptions) becomes to have dominating area as the radius around some \( x_0 \) goes to infinity. This is because, if some region becomes to be dominating (for instance if all other regions are bounded), then \( \frac{\phi}{\sigma} \) strictly increasing in \( \sigma \).

We assume that the number of points classified as class 1, yielding misclassification which is, moreover, assigned very high certified radius.

\[ E(\sigma(x))_A \leq 0.98. \]

This assumption is not commented in the article and might result in intransparent behaviour.

Second of all, authors use \( M = 1 \) for their experiments. This can be interpreted as using batch size 1 in classical SGD. We suppose that this small batch size is suboptimal since it yields an insanely high variance of the gradient.

Third of all, during the search for \( \sigma(x) \), it is not taken into account, whether the prediction is correct or not. This is, of course, a scientifically correct approach, since we cannot look at the label of the test sample before the very final evaluation. However, it is also problematic, since the function in Expression 2 might attain its optimum in such a \( \sigma(x) \), which leads to misclassification. This could have been avoided if constant \( \sigma \) was used instead.

To further illustrate this issue, assume \( F(x) = 1(B_1(0)) \), i.e. \( F(x) \) predicts class 1 if and only if \( \|x\| \leq 1 \), otherwise predicts class 0. Assume we are certifying \( x \equiv 0 \) and assume that \( \sigma_0 \) in Algorithm 1 is initialized such that class 0 is already dominating. Then, we will have positive gradient \( \nabla_{\sigma_k} R(\sigma_k) \) in all steps, because \( F(\sigma \delta_i) \) is obviously non-increasing, so the number of points classified as class 1 for fixed sample \( \delta_i, i \in 1, \ldots, M \) is decreasing, yielding \( \hat{E}_A(\sigma_k) \) non-decreasing in \( \sigma_k \), while \( \frac{\phi}{\sigma} \) strictly increasing in \( \sigma_k \). This way, the \( \hat{\sigma}_k \) will diverge to \( \infty \) for \( k \to \infty \). However, point \( x \equiv 0 \) is classified as class 1, yielding misclassification which is, moreover, assigned very high certified radius.

This issue is actually even more general - the function in Expression 2 does in most cases (assuming infinite region \( \mathbb{R}^N \)) not possess global maximum, because usually

\[ \lim_{\sigma \to \infty} \sigma \left( \Phi^{-1}(G(x, \sigma(x))_A) - \Phi^{-1}(G(x, \sigma(x))_B) \right) = \infty. \]

This can be seen, for instance, easily for the function in Expression 2 might be non-convex and might possess many different local minima, from which not all (or rather just a few) are actually reasonable. Therefore, the Algorithm 1 is very sensitive to initialization.
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Algorithm 1 Data dependent certification (Alfarra et al., 2020)

```
function OPTIMIZE_SIGMA(F, x, β, σ0, M, K):
    for k = 0, ..., K do
        sample δ1, ..., δM ~ N(0, I)
        \( \phi(\sigma_k) = \frac{1}{M} \sum_{i=1}^{M} F(x + \sigma \delta_i) \)
        \( \hat{E}_A(\sigma_k) = \max_{C \neq A} \phi(\sigma_k) \)
        \( \hat{E}_B(\sigma_k) = \max_{C \neq A} \phi(\sigma_k) \)
        \( R(\sigma_k) = \frac{\sigma}{\sigma} (\Phi^{-1}(\hat{E}_A(\sigma_k)) - \Phi^{-1}(\hat{E}_B(\sigma_k))) \)
        \( \sigma_{k+1} \leftarrow \sigma_k + \beta \nabla_{\sigma_k} R(\sigma_k) \)
    \( \hat{\sigma} = \sigma_K \)
    return \( \hat{\sigma} \)
```
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Figure 14. The theoretical certified radius as in Expression 2. The function is monotonically increasing on interval $[0, 100]$ and will further be increasing too.

We can see, that the resulting $\sigma(x)$ yielded in Algorithm 1 is very instable and stochastic - it depends heavily on $F$, $\sigma_0$, $K$, $\beta$, $M$ and of course $\delta_i$, $i \in \{1, \ldots, M\}$ for each iteration of the for cycle. Now, for instance for CIFAR10 and $p_A = 0.99$, we have the minimal possible ratio $\frac{\sigma_0}{\sigma_1}$ equal to more than 0.96. It is hard to believe, that such instable, highly stochastic and non-regularized (except for $K$, $\beta$) method will yield $\sigma(x)$ sufficiently slowly varying such that within the certified radius around $x_0$, there will be no $x_1$ for which $\sigma_1$ deviates more than by this strict threshold from $\sigma_0$. This is even more pronounced on ImageNet, where the minimal possible ratio $\frac{\sigma_1}{\sigma_0}$ is above 0.99 for any $p_A$ or $E_A$.

Even without the help of curse of dimensionality, we can construct a counterexample for which the algorithm will not yield valid certified radius. Assume again $F(x) = 1(B_1(0))$ and assume modest dimension $N = 2$. Assume we try to certify point $x_0 \equiv [50, 0]$. Then, the theoretical $\sigma$-dependent function from Equation 2 is depicted on Figure 14.

We can see, that the resulting $\sigma(x_0)$ will be as big as our regularizers $K$ and $\beta$ in Algorithm 1 will allow. Therefore, if we run the algorithm for $K$ high-enough, surely the resulting certified radius will be far bigger than 50. However, if we certify the point $x_0 \equiv [0, 0]$ and we start with $\sigma_0 = 0.25$, for instance, then the $\sigma$-dependent certified radius in Expression 2 will be decreasing in this $\sigma_0$, yielding $\sigma(x_0) < 0.25$, which will result in classification of class 1. This point $[0, 0]$ lies within the “certified” range of $[50, 0]$, yet it is not classified the same, because, obviously, $[50, 0]$ is classified as class 0. This is therefore a counterexample to the validity of (Alfarra et al., 2020)’s certification method and their results.

Note that even though our counterexample is a bit “extreme” and one could argue that in practice such a situation would not occur, we must emphasize, that this counterexample is constructed even without the help of the curse of dimensionality. In practice, it fully suffices, that for $x_0$ and some certified radius $R$ in $x_0$, there exists $x_1$ within the range of this certified radius as in Expression 2. The function is monotonically increasing on interval $[0, 100]$ and will further be increasing too.
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radius, s.t. $\sigma_1$ is quite dissimilar to $\sigma_0$. If such situation occurs, then $R$ surely is not a valid certified radius.

Remark C.2. In the latest version of their work, the authors themselves point out the issue outlined here. To overcome this issue, the authors further propose the following fix. Let test set be $\{x_i\}_{i=1}^d$. The samples are being processed consecutively from 1 to $d$. After obtaining a radius $R_i$ for a sample $x_i$, they “reserve” the ball around $x_i$ with radius $R_i$ so that every point falling in this ball from now on will be classified the same class as $x_i$. They also adjust a newly-computed certified radius $R_j$ of a sample $x_j$ so that the ball around $x_j$ doesn’t intersect with any previously reserved ball $x_i$, $i < j$. If the sample falls into the already reserved region, the prediction on this sample is being forced to be the prediction of the sample in the region, and the certified radius is set such that the ball around the new sample is a subset of a ball reserved by the old sample.

Let us note that this fix by far does not solve the issues. Technically, it partially gets rid of the mathematical invalidity of certified radiuses, since now we at least have a guarantee that within the session for which we store all the previous test samples, there will be no direct violations of the certificates. However, this fix brings many other subtle and serious problems.

- Similarly as in Wang et al. (2021) it does depend on the order of incoming samples, creating possibilities for new adversarial attacks. To compare fairly, one would need to compare this method taking the worst possible certified accuracy result from all orderings of the test set.

- This method requires storing all the previously checked test samples, which might be a really big burden in some inference-heavy applications such as autonomous driving, but also many others.

- The classical randomized smoothing or also our framework provide guarantees which are session-agnostic. In other words, given a fixed model $f$ and a fixed variance function $\sigma(x)$ (possibly constant), the certified radius for a sample $x_0$ holds anywhere in the world at any time, on any device. Yet the model of Alfarra et al. (2020) requires synchronization of all the testing devices and if this synchronization is not provided then the guarantees hold just locally. Imagine our cell phones use some fixed classifier. If the phones were not synchronized, then within the certified radius around $x_0$ provided by one phone, there might be an adversarial example in some other phone.

- Probably the biggest issue is that the method uses a formula for the computation of certified radiuses which completely loses its meaning when the guarantees are actually based just on the fix. The Cohen et al. (2019)’s formula for certified radius is completely tailored for constant smoothing and used in this way it is just a random formula. A very simple and naive method would outperform everything existent. It just suffices to classify with $f$ or $g$ created with very small, constant $\sigma$ and then give constant certified radius to all the samples, computed such that given the size of the test set (which is known for instance in scientific comparisons) and the average distances between closest samples, we would choose radius which is just small enough to statistically not create intersections of certified regions. For instance for CIFAR10 and 10000 test samples, certified radiuses of 4 or 5 would be completely safe and wouldn’t create possibly any intersections. However, it is clear that such a method doesn’t make sense.

Why this method is so appealing at the first sight? The problem is that in practical comparisons on CIFAR or MNIST, there are no clashes of certified regions. That would not be the case if the test sets would be bigger. The average distance from the closest neighbor goes as $\frac{1}{\sqrt{d}}$ where $d$ is the number of samples.

One could argue that there might be something as “blessing of dimensionality”. The distances between samples grow with dimension and so the chance of clashes is smaller and smaller and thus extremely big amounts of test data would be needed to create some problems. However, this is not correct reasoning since with growing dimension, also the required $\sigma$ grows to provide appropriately big certified radiuses. From this point of view, the amount of test samples necessary to create troubles is roughly constant with respect to dimension and depends just on the topology of the data distribution.

C.3. The Work of Chen et al. (2021)

The methodology of (Chen et al., 2021) is rather similar to that of (Alfarra et al., 2020). The biggest difference consists in the optimization of Expression 2.

Instead of stochastic gradient descent, they use more sophisticated version of grid search - so called multiple-start fast gradient sign search. Simply speaking, this method first generates a set of pairs $(\sigma_0, s), i \in \{1, \ldots, K\}$ and then for each of the $i$ runs, it runs a $j$-while cycle, where in each step $j$, it increases $\sigma_{j+1} = \sigma_0^2 + j \sigma_0 + (j + 1)s$ and
Algorithm 2 Instance-wise multiple-start FGSS (Chen et al., 2021)

function \text{OPTIMIZESIGMA}(F, x, \sigma_0, M, K, T):
\begin{align*}
&\text{generate } (l_k, s_k), k \in \{1, \ldots, K\} \\
&\text{for } k = 1, \ldots, K \text{ do} \\
&\quad \text{sample } \delta_1, \ldots, \delta_M \sim \mathcal{N}(0, l_k \sigma_0^2 I) \\
&\quad \phi(\sqrt{l_k} \sigma_0) = \frac{1}{M} \sum_{i=1}^{M} F(x + \delta_i) \\
&\quad \tilde{E}_A(\sqrt{l_k} \sigma_0) = \max_{C} \phi(\sqrt{l_k} \sigma_0)_C \\
&\quad R(\sqrt{l_k} \sigma_0) = \sqrt{l_k} \sigma_0 \Phi^{-1}(\tilde{E}_A(\sqrt{l_k} \sigma_0)) \\
&\quad m_k = R(\sqrt{l_k} \sigma_0)
\end{align*}

while \( l_k \in [1, T] \) do
\begin{align*}
&\text{sample } \delta_1, \ldots, \delta_M \sim \mathcal{N}(0, (l_k + s_k) \sigma_0^2 I) \\
&\quad \phi(\sqrt{l_k + s_k} \sigma_0) = \frac{1}{M} \sum_{i=1}^{M} F(x + \delta_i) \\
&\quad \tilde{E}_A(\sqrt{l_k + s_k} \sigma_0) = \max_{C} \phi(\sqrt{l_k + s_k} \sigma_0)_C \\
&\quad R(\sqrt{l_k + s_k} \sigma_0) = \sqrt{l_k + s_k} \sigma_0 \Phi^{-1}(\tilde{E}_A(\sqrt{l_k + s_k} \sigma_0)) \\
&\text{if } R(\sqrt{l_k + s_k} \sigma_0) \geq R(\sqrt{l_k} \sigma_0) \text{ then} \\
&\quad l_k \leftarrow l_k + s_k \\
&\quad m_k = R(\sqrt{l_k + s_k} \sigma_0)
\end{align*}

else
\begin{align*}
&\quad \text{break}
\end{align*}
\begin{align*}
&\quad \sigma(x) = \max_{k \in \{1, \ldots, K\}} m_k \\
&\text{return } \sigma(x)
\end{align*}

checks, whether the \( \sigma \)-dependent empirical certified radius in Expression 3 increases or not. If yes, they continue until \( j \) is above some threshold \( T \), if not, they break and report \( \sigma_i \) as the \( \sigma_j \) from the inner step where while cycle was broken. After obtaining \( \sigma_i \) for \( i \in \{1, \ldots, K\} \), they choose \( \sigma(x) \) to be the one, that maximizes Expression 3. More concretely, their multiple-start fast gradient sign search algorithm looks as follows:

It is not entirely clear from the text of (Chen et al., 2021), how exactly are \( l_k, s_k \) sampled, but it is written there, that the interval for \( l \) is \([1, 16]\) and for \( s \) it is \((-1, 1)\). Moreover, the authors don’t provide the code and from the text, it seems, that they don’t use lower confidence bounds during the evaluation of certified radiuses, what we consider to be a serious mistake (if really the case). However, we add some comments to this method regardless of the lower confidence bounds.

Generally, this method possesses most of the disadvantages mentioned in Section C.2. They use the same function for optimization, the Expression 2 and its empirical version 3. This means, that the method suffers from having several local optima, having no global optimum in general (and in most cases with limit infinity). Similarly like before, here is also no control over the correctness of the prediction, i.e. many or all local optima might lead to misclassification.

On the other hand, in this paper authors use \( M = 500 \) (the effective batch size), which is definitely more reasonable than \( M = 1 \) as in (Alfarra et al., 2020). Furthermore, they use multiple initializations, making the optimization more robust and improving the chances to obtain global, or at least very good local minimum.

However, the main problem, the curse of dimensionality yielding invalid results is even more pronounced here. Unlike the “continuous approach” in (Alfarra et al., 2020), here authors for each \( x_0 \) sample just some discrete grid (more complex, since there are more initializations) of possible values of \( \sigma(x) \). For instance, if \( s = 1 \), then the smallest possible ratio between two consecutive \( l \)'s in the Algorithm 2 is \( \sqrt{T}/4 \sim 0.97 \), making it impossible to certify some \( x_1 \) w.r.t. \( x_0 \) if for both \( s = 1 \) and \( l_0 \neq l_1 \) on ImageNet and also for a lot of samples on CIFAR10. Of course, the fact that \( s \) is randomly sampled from \((-1, 1)\) makes this counter-argumentation more difficult, but it is, again, highly unlikely that this highly stochastic method without control over \( \sigma(x) \) would yield function with sufficiently small semi-elasticity. Therefore also the impressive results of (Chen et al., 2021) are, unfortunately, scientifically invalid.
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Algorithm 3 Pseudocode for certification and prediction of my method based on (Cohen et al., 2019)

# evaluate $g$ at $x_0$

function PREDICT($f, \sigma_0, x_0, n, \alpha$):
    counts ← SampleUnderNoise($f, x_0, n, \sigma_0$)
    $\hat{c}_A, \hat{c}_B$ ← two top indices in counts
    $n_A, n_B$ ← counts($\hat{c}_A$), counts($\hat{c}_B$)
    if BinomPValue($n_A, n_A + n_B, 0.5$) $\leq \alpha$ then return $\hat{c}_A$
    else return ABSTAIN

# certify the robustness of $g$ around $x_0$

function CERTIFY($f, \sigma_0, x_0, n, \alpha$):
    counts0 ← SampleUnderNoise($f, x_0, n, \sigma_0$)
    $\hat{c}_A$ ← top index in counts0
    counts ← SampleUnderNoise($f, x_0, n, \sigma_0$)
    $p_A$ ← LowerConfBound(counts[\hat{c}_A], n, $1 - \alpha$)
    if $p_A > 1/2$ then return prediction $\hat{c}_A$ and radius ComputeCertifiedRadius($\sigma_0, r, N, p_A$, num_steps)
    else return ABSTAIN

function ComputeCertifiedRadius($\sigma_0, r, N, p_A$, num_steps)
    radiuses ← linspace(num_space)
    for $R$ in radiuses do
        $\sigma_1$ ← $\sigma_0 \exp(-rR)$
        $\sigma_2$ ← $\sigma_0 \exp(rR)$
        $x_i$ bigger ← $\xi_>(R, \sigma_1)$
        $x_i$ lower ← $\xi_<(R, \sigma_2)$
        if $\max\{x_i$ bigger, $x_i$ lower $\} > 0.5$ then BREAK
    return $R$

D. Implementation Details

Even though our algorithm is rather easy, there are some perks that should be discussed before one can safely use it in practice. First, we show the actual Algorithm 3.

Note that the function ComputeCertifiedRadius is a bit more complicated than depicted in Algorithm 3. We don’t use a simple for-loop, but rather quite an efficient search method.

Theoretically speaking, this algorithm works perfectly. However, in practice, it is a bit problematic. The issue is, that since we use $\sigma_1$ and $\sigma_2$, which are extremely close to $\sigma_0$ for small tested radiuses $R$, the NCCHSQ functions will get extremely high inputs, making the results numerically instable. To prevent this, we use a simple trick. Since the more extreme $\sigma_1$ will we assume in evaluation at particular distance $R$, the worse for us, we can prevent numerical issues simply by putting $\sigma_1 < \sigma_0$ and $\sigma > \sigma_0$ to be maximal and minimal used $\sigma$’s in our evaluation, i.e. the true $\sigma$ used will be $\min\{\sigma_1, \sigma_0 \exp(-rR)\}$ and $\max\{\sigma_2, \sigma_0 \exp(rR)\}$. This way, we avoid numerical issues, because we can put $\sigma_1, \sigma_2$ to be s.t. $\frac{1}{\sigma_1} - \frac{1}{\sigma_2}$ is not too big and in the same time maintaining the correct certification thanks to the Lemma 3.1. The problems of this workarounds are first that it decreases the certification power, since it assumes $\sigma_1$’s that are even worse than the theoretically guaranteed worst-case possibilities and second, more importantly, that it requires some engineering to design the $\sigma_1, \sigma_2$ designs. It is suboptimal to put one constant value for these thresholds, because the numerical problems occur at different ratio thresholds of $\sigma_1/\sigma_0$ for different class probabilities $p_A$ and the dimension $N$. This requires to design a specific $\sigma_1(p_A)$ and $\sigma_2(p_A)$ functions for each dimension $N$ which we want to apply. For instance, we use $\sigma_1(p_A) = 0.9993 + 0.001 \log_{10}(\Phi(p_A))$, and $\sigma_2(p_A) = 1/\sigma_1(p_A)$ for CIFAR10, while for MNIST we use $\sigma_1(p_A) = 0.9988 + 0.001 \log_{10}(\Phi(p_A))$, and $\sigma_2(p_A) = 1/\sigma_1(p_A)$. To design such functions, one needs to plot plot real probability of a ball with fixed variances as fcn of dist function, which computes the $\xi$ functions, for particular $N$ and several values of $p_A$ and look, whether it computes correctly. As an example, we provide such a plots for well and ill working setups on Figure 15.

Another performance trick is to not evaluate $\xi$ for each $R_i$, where $R_i$ is $i$-th grid point of evaluation, but rather evaluate
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Figure 15. Well and ill working function plot, which computes the $\xi$ functions. The coding is $[\sigma_0, \sigma_1, N, p_A]$.

sequentially $R_i^2$, i.e. just every $i^2$-th point, until we reach value $> 0.5$ and then to search just the interval $[(i - 1)^2, i^2]$, where $i$ is the first iteration for which $\xi(R_i^2, \sigma_1) \geq 0.5$.

E. More to Experiments and Ablations

Before we present our further results, we must emphasize that our certification procedure is barely any slower than that of (Cohen et al., 2019). More specifically, given 100000 iterations of monte-carlo sampling, certification of one sample using (Cohen et al., 2019)'s algorithm on CIFAR10 takes $\sim$ 15 seconds on our machine, while certification of a sample using our Algorithm 3 takes 15−20 seconds depending on the $\sigma_b$, $r$ setup. If at least one of $\sigma_b$ and $r$ is not small, then our method runs practically instantly. If both parameters are small, then one evaluation can take up to 5 seconds depending on the exact value of parameters and on the $p_A$. Note, that this part of the certification is dimension-independent and therefore can run in the same time also on much higher-dimensional problems.

Besides the actual certification, we have to compute $\sigma(x)$ for each of the test examples. This part of the algorithm is being executed before the actual certification and usually takes around 1 minute on our machine and on CIFAR10.

All in all, even in the really worst-case scenario, our method runs at most $1/3$-times longer than the old method on CIFAR10. On MNIST, the ratio between our run and the original run is higher, since MNIST is smaller-dimensional problem. However, since our part of evaluation is practically independent of the setup (except the values of $\sigma_b$ and $r$, which, however, can yield just some upper-bounded amount of slow-down), our algorithm does not bring any added asymptotic time complexity.

E.1. How to Choose the Hyperparameters?

Our design of $\sigma(x)$ function defined in Equation 1 uses several hyperparameters. These are: $r$ for the rate, $m$ for the scaling, $\sigma_b$ for the base sigma and $k$ for the $k$-nearest neighbors. How do we choose these hyperparameters?

The $m$ parameter depends on our goals. We can set it so that $\sigma(x)$ achieves lowest values at $\sigma_b$ by setting it so that it is roughly equal to the minimal distance from $k$ nearest neighbors across, for instance, training samples. Other possibility is to set it so that it is roughly equal to the average distance from $k$ nearest neighbors, to ensure that the average $\sigma(x)$ will roughly correspond to the $\sigma_b$.

The $k$ parameter needs to be set with two objectives in mind. Firstly, it would be unwise to set it too small, because then the distance from $k$ nearest neighbors would be too noisy. On the other hand, we don’t want it too high, because then it will not be changing fast enough with changing the position of $x$. The suitable value can be obtained by looking at histograms of average distances from $k$ nearest neighbors and choosing the $k$ for which the histogram is enough scattered, but it is not too small.
The $r$ parameter needs to be chosen so that we can have some significant advantage over constant smoothing, but it cannot be too big, because otherwise the curse of dimensionality would apply. The value can be decided either by trial and error, or by plotting the certified radius given linear classifier, or from Theorem 2.4, setting the rate low-enough so that within the expected certified radius range, the ratio $\frac{\sigma_1}{\sigma_0}$ can’t move anywhere near the theoretical thresholds implied by Theorem 2.4.

The $\sigma_b$ is the base $\sigma$ and should be used according to the level of smoothing variance we want to use. More discussion on this can be found in (Cohen et al., 2019).

E.2. Comparison with Cohen et al. (2019)’s Methodology on CIFAR10 Datasets

Here, we compare (Cohen et al., 2019)’s evaluations for $\sigma = 0.12, 0.25, 0.50$ with our evaluations directly on models trained by (Cohen et al., 2019), setting $\sigma_b = \sigma$, $r = 0.005, 0.01$ and 0.015 for $\sigma_b = \sigma = 0.12$, $k = 20$ and $m = 5$. In this way, the levels of $\sigma(x)$ used in direct comparison will rise from the values roughly equal to (Cohen et al., 2019)’s constant $\sigma$ to higher values. The results are depicted in Figure 16.

Note, that this evaluation is being done on the models trained directly by (Cohen et al., 2019) and therefore the variance of Gaussian data augmentation is not entirely consistent with the optimal variance that should be used for non-constant $\sigma$, which should be either the same, $\sigma(x)$ or constant, but in average equal to $\sigma(x)$. The results are similar as in the Section 4. Note, that for $\sigma_b = \sigma = 0.50$, the curse of dimensionality becomes most pronounced, as explained in Appendix B. Further, we provide the Tables 6, 7, where the clean accuracies and class-wise standard deviations are displayed.

The results are, again, similar as in the section 4.
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Figure 17. Comparison of certified accuracy plots for (Cohen et al., 2019) and our work, MNIST. For each plot, the same base model \( f \) is used for evaluation. The term \( trr \) stands for \textit{train-time rate}, will be discussed later and can be ignored now.

\[
\begin{array}{c|ccc}
\sigma & \sigma = 0.12 & \sigma = 0.25 & \sigma = 0.50 \\
\hline
r = 0.00 & 0.9913 & 0.9910 & 0.9888 \\
r = 0.005 & 0.9914 & 0.9912 & 0.9885 \\
r = 0.01 & 0.9914 & 0.9910 & 0.9887 \\
r = 0.02 & 0.9914 & 0.9912 & 0.9876 \\
r = 0.05 & 0.9914 & 0.9906 & 0.9836 \\
\end{array}
\]

Table 8. Clean accuracies for Cohen’s models and our non-constant \( \sigma(x) \) models on MNIST.

\[
\begin{array}{c|ccc}
\sigma & \sigma = 0.12 & \sigma = 0.25 & \sigma = 0.50 \\
\hline
r = 0.00 & 0.677 & 0.729 & 0.909 \\
r = 0.005 & 0.659 & 0.735 & 0.905 \\
r = 0.01 & 0.659 & 0.722 & 0.9318 \\
r = 0.02 & 0.659 & 0.713 & 0.960 \\
r = 0.05 & 0.715 & 0.796 & 1.159 \\
\end{array}
\]

Table 9. Standard deviations of class-wise accuracies for different levels of \( \sigma \) and \( r \). The printed values are multiples of 100 of the real standard deviations.

E.3. Comparison with Cohen et al. (2019)’s Methodology on MNIST Datasets

Here, we present similar comparison as in Subsection E.2, but on MNIST and with models trained by us. Again, the setup is similar as in the Section 4. We compare \( \sigma = \sigma_b = 0.12, 0.25, 0.50 \) with test-time rates \( r = 0.005, 0.01, 0.02, 0.05 \) and train-time level of \( \sigma \) again equal to \( \sigma = \sigma_b \). It is important to note, that we use different normalization constant \( m \) in the MNIST case. In CIFAR10, we set \( m = 5 \), in MNIST, the suitable \( m \) is 1.5. This way we assure, that the smallest \( \sigma(x) \) values in the test set will roughly equal the \( \sigma_b = \sigma \). The certified accuracy plots are depicted on Figure 17. We also add the clean accuracy table and class-wise clean accuracies standard deviation table (8, 9).

All the results are, again, very similar to those presented in Section 4, even though the gain in certified accuracies is marginally worse, since our evaluations run on models trained with in average smaller train-time data-augmentation standard deviation \( \sigma_b = \sigma \).

E.4. Investigation of the Effect of Training with Input-dependent Gaussian Augmentation

It has been shown by many works, that apart from a good test-time certification method, also the appropriate training plays a very important role in the final robustness of our smoothed classifier \( g \). Already (Cohen et al., 2019) realize this and propose to train with gaussian data augmentation with constant \( \sigma \). They experiment with different levels of \( \sigma \) during training and conclude that training with the same level of \( \sigma \) that will be later used in the test time is usually the most suitable option. The question of best-possible training to boost the certified robustness didn’t stay without the interest of different researchers.
Both (Zhai et al., 2020) and (Salman et al., 2019) try to improve the way of training and propose two different, yet interesting and effective training methods. While (Zhai et al., 2020) manage to incorporate the adversarial robustness into the training loss function, therefore training directly for the robustness, (Salman et al., 2019) propose to use adversarial training to achieve more robust classifiers.

Both (Alfarra et al., 2020) and (Chen et al., 2021) already propose to use training with input-dependent $\sigma$ as the variance of gaussian data augmentation. Both of them proceed similarly as during test time - to obtain training $\sigma(x)$, they optimize for such, that would maximize the certified accuracy of training samples.

In this section, we propose and test our own training method. We propose to use again gaussian data augmentation with input-dependent $\sigma(x)$, but we suggest to use the simple $\sigma(x)$ defined in Equation 1. In other words, we suggest using the same $\sigma(x)$ during training as during testing (up to parametrization, which might differ).

Note, that, unlike the certification, the training procedure does not require any mathematical analysis nor certification. It is totally up to us how we train the base classifier $f$ and the way of training does not influence the validity of subsequent certification guarantees during test time. However, it is good to have a reasonable training procedure, because otherwise, we would achieve a satisfactory model neither in terms of clean accuracy nor in terms of adversarial robustness.

In the subsequent analysis, we evaluate and compare our certification procedures on models trained with different training parametrizations. For this particular section, we run the comparison only on the CIFAR10 dataset. For each test-time $\sigma_b$, $r$, we evaluate our method with these parameters on base models $f$ trained with the same $\sigma_b$, but different level of training rate $\text{trr}$. The training rate $\text{trr}$ plays exactly the same role as the evaluation rate $r$ but is used exclusively during training. Note, that this makes our $\sigma(x)$ different during training and testing since it is parametrized with different rates.

On the Figure 18 we plot evaluations on CIFAR10 of our method for rate $r = 0.01$, all levels of $\sigma_b = 0.12, 0.25, 0.50$ and each of these test-time setups is evaluated on 4 different levels of train-time rate $\text{trr} = 0.0, 0.01, 0.04, 0.1$.

From the results, we judge, that our training procedure works satisfactorily well. It can generally outperform the constant $\sigma$ training, yet the standard accuracy vs. robustness trade-off is present in some cases. If we train with small train-time rate, the improvement of the certified accuracies is not pronounced (the case for $\sigma_b = \sigma = 0.50$ is slightly misleading, since such a configuration is just a result of the variance of clean accuracy w.r.t different traning runs) enough, but we also don’t lose almost any clean accuracy. Increasing the rate to $\text{trr} = 0.04$ results in much more pronounced improvements in high certified accuracies, yet also comes at a prize of clean accuracy drop, especially for large $\sigma$ levels. Even bigger training rate, such as $\text{trr} = 0.1$ seems to be too big and does not bring almost any improvement over the rate $\text{trr} = 0.04$, yet loses a large amount of clean accuracy.

These results suggest, that the input-dependent training with a carefully chosen training rate for $\sigma(x)$ can lead to significant improvements in certifiable robustness. However, it is important to note, that the optimal $\text{trr}$ seems to be dependent on the $\sigma_b$, therefore for each value of $\sigma_b$, some effort has to be invested to find the optimal hyperparameters.

Besides, we were also interested, whether using an input-dependent $\sigma(x)$ during training influences the class-wise accuracy balance. In Table 10 we report the standard deviations of class-wise accuracies.
We can observe, that unlike the pure input-dependent evaluation, the input-dependent training is partially capable of mitigating the effects of the shrinking. For instance, the $t_{rr} = 0.04$ for $\sigma_b = 0.12$ provides obvious improvement in establishing class-wise balance. Similarly successful are trainings with $t_{rr} = 0.01$ for $\sigma_b = 0.12$ and both $t_{rr} = 0.01, 0.04$ for $\sigma_b = 0.25$. Also for $\sigma = 0.50$ the mitigation is present for small-enough training rates. However, we must emphasize, that if we use too big training rate, the disbalance between class accuracies will be re-established and in some cases even magnified. Therefore, we must be careful to choose the appropriate training rate for the $\sigma_b, r$.

### E.5. Why Do We Not Compare with the Current State-of-the-art?

Since we claim one type of improvement over Cohen et al. (2019)’s model (experiment-wise) and don’t develop new state-of-the-art training method, we don’t find it necessary to compare with methods of Salman et al. (2019) and Zhai et al. (2020). It is obvious that we would outperform these methods in the question of certified accuracy waterfalls, since these methods focus on the training phase. Since we do not outperform RS by Cohen et al. (2019) neither in terms of the clean accuracies nor in terms of class-wise accuracies, it is not our belief that we would outperform the two modern methods in these metrics. Moreover, we find the comparison with Cohen et al. (2019)’s work most appropriate, since we extend the theory built by them.

### E.6. Ablations

Even though our results so far might look impressive, we can’t claim that it is fully due to our particular method until we exclude the possibility, that some different effects play an essential role in the improvement over (Cohen et al., 2019)’s work. To investigate, whether our particular method dominates the contribution to the performance boost, we conduct several ablation studies - first, we study the variance of our evaluations and trainings, second, we study the effect of input-dependent test-time randomized smoothing, and third, we study the effect of input-dependent train-time data augmentation.

#### E.6.1. Variance of the Evaluation

To find out, whether there is a significant variance in the evaluation of certified radiuses, we conduct a simple experiment - we train a single model on CIFAR10 and evaluate our method on this model for the very same setup of parameters multiple times. This way, the only present stochasticity is in the Monte-Carlo sampling, which influences the evaluation of certified radiuses. We pick the parameters as follows: $\sigma_b = 0.50, r = 0.01, t_{rr} = 0.0$, since the $\sigma_b = 0.50$ turns out to have biggest variance in the training. The results are depicted in Figure 19.

From the results, it is obvious that the variance in the evaluation phase is absolutely negotiable. Therefore, there is no need to run the same evaluation setup more times.

#### E.6.2. Variance of the Training

To estimate the variance of the training, we train several models for one specific training setup and evaluate them with the same evaluation setup (knowing, that there is no variance in the evaluation phase, this is equivalent to measuring directly the training variance). We pick our classical non-constant $\sigma(x)$ for the evaluation, but we train with constant variance data augmentation. The concrete parameters we work with are: $\sigma_b \in \{0.12, 0.25, 0.50\}, r = 0.01, t_{rr} = 0.0$ and we run 9 trainings for each of these parameter configurations. Then we run full certification to not only see the variance in clean accuracy, but also the variance in the certified radiuses. The results are depicted in Figure 20.

From the figures we see, that the variance of the training is strongly $\sigma_b$-dependent. Most volatile clean accuracy is present for the case $\sigma_b = 0.50$. However, fortunately, the biggest variability is present for the clean accuracy and the curves seem to

<table>
<thead>
<tr>
<th>$t_{rr}$</th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.084</td>
<td>0.107</td>
<td>0.153</td>
</tr>
<tr>
<td>0.01</td>
<td>0.078</td>
<td>0.099</td>
<td>0.126</td>
</tr>
<tr>
<td>0.04</td>
<td>0.068</td>
<td>0.081</td>
<td>0.117</td>
</tr>
<tr>
<td>0.1</td>
<td>0.088</td>
<td>0.099</td>
<td>0.230</td>
</tr>
</tbody>
</table>

Table 10. Standard deviations of class-wise accuracies for different levels of $\sigma$ and $t_{rr}$, under constant rate $r = 0.01$. 
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Figure 19. The variance of evaluation. Parameters are $\sigma_b = 0.50$, $r = 0.01$, $tr_r = 0.0$, the evaluated model is the same for all runs. There are 7 runs on CIFAR10.

Figure 20. The certified accuracies of our procedure on CIFAR10 for $\sigma_b = 0.12, 0.25, 0.50$, rate $r = 0.01$ and training rate $tr_r = 0.0$ evaluated on 9 different trained models for each of the setups.

Table 11. Standard deviations of clean accuracies, abstention rates and misclassification rates for 9 runs of each parameter configuration on CIFAR10.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>accuracy</td>
<td>0.61%</td>
<td>0.40%</td>
<td>1.86%</td>
</tr>
<tr>
<td>abstention rate</td>
<td>0.17%</td>
<td>0.34%</td>
<td>0.59%</td>
</tr>
<tr>
<td>misclassification rate</td>
<td>0.60%</td>
<td>0.24%</td>
<td>1.48%</td>
</tr>
</tbody>
</table>

be less scattered in the areas of high certified radiuses. The concrete standard deviations of clean accuracies are in Table 11. The standard deviations of clean accuracies for MNIST dataset and the same parameters are in Table 12.

Since the differences in accuracies of different methods are very subtle, it is hard to obtain statistically trustworthy results. For instance, given, that the standard deviation 0.4% is the true standard deviation of the $\sigma_b = 0.25$ runs, we would need 16 runs to decrease it to a standard deviation of 0.1%, which might be considered to be precise-enough. To do the same in the case of $\sigma_b = 0.50$ on CIFAR10, we would roughly need 400 runs to decrease the standard deviation below 0.1%. Therefore, the results we provide in the subsequent subsections, being the average of “just” 8 runs, have to be taken just modulo variance in the results, which might still be considerable.
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<table>
<thead>
<tr>
<th></th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>accuracy</td>
<td>0.036%</td>
<td>0.042%</td>
<td>0.044%</td>
</tr>
<tr>
<td>abstention rate</td>
<td>0.037%</td>
<td>0.027%</td>
<td>0.058%</td>
</tr>
<tr>
<td>misclassification rate</td>
<td>0.043%</td>
<td>0.029%</td>
<td>0.021%</td>
</tr>
</tbody>
</table>

Table 12. Standard deviations of clean accuracies, abstention rates and misclassification rates for 8 runs of each parameter configuration on MNIST.

E.6.3. Effect of Input-dependent Evaluation

In this ablation study, we compare the certification method for particular $\sigma_b$, $r = 0.01$, $trr = 0.0$ with the constant-$\sigma$ certification method with $C\sigma_b, r = 0.0, trr = 0.0$, where $C$ is an appropriate constant. The motivation behind such an experiment is, that our $\sigma(x)$ is generally bigger than $\sigma_b$, but originally, we compare this method to constant $\sigma = \sigma_b$ evaluation. Therefore, in average, samples in our method enjoy bigger values of $\sigma(x)$. Natural question is, whether we cannot obtain the same performance boost using just the constant $\sigma$ method with $C\sigma_b > \sigma_b$ set to such value, which roughly corresponds to the average of $\sigma(x_i)$ for $x_i, i \in \{1, \ldots, T\}$ being the test set. The problem of using bigger $C\sigma_b$ is, that we encounter performance drop and more severe case of shrinking, but we need to check, to what extent is the performance drop present in the input-dependent $\sigma(x)$ method. Comparing the performance drops of larger constant $C\sigma_b$ and input-dependent $\sigma(x)$, which is in average larger (but in average the same as the $C\sigma_b$), we will be able to answer, to what degree is the usage of input-dependent $\sigma(x)$ really justified. If we remind ourselves, that

$$\sigma(x) = \sigma_b \exp \left( r \left( \frac{1}{k} \sum_{x_i \in N_k(x)} \|x - x_i\| - m \right) \right),$$

then we see, that the constant $C$ we are searching for is the average (or rather median) value of

$$\exp \left( r \left( \frac{1}{k} \sum_{x_i \in N_k(x)} \|x - x_i\| - m \right) \right).$$

Fortunately, empirically, the mean and median of the above expression are roughly equal for both CIFAR10 and MNIST, so we are not forced to choose between them. For $r = 0.01, m = 5$, we choose the rounded value of $C = \exp(0.05)$ on CIFAR10. For $r = 0.01, m = 1.5$ as in MNIST, the constant is set to $C = 1.035$. In the end, the values of $C\sigma$ used in this experiment are $C\sigma = 0.126, 0.263, 0.53$ for CIFAR10 and $C\sigma = 0.124, 0.258, 0.517$ for MNIST. To obtain a fair comparison, though, we evaluate the input-dependent $\sigma(x)$ evaluation strategy on models trained with constant $C\sigma_b$, standard deviation of gaussian augmentation. This is because this level of $\sigma$ is equal to the mean value of the $\sigma(x)$ and we believe, that such a training data augmentation standard deviation is more consistent with our $\sigma(x)$ function. We provide the plots of single-run evaluations of certified accuracies for CIFAR10 in Figure 21 and for MNIST in Figure 22. The models on which we evaluate differ because for the increased constant $\sigma$ evaluations we needed to also use an increased level of the training data augmentation variance.

From the figures, it is obvious, that our method is not able to outperform the constant $\sigma$ method using the same mean $\sigma$ in terms of certified accuracy, not even for our strongest $\sigma_b = 0.12$. This fact might not be in general bad news, if we demonstrated, that our method suffers from less pronounced accuracy drop or less pronounced disbalance in class-wise accuracies. To find out, we measure average accuracies of the evaluation strategies from 8 runs for each, as well as average class-wise accuracy standard deviations from 8 runs. The results are provided in Tables 13 and 14 for CIFAR10 and Tables 15 and 16 for MNIST.

As for CIFAR10, except for $\sigma = \sigma_b = 0.25$, the differences in accuracies between different evaluation strategies are so small, that we cannot consider them to be statistically significant. Even though the difference for $\sigma = \sigma_b = 0.25$ is high, it is still not possible to draw some definite conclusions, especially for the difference between the input-dependent $\sigma(x)$ and the increased constant $C\sigma_b$ evaluations. In general, it is not easy to judge, whether our method possesses some advantage (or disadvantage) over the increased $C\sigma_b$ method in terms of clean accuracy. Similar conclusions can be drawn in the context of the shrinking phenomenon. Here, the differences are also very small, but unlike in the comparison with (Cohen et al., 2019)
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Figure 21. The certified accuracies of our procedure on CIFAR10 for $\sigma_b = 0.12, 0.25, 0.50$, rate $r = 0.01$ and constant, yet increased $C\sigma_b$ training variance, compared to certified accuracies of the constant $\sigma$ method for $\sigma = \sigma_b = 0.12, 0.25, 0.50$ and also $\sigma = C\sigma_b = 0.126, 0.265, 0.53$. Evaluated on a single training.

Figure 22. The certified accuracies of our procedure on MNIST for $\sigma_b = 0.12, 0.25, 0.50$, rate $r = 0.01$ and constant, yet increased $C\sigma_b$ training variance, compared to certified accuracies of the constant $\sigma$ method for $\sigma = \sigma_b = 0.12, 0.25, 0.50$ and also $\sigma = C\sigma_b = 0.124, 0.258, 0.517$. Evaluated on a single training.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$r = 0.01, trs$ increased</th>
<th>$r = 0.00$ classical</th>
<th>$r = 0.00$ increased</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma = 0.12$</td>
<td>0.852 0.780 0.673</td>
<td>0.851 0.792 0.674</td>
<td>0.853 0.780 0.673</td>
</tr>
<tr>
<td>$\sigma = 0.25$</td>
<td>0.859 0.785 0.679</td>
<td>0.860 0.793 0.676</td>
<td>0.858 0.782 0.674</td>
</tr>
<tr>
<td>$\sigma = 0.50$</td>
<td>0.855 0.781 0.677</td>
<td>0.860 0.792 0.674</td>
<td>0.857 0.782 0.672</td>
</tr>
</tbody>
</table>

Table 13. Clean accuracies for both input-dependent and constant $\sigma$ evaluation strategies on CIFAR10.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$r = 0.01, trs$ increased</th>
<th>$r = 0.00$ classical</th>
<th>$r = 0.00$ increased</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma = 0.12$</td>
<td>0.076 0.099 0.120</td>
<td>0.076 0.107 0.122</td>
<td>0.076 0.101 0.123</td>
</tr>
<tr>
<td>$\sigma = 0.25$</td>
<td>0.076 0.099 0.120</td>
<td>0.076 0.107 0.122</td>
<td>0.076 0.101 0.123</td>
</tr>
<tr>
<td>$\sigma = 0.50$</td>
<td>0.076 0.099 0.120</td>
<td>0.076 0.107 0.122</td>
<td>0.076 0.101 0.123</td>
</tr>
</tbody>
</table>

Table 14. Class-wise accuracy standard deviations for both input-dependent and constant $\sigma$ evaluation strategies on CIFAR10.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$r = 0.01, trs$ increased</th>
<th>$r = 0.00$ classical</th>
<th>$r = 0.00$ increased</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma = 0.12$</td>
<td>0.9913 0.9905 0.9885</td>
<td>0.9914 0.9907 0.9886</td>
<td>0.9914 0.9904 0.9885</td>
</tr>
<tr>
<td>$\sigma = 0.25$</td>
<td>0.9913 0.9905 0.9885</td>
<td>0.9914 0.9907 0.9886</td>
<td>0.9914 0.9904 0.9885</td>
</tr>
<tr>
<td>$\sigma = 0.50$</td>
<td>0.9913 0.9905 0.9885</td>
<td>0.9914 0.9907 0.9886</td>
<td>0.9914 0.9904 0.9885</td>
</tr>
</tbody>
</table>

Table 15. Clean accuracies for both input-dependent and constant $\sigma$ evaluation strategies on MNIST.
The certified accuracy results for the CIFAR10 and the MNIST differ a bit. For CIFAR10 training with rate $r = 0.01$, the input-dependent training strategy performs worst in most of the cases, even though the differences in performance might not be statistically significant. We see, that we would need far more evaluations to see some clear pattern.

Looking at the accuracy and standard deviation Tables 17, 18, 19 and 20, we can deduce the following. In terms of clean accuracy, the input-dependent training strategy performs worst in most of the cases, even though the differences in performance might not be statistically significant. We see, that we would need far more evaluations to see some clear pattern.

Table 16. Class-wise accuracy standard deviations for both input-dependent and constant $\sigma$ evaluation strategies on MNIST. Printed are multiples of 100 of the real values.

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 0.01, trs$ increased</td>
<td>0.00757</td>
<td>0.00798</td>
<td>0.00929</td>
</tr>
<tr>
<td>$r = 0.00$ classical</td>
<td>0.00751</td>
<td>0.00778</td>
<td>0.00934</td>
</tr>
<tr>
<td>$r = 0.00$ increased</td>
<td>0.00750</td>
<td>0.00798</td>
<td>0.00925</td>
</tr>
</tbody>
</table>

Figure 23. The certified radiuses on CIFAR10 of the non-constant $\sigma(x)$ method with rate $r = 0.01$, but different training strategies. Used training strategies are input-dependent training with the same $\sigma(x)$ function and constant-$\sigma$ training with either $\sigma_b$ or $C\sigma_b$ variance level. Evaluations are being done from single run.

models, where we evaluate our input-dependent $\sigma(x)$ method on classifiers trained with inconsistent data-augmentation variance, here we observe the general trend, that our method is able to outperform the increased constant $C\sigma_b$ evaluation. This is good news and it confirms our suspicion, that the bad results from Subsection E.2 could come from the train-test $\sigma$ inconsistency.

The results on MNIST suggest similar conclusions for the accuracy vs. robustness tradeoff. Similarly, the $\sigma = \sigma_b = 0.12, 0.50$ are not telling much, and for $\sigma = \sigma_b = 0.25$, the differences are still rather small (yet the standard deviation of the results should be $\sim 0.0001$, so it is rather on the edge). The conclusions for the shrinking phenomenon are a bit more pessimistic than in the case of CIFAR10. Here we don’t see any improvement over the constant $\sigma$, not even the one with increased $\sigma$ level.

E.6.4. EFFECT OF INPUT-DEPENDENT TRAINING

In this last ablation study, we compare our input-dependent data augmentation for particular $\sigma_b$, $r$ and particular training rate $trr$ with the constant $C\sigma_b$ data augmentation, where the training rate $trr$ is set to 0. The strategy for choosing the constant $C$ is exactly the same as in the first experiment. Particularly, we evaluate our method with $r = 0.01$ and $\sigma_b = 0.12, 0.25, 0.50$, trained with the same level of $\sigma_b$ and training rate $trr = 0.01$ with the evaluations using $r = 0.01$ and $\sigma_b = 0.12, 0.25, 0.50$ during test time, while during train time using training rate $trr = 0.0$, but using the constant $\sigma = 0.126, 0.263, 0.53$ for CIFAR10 and $\sigma = 0.124, 0.258, 0.517$ for MNIST. This way, we compensate for the “increased levels of $\sigma(x)$” with respect to $\sigma_b$. We present our comparisons in the Figure 23 for CIFAR10 and 24 for MNIST, providing the evaluations with $r = 0.01, \sigma_b = 0.12, 0.25, 0.50$ and the same $\sigma_b$ and $trr = 0.0$ during train time as a reference.

The certified accuracy results for the CIFAR10 and the MNIST differ a bit. For CIFAR10 training with rate $r = 0.01$ is does not overperform the constant $C\sigma_b$ training. For $\sigma_b = 0.12$, the constant $C\sigma_b$ training clearly outperforms the input-dependent training. For $\sigma_b = 0.25$, these two training strategies seem to have almost identical performances. For $\sigma_b = 0.50$, the input-dependent $\sigma(x)$ strategy outperforms the constant $\sigma$ ones, but now we know, that it is purely due to the variance in the training. On the other hand on MNIST, we either have very similar performance or even slightly outperform the constant $\sigma$ training.
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Figure 24. The certified radiuses on MNIST of the non-constant $\sigma(x)$ method with rate $r = 0.01$, but different training strategies. Used training strategies are input-dependent training with the same $\sigma(x)$ function and constant-$\sigma$ training with either $\sigma_b$ or $C\sigma_b$ variance level. Evaluations are being done from single run.

Table 17. Clean accuracies for both input-dependent and constant $\sigma$ training strategies on CIFAR10.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{rr} = 0.01$</td>
<td>0.843</td>
<td>0.780</td>
<td>0.671</td>
</tr>
<tr>
<td>$t_{rr} = 0.00$</td>
<td>0.852</td>
<td>0.780</td>
<td>0.673</td>
</tr>
<tr>
<td>$t_{rr} = 0.00$</td>
<td>0.849</td>
<td>0.790</td>
<td>0.670</td>
</tr>
</tbody>
</table>

Table 18. Class-wise accuracy standard deviations for both input-dependent and constant $\sigma$ training strategies on CIFAR10.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{rr} = 0.01$</td>
<td>0.9912</td>
<td>0.9910</td>
<td>0.9883</td>
</tr>
<tr>
<td>$t_{rr} = 0.00$</td>
<td>0.9914</td>
<td>0.9906</td>
<td>0.9884</td>
</tr>
<tr>
<td>$t_{rr} = 0.00$</td>
<td>0.9913</td>
<td>0.9905</td>
<td>0.9885</td>
</tr>
</tbody>
</table>

Table 19. Clean accuracies for both input-dependent and constant $\sigma$ training strategies on MNIST.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma = 0.12$</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{rr} = 0.01$</td>
<td>0.00757</td>
<td>0.00800</td>
<td>0.00947</td>
</tr>
<tr>
<td>$t_{rr} = 0.00$</td>
<td>0.00743</td>
<td>0.00789</td>
<td>0.00929</td>
</tr>
<tr>
<td>$t_{rr} = 0.00$</td>
<td>0.00757</td>
<td>0.00798</td>
<td>0.00929</td>
</tr>
</tbody>
</table>

Table 20. Class-wise accuracy standard deviations for both input-dependent and constant $\sigma$ training strategies on MNIST.

However, these results are definitely not good news for the use of input-dependent $\sigma(x)$ during training.

In terms of the class-wise accuracy standard deviation, we again see countering results for CIFAR10 and MNIST datasets. For CIFAR10 the input-dependent $\sigma(x)$ clearly outperforms the smaller constant $\sigma_b$ training method, particularly for $\sigma_b = 0.50$. However, the constant $C\sigma_b$ method seem to outperform even the input-dependent $\sigma(x)$. For MNIST, the smaller constant $\sigma_b$ outperforms both other methods, while they are rather similar.

Together with findings from previous sections, these results suggest, that usage of this particular design of input-dependent $\sigma(x)$ might not be worthy until a more precise evaluation is conducted. However, the combination of input-dependent
test-time evaluation with constant, yet increased train-time augmentation is possibly the strongest combination that can be achieved using input-dependent sigma at all (especially for CIFAR10).

F. Proofs

**Lemma F.1** (Neyman-Pearson). Let $X, Y$ be random vectors in $\mathbb{R}^N$ with densities $x, y$. Let $h : \mathbb{R}^N \to \{0, 1\}$ be a random or deterministic function. Then, the following two implications hold:

1. If $S = \left\{ z \in \mathbb{R}^N : \frac{q(z)}{q_0(z)} \leq t \right\}$ for some $t > 0$ and $P(h(X) = 1) \geq P(X \in S)$, then $P(h(Y) = 1) \geq P(Y \in S)$.

2. If $S = \left\{ z \in \mathbb{R}^N : \frac{q(z)}{q_0(z)} \geq t \right\}$ for some $t > 0$ and $P(h(X) = 1) \leq P(X \in S)$, then $P(h(Y) = 1) \leq P(Y \in S)$.

**Proof.** See (Cohen et al., 2019).

**Lemma 2.1:** Out of all possible classifiers $f$ such that $G_f(x_0)_B \leq p_B = 1 - p_A$, the one, for which $G_f(x_0 + \delta)_B$ is maximized is the one, which predicts class $B$ in a region determined by the likelihood ratio:

$$B = \left\{ x \in \mathbb{R}^N : \frac{q_i(x)}{q_0(x)} \geq \frac{1}{r} \right\},$$

where $r$ is fixed, such that $P_0(B) = p_B$. Note, that we use $B$ to denote both the class and the region of that class.

**Proof.** Let $f$ be arbitrary classifier. To invoke the Neyman-Pearson Lemma F.1, define $h \equiv f$ (with the only difference, that $h$ goes to $\{0, 1\}$ instead of $\{A, B\}$). Moreover, let $S = B$ and $X \sim \mathcal{N}(x, \sigma_1^2 I), Y \sim \mathcal{N}(x + \delta, \sigma_1^2 I)$. Let also $f^*$ classify $S$ as $B$. Then obviously, $P(X \in S) = P_0(B) = p_B$. Since $G_f(x)_B \leq p_B$, we have $P(h(X) = 1) \leq p_B$. Using directly the second part of Neyman-Pearson Lemma F.1, this will yield $P(Y \in S) \geq P(h(Y) = 1)$. Rewritten in the words of our setup, $G_{f^*}(x + \delta) \geq G_f(x + \delta)$.

**Theorem 2.2:** If $\sigma_0 > \sigma_1$, then $B$ is a $N$-dimensional ball with the center at $S_>$ and radius $R_>$:

$$S_> = x_0 + \frac{\sigma_0^2}{\sigma_0^2 - \sigma_1^2} \delta, \quad R_> = \sqrt{\frac{2 \sigma_0^2 \sigma_1^2}{\sigma_0^2 - \sigma_1^2} \| \delta \|^2 + 2N \frac{\sigma_0^2 \sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log \left( \frac{\sigma_0}{\sigma_1} \right) + 2 \frac{2 \sigma_0^2 \sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log(r)}.$$

If $\sigma_0 < \sigma_1$, then $B$ is the complement of a $N$-dimensional ball with the center at $S_<$ and radius $R_<$:

$$S_< = x_0 - \frac{\sigma_0^2}{\sigma_1^2 - \sigma_0^2} \delta, \quad R_< = \sqrt{\frac{2 \sigma_0^2 - \sigma_0^2 \sigma_1^2}{\sigma_1^2 - \sigma_0^2} \| \delta \|^2 + 2N \frac{\sigma_0^2 \sigma_1^2}{\sigma_1^2 - \sigma_0^2} \log \left( \frac{\sigma_0}{\sigma_1} \right) - 2 \frac{2 \sigma_0^2 \sigma_1^2}{\sigma_1^2 - \sigma_0^2} \log(r)}.$$

**Proof.** From spherical symmetry of isotropic multivariate normal distribution, it follows, that without loss of generality we can take $\delta \equiv (a, 0, \ldots, 0)$. With little abuse of notation, let $a$ refer to $(a, 0, \ldots, 0)$ as well as $\| (a, 0, \ldots, 0) \|$. With this, the $B$ is a set of all $x$, for which:

$$\frac{q_i(x)}{q_0(x)} \geq \frac{1}{r} \iff \frac{1}{(2\pi)^{N/2} \sigma_0^N} \exp \left( - \frac{1}{2 \sigma_0^2} \sum_{i=1}^N x_i^2 \right) \leq \frac{r}{(2\pi)^{N/2} \sigma_1^N} \exp \left( - \frac{1}{2 \sigma_1^2} \sum_{i=2}^N (x_i - a)^2 \right) \iff \frac{1}{2 \sigma_1^2} (x_1 - a)^2 + \sum_{i=2}^N x_i^2 - \frac{1}{2 \sigma_0^2} \sum_{i=1}^N x_i^2 \leq N \log \left( \frac{\sigma_0}{\sigma_1} \right) + \log(r) \iff (\sigma_0^2 - \sigma_1^2) \sum_{i=2}^N x_i^2 + (\sigma_0^2 - \sigma_1^2) x_1^2 - 2 \sigma_0^2 x_1 a + \sigma_0^2 a^2 \leq 2N \sigma_0^2 \sigma_1^2 \log \left( \frac{\sigma_0}{\sigma_1} \right) + 2 \sigma_0^2 \sigma_1^2 \log(r)$$. 


Intriguing Properties of Input-Dependent Randomized Smoothing

Now assume $\sigma_0 > \sigma_1$ and continue:

$$(\sigma_0^2 - \sigma_1^2) \sum_{i=2}^{N} x_i^2 + (\sigma_0^2 - \sigma_1^2) x_1^2 - 2\sigma_0^2 x_1 a + \sigma_0^2 a^2 \leq 2N\sigma_0^2\sigma_1^2 \log \left( \frac{\sigma_0}{\sigma_1} \right) + 2\sigma_0^2\sigma_1^2 \log(r) \iff$$

$$\sum_{i=2}^{N} x_i^2 + x_1^2 - \frac{2\sigma_0^2 a x_1}{\sigma_0^2 - \sigma_1^2} \leq 2N\frac{\sigma_0^2\sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log \left( \frac{\sigma_0}{\sigma_1} \right) + 2\sigma_0^2\sigma_1^2 \log(r) \iff$$

$$\left(x_1 - \frac{\sigma_0^2 a}{\sigma_0^2 - \sigma_1^2} a\right)^2 + \sum_{i=2}^{N} x_i^2 \leq \frac{\sigma_0^2\sigma_1^2}{(\sigma_0^2 - \sigma_1^2)^2} a^2 + 2N\frac{\sigma_0^2\sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log \left( \frac{\sigma_0}{\sigma_1} \right) + 2\sigma_0^2\sigma_1^2 \log(r)$$

Such inequality defines exactly the ball from the statement of the theorem. On the other hand, if $\sigma_0 < \sigma_1$:

$$(\sigma_1^2 - \sigma_0^2) \sum_{i=2}^{N} x_i^2 + (\sigma_1^2 - \sigma_0^2) x_1^2 + 2\sigma_0^2 x_1 a - \sigma_0^2 a^2 \geq 2N\sigma_0^2\sigma_1^2 \log \left( \frac{\sigma_1}{\sigma_0} \right) - 2\sigma_0^2\sigma_1^2 \log(r) \iff$$

$$\sum_{i=2}^{N} x_i^2 + x_1^2 + \frac{2\sigma_0^2 a x_1}{\sigma_0^2 - \sigma_1^2} \geq 2N\frac{\sigma_0^2\sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log \left( \frac{\sigma_1}{\sigma_0} \right) - 2\sigma_0^2\sigma_1^2 \log(r) \iff$$

$$\left(x_1 + \frac{\sigma_0^2 a}{\sigma_0^2 - \sigma_1^2} a\right)^2 + \sum_{i=2}^{N} x_i^2 \geq \frac{\sigma_0^2\sigma_1^2}{(\sigma_0^2 - \sigma_1^2)^2} a^2 + 2N\frac{\sigma_0^2\sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log \left( \frac{\sigma_1}{\sigma_0} \right) - 2\sigma_0^2\sigma_1^2 \log(r)$$

This is exactly the complement of a ball from the second part of the statement of the theorem.

**Theorem 2.3:**

$$\mathbb{P}_0(B) = \lambda_N^2 \left( \frac{\sigma_0^2}{(\sigma_0^2 - \sigma_1^2)^2} \|\delta\|^2, \frac{R^2_{\mathbb{S}, \mathbb{S}}}{\sigma_0^2} \right), \mathbb{P}_1(B) = \lambda_N^2 \left( \frac{\sigma_1^2}{(\sigma_0^2 - \sigma_1^2)^2} \|\delta\|^2, \frac{R^2_{\mathbb{S}, \mathbb{S}}}{\sigma_1^2} \right),$$

where the sign $< \text{or} >$ is chosen according to the inequality between $\sigma_0$ and $\sigma_1$.

**Proof.** Assume first $\sigma_0 > \sigma_1$. Let us shift the coordinates, such that $x + \frac{\sigma_0^2}{\sigma_0^2 - \sigma_1^2} \delta \leftarrow 0$. Now, the $x$ will have coordinates $-\frac{\sigma_0^2}{\sigma_0^2 - \sigma_1^2} \delta$. Assume $X \sim \mathcal{N}(\frac{\sigma_0^2}{\sigma_0^2 - \sigma_1^2} \delta, \sigma_1^2 I)$. To obtain

$$\mathbb{P}_0(B) = \mathbb{P}(X \in B) = \mathbb{P} \left( \|X\|^2 < \frac{\sigma_0^2\sigma_1^2}{(\sigma_0^2 - \sigma_1^2)^2} \|\delta\|^2 + 2N\frac{\sigma_0^2\sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log \left( \frac{\sigma_0}{\sigma_1} \right) + 2\sigma_0^2\sigma_1^2 \log(r) \right),$$

we could almost use NCCHSQ, but we don’t have correct scaling of variance of $X$. However, for any regular square matrix $Q$, it follows that $\mathbb{P}(X \in B) = \mathbb{P}(QX \in QB)$, where $QB$ is interpreted as set projection. Therefore, if we choose $Q \equiv \frac{1}{\sigma_0^2} I$, we will get

$$\mathbb{P}_0(B) = \mathbb{P} \left( \|X/\sigma_0\|^2 < \frac{\sigma_0^2}{(\sigma_0^2 - \sigma_1^2)^2} \|\delta\|^2 + 2N\frac{\sigma_0^2\sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log \left( \frac{\sigma_0}{\sigma_1} \right) + 2\sigma_0^2\sigma_1^2 \log(r) \right).$$

Now, since $X/\sigma_0 \sim \mathcal{N}(\frac{\sigma_0^2}{\sigma_0^2 - \sigma_1^2} \delta, I)$, we can use the definition of NCCHSQ to obtain the final:

$$\mathbb{P}_0(B) = \lambda_N^2 \left( \frac{\sigma_0^2}{(\sigma_0^2 - \sigma_1^2)^2} \|\delta\|^2, \frac{\sigma_1^2}{(\sigma_0^2 - \sigma_1^2)^2} \|\delta\|^2 + 2N\frac{\sigma_1^2}{\sigma_0^2 - \sigma_1^2} \log \left( \frac{\sigma_0}{\sigma_1} \right) + 2\sigma_1^2 \log(r) \right).$$

To obtain $\mathbb{P}_1(B)$, we will do similar calculation, yet we need to compute the offset:

$$x + \frac{\sigma_0^2}{\sigma_0^2 - \sigma_1^2} \delta - x - \delta = \frac{\sigma_1^2}{\sigma_0^2 - \sigma_1^2} a.$$
Thus, after shifting coordinates in the same way, our alternative $X$ will be distributed like $X \sim N(-\frac{\sigma_x^2}{\sigma_y^2 \sigma_z}, \sigma_1 I)$. Now, the same idea as before will yield the required formula.

In the case of $\sigma_0 < \sigma_1$, we do practically the same thing, yet now, we have to keep in mind, that $B$ will not be a ball, but its complement, therefore we will obtain “−−” in the formulas.

\[\square\]

**Lemma F.2.** Functions $\xi_>(a), \xi_<(a)$ are continuous on the whole $\mathbb{R}_+$. Particularly, they are continuous at 0.

**Proof.** Assume for simplicity $\sigma_0 > \sigma_1$ and fix $x_0$, whose position is irrelevant and fix $x_1$ such that $\|x_0 - x_1\| = a_m$, where $a_m$ is the point, where we prove the continuity. Note, that $\chi^2_N(\lambda, x)$ can be interpreted (as we have seen) as a probability of an offset ball with radius $\sqrt{x}$ and offset $\sqrt{\lambda}$. Assume we have a sequence $(a_i)_{i=1}^\infty, a_i \to a_m$. Define $x_i$ to be a point lying on the line defined by $x_0, x_1$ s.t. $\|x_0 - x_i\| = a_i$. Define $B_{a_i}$ to be the worst-case ball corresponding to $a_i, x_i$. Now, without loss of generality, we can assume, that all $B_i$’s are open. We have already seen from Lemma 2.2, that centers of $B_i$ converge to the center of $B_m$. Define $X_i = 1(B_i), X_m = 1(B_m)$.

First we need to prove, that $r_i$, radiuses of the balls converge. Assume for contradiction, that $r_i$ do not converge. Without loss of generality, let $r_i = \limsup r_i > r_m$. If $r_s = \infty$, it is trivial to see, that $P_0(B_i) \neq p_B$ for some $i$ for which $r_i$ is too big. If $r_s < \infty$, consider $(a_i)_{i=1}^\infty$ to be the subsequence for which $r_s$ is monotonically attained. Define $B_s$ the ball with center $x_1$ and radius $r_s$ and $X_s = 1(B_s)$. Then, $X_i \xrightarrow{w} X_s$ for $i \to \infty$ and from dominated convergence theorem, $P_0(B_{a_i}) \to P_0(B_s)$. However, $P_0(B_{a_k}) > P_0(B_{a_m}) = p_B$, what is contradiction, since obviously $P_0(B_{a_k}) \neq p_B$ for some $k$.

Since $\sigma_1$ is fixed, the $P_{01}$, probability measures corresponding to $N(x_1, \sigma_1 I)$ are actually the same probability measure up to a shift. Therefore, $P_{01}(B_s)$ can be treated as $\mathbb{P}(B_s)$, where $\mathbb{P}$ is simply measure corresponding to $N(0, \sigma_1 I)$ and $B_s$ is simply $B_s$ shifted accordingly s.t. $P_{01}(B_s) = \mathbb{P}(B_s)$ (and assume, without loss of generality, that for each $i$, they are shifted such that their centers lie on a fixed line). Now, since we know, that “position” of both the centers of the balls and the $x_1$ is continuous w.r.t $a$, as can be seen from Lemma 2.2 (and the radiuses are still $r_i$ and converge), we see, that even $1(B_i) \to 1(B_m)$ almost surely. Now, we can simply use dominated convergence theorem using $\mathbb{P}$ to obtain $\mathbb{P}(B_s) \to \mathbb{P}(B_m)$ and thus $P_{01}(B_s) \to P_{01}(B_m)$, what we wanted to prove.

Note that the proof for the case $\sigma_0 < \sigma_1$ is fully analogous, yet instead of class B probabilities, we work with class A probabilities to still work with balls and not with less convenient complements.

\[\square\]

**Lemma F.3.** If $\lambda_1 > \lambda_2$, then $\chi^2_N(\lambda_1, x^2) \leq \chi^2_N(\lambda_2, x^2)$.

**Proof.** Let us fix $N(0, I)$ and respective measure $\mathbb{P}$ and respective density $f$. From symmetry, the NCCHCSQ defined as distribution of $\|X\|^2$ for an offset normal distribution can be as well defined as $\|X - s\|^2$ under centralized normal distribution. Define $B_1$ a ball with center at $(\lambda_1, 0, \ldots, 0)$ and radius $x$ and $B_2$ a ball with center at $(\lambda_2, 0, \ldots, 0)$ and radius $x$. Denote $C(B)$ as the center of a ball $B$. From definition of NCCHSQ it now follows, that $\mathbb{P}(B_1) = \chi^2_N(\lambda_1^2, x^2), i \in \{1, 2\}$. Therefore, it suffices to show $\mathbb{P}(B_1) \leq \mathbb{P}(B_2)$.

Define $D_1 = B_1 \setminus B_2$ and $D_2 = B_2 \setminus B_1$. Then we know:

\[
\begin{align*}
\mathbb{P}(B_1) &= \int_{B_1} f(z)dz = \int_{B_1 \setminus B_2} f(z)dz + \int_{B_1 \setminus B_2} f(z)dz = \int_{B_1 \setminus B_2} f(z)dz + \int_{B_1 \setminus B_2} f(z)dz \\
\mathbb{P}(B_2) &= \int_{B_2} f(z)dz = \int_{B_2 \setminus B_1} f(z)dz + \int_{B_2 \setminus B_1} f(z)dz = \int_{B_2 \setminus B_1} f(z)dz + \int_{B_2 \setminus B_1} f(z)dz.
\end{align*}
\]

Thus,

\[
\mathbb{P}(B_1) \leq \mathbb{P}(B_2) \iff \int_{D_1} f(z)dz \leq \int_{D_2} f(z)dz.
\]

Let $S = \frac{C(B_1) + C(B_2)}{2}$. Define a central symmetry $M$ with center $S$. Let $z_1 \in D_1$. Then $z_1$ can be decomposed as $z_1 = C(B_1) + d, \|d\| \leq x$. Then, $z_2 := M(z_1) = C(B_2) - d$ from symmetry. This way, we see, that $D_1 = M(D_2)$ and...
D_2 = M(D_1) under a bijection M which does not distort the geometry and distances of the euclidean space. Therefore, it suffices to show:
\[ \forall z \in D_2 : f(z) \geq f(M(z)), M(z) \in D_1. \]

From the monotonicity of \( f(y) \) w.r.t \( |y| \), it actually suffices to show \( \|z\| \leq \|M(z)\| \) \( \forall z \in D_2 \). Fix some \( z \in D_2 \). By the fact that \( M \) is central symmetry and \( z \to M(z) \), it is obvious, that \( z = S + p, M(z) = S - p \), where \( p \) is some vector. Now, using law of cosine, we can write:
\[ \|z\|^2 = \|S\|^2 + \|p\|^2 - 2\|S\||p|\cos(\alpha), \]
where \( \alpha \) is angle between \( S \) and \( -p \). On the other hand:
\[ \|M(z)\|^2 = \|S\|^2 + \|-p\|^2 - 2\|S\||-p|\cos(\pi - \alpha). \]

It is obvious from these equations, that
\[ \|z\| \leq \|M(z)\| \iff \alpha \leq \pi/2 \iff p^T S \leq 0. \]

Here, the crucial observation is, that \( D_1 \) and \( D_2 \) are separated by a hyperplane perpendicular to \( S \) (vector), such that \( S \) (point) is in this hyperplane. From this it follows:
\[ y \in D_2 \implies y^T S \leq \|S\|^2, \quad y \in D_1 \implies y^T S \geq \|S\|^2. \]

Now, since \( z = S + p \) and \( z \in D_2 \), this implies \( \|S\|^2 \geq z^T S = \|S\|^2 + p^T S \) and thus \( p^T S \leq 0 \).

**Lemma F.4.** Functions \( \xi_>(a), \xi_<(a) \) are non-decreasing in \( a \).

**Proof.** First assume \( \sigma_0 > \sigma_1 \) and analyse \( \xi_>(a) \). From Lemma F.2, we can without loss of generality assume, that \( a > 0 \), since \( \xi_>(0) \) is simply the limit for \( a \to 0 \) and cannot change the monotonicity status.

Now, fix \( a > 0 \) and define \( x_0, x_1 \) s.t. \( \|x_0 - x_1\| = a \). Denote \( B_a \) to be the worst-case ball corresponding to \( x_0, x_1 \) and \( \mathbb{P}_1 \) as usual. Choose \( \epsilon < \frac{\sigma_1^2}{\sigma_0^2 - \sigma_1^2} a \), which is the distance between \( x_1 \) and \( C(B_a) \), as can be seen from Lemma 2.2.

Now, assume \( x_2 \) lies on the line defined by \( x_0, x_1 \) with \( \|x_0 - x_2\| = a + \epsilon \). Let \( B_{a+\epsilon} \) be the corresponding worst-case ball and \( \mathbb{P}_2 \) as usual. First observe, that \( \mathbb{P}_2(B_a) \geq \mathbb{P}_1(B_a) \), since \( \|x_1 - C(B_a)\| > \|x_2 - C(B_a)\| \). Here we use \( \chi^2_k(\lambda_1, x) \leq \chi^2_k(\lambda_2, x) \) if \( \lambda_1 > \lambda_2 \), what is proved in Lemma F.3. Second, note, that since \( B_{a+\epsilon} \) is the worst-case ball for \( x_2 \), it follows \( \mathbb{P}_2(B_{a+\epsilon}) \geq \mathbb{P}_2(B_a) \). Thus, \( \mathbb{P}_1(B_a) \leq \mathbb{P}_2(B_{a+\epsilon}) \), but that is exactly \( \xi_>(a) \leq \xi_>(a + \epsilon) \).

To prove \( \xi_>(a) \leq \xi_>(a + \epsilon) \) also for \( \epsilon > \frac{\sigma_1^2}{\sigma_0^2 - \sigma_1^2} a \), it suffices to consider finite sequence of points \( a_i \) starting at \( a \) and ending at \( a + \epsilon \) that are “close enough to each other” such that the respective \( \epsilon_i \) that codes the shift \( a_i \to a_{i+1} \) satisfy \( \epsilon_i < \frac{\sigma_1^2}{\sigma_0^2 - \sigma_1^2} a_i \).

Now, assume \( \sigma_0 < \sigma_1 \) and analyse \( \xi_<(a) \). The proof is similar, but we have to be a bit careful about some details. Again, fix \( a > 0 \), define \( x_0, x_1 \) accordingly and all other objects as before, except now, let us denote \( A_a = B_a \) and \( A_{a+\epsilon} = B_{a+\epsilon} \) to be the class \( A \) balls which are complements to the anti-balls \( B \). Again, \( \mathbb{P}_2(A_a) \leq \mathbb{P}_1(A_a) \), since \( \|x_1 - C(A_a)\| < \|x_2 - C(A_a)\| \). We again used the monotonicity from Lemma F.3. Moreover, \( \mathbb{P}_2(A_{a+\epsilon}) \leq \mathbb{P}_2(A_a) \), since \( B_{a+\epsilon} \) is the worst-case set for \( x_2 \). Therefore, \( \mathbb{P}_1(A_a) \geq \mathbb{P}_2(A_{a+\epsilon}) \), but after reverting to \( B \)'s, it follows \( \xi_<(a) \leq \xi_<(a + \epsilon) \).

Here, we don’t even need to care about \( \|\epsilon\| \), since the centers of \( A \)'s are on the opposite half-lines from \( x_0 \) than \( x_1 \) and \( x_2 \).

To prove the main theorem, we need a simple bound on a median of central chi-squared distribution, shown in (Robert, 1990) in a more general way.

**Lemma F.5.** For all \( c \geq 0 \),
\[ N - 1 + c \leq \chi^2_{N,qf}(c, 0.5) \leq \chi^2_{N,qf}(0.5) + c. \]

**Proof.** See (Robert, 1990).
**Theorem 2.4 (the curse of dimensionality):** Let $x_0, x_1, p_A, \sigma_0, \sigma_1, N$ be as usual. Then, the following two implications hold:

1. If $\sigma_0 > \sigma_1$ and 
   $$
   \log\left(\frac{\sigma_1^2}{\sigma_0^2}\right) + 1 - \frac{\sigma_1^2}{\sigma_0^2} < \frac{2\log(1 - p_A)}{N},
   $$
   then $x_1$ is not certified w.r.t. $x_0$.

2. If $\sigma_0 < \sigma_1$ and 
   $$
   \log\left(\frac{\sigma_1^2}{\sigma_0^2}\frac{N - 1}{N}\right) + 1 - \frac{\sigma_1^2}{\sigma_0^2}\frac{N - 1}{N} < \frac{2\log(1 - p_A)}{N},
   $$
   then $x_1$ is not certified w.r.t. $x_0$.

**Proof.** We will first prove first statement, thus let us assume $\sigma_0 > \sigma_1$. Then $\mathbb{P}_1(B) = \xi_>(\|x_0 - x_1\|)$. From monotonicity of $\xi$ showed in Lemma F.4, we know $\xi_>(\|x_0 - x_1\|) \geq \xi_>(0)$. We will show $\xi_>(0) > 0.5$. We have, using definition of $\xi_>$ plugging in $a = 0$:

$$
\xi_>(0) = \chi_N^2\left(\frac{\sigma_0^2}{\sigma_1^2}\chi_{N,qf}^2(1 - p_A)\right).
$$

Note, that here, we work with central chi-square cdf and quantile function. In order to show $\xi_>(0) > 0.5$, it suffices to show

$$
\frac{\sigma_0^2}{\sigma_1^2}\chi_{N,qf}^2(1 - p_A) \geq N,
$$

because it is well-known, that median of central chi-square distribution is smaller than mean, which is $N$, i.e. from strict monotonicity of cdf, we will get $\chi_N^2(N) > 0.5$. To show the above inequality, we will use Chernoff bound on chi-squared, which states the following: If $0 < z < 1$, then $\chi_N^2(zN) \leq (z \exp(1 - z))^N$. Putting $z \equiv \frac{\sigma_1^2}{\sigma_0^2}$, using chernoff bound we get:

$$
\chi_N^2\left(\frac{\sigma_1^2}{\sigma_0^2}N\right) \leq \left[\frac{\sigma_0^2}{\sigma_1^2}\exp\left(1 - \frac{\sigma_1^2}{\sigma_0^2}\right)\right]^N < 1 - p_A.
$$

The last inequality is required to hold. If it holds, then necessarily $\chi_{N,qf}^2(1 - p_A) > \frac{\sigma_1^2}{\sigma_0^2}N$ and thus $\frac{\sigma_0^2}{\sigma_1^2}\chi_{N,qf}^2(1 - p_A) > N$. Manipulating the required inequality, we will get exactly

$$
\log\left(\frac{\sigma_1^2}{\sigma_0^2}\right) + 1 - \frac{\sigma_1^2}{\sigma_0^2} < \frac{2\log(1 - p_A)}{N},
$$

what is the assumption of 1.

Similarly we will also prove the statement 2. Assume $\sigma_0 > \sigma_1$. Like in part 1, we will just prove $\xi_< (0) > 0.5$ by using chernoff bound. This time, however, we have:

$$
\xi_< (0) = 1 - \chi_N^2\left(\frac{\sigma_0^2}{\sigma_1^2}\chi_{N,qf}^2(p_A)\right),
$$

i.e. we need to prove

$$
\chi_N^2\left(\frac{\sigma_0^2}{\sigma_1^2}\chi_{N,qf}^2(p_A)\right) < \frac{1}{2}.
$$

The second part of Chernoff bound states: If $1 < z$, then $\chi_N^2(zN) \geq 1 - (z \exp(1 - z))^{N/2}$. Let us choose $z \equiv \frac{\sigma_1^2}{\sigma_0^2}\frac{N - 1}{N}$. Then Chernoff bound yields:

$$
\chi_N^2\left(\frac{\sigma_1^2}{\sigma_0^2}\frac{N - 1}{N}N\right) \geq 1 - \left[\frac{\sigma_1^2}{\sigma_0^2}\frac{N - 1}{N} \exp\left(1 - \frac{\sigma_1^2}{\sigma_0^2}\frac{N - 1}{N}\right)\right] > p_A.
$$
If this holds, then 
\[ \frac{\sigma^2}{\sigma_0^2} \frac{N - 1}{N} N > \chi^2_N(p_A) \iff \frac{\sigma_0^2}{\sigma_1^2} \chi^2_N(p_A) < N - 1. \]

Now, using Lemma F.5 for the easy case of central chi-squared, we see: 
\[ \chi^2_N(N - 1) < 0.5 \] and thus
\[ \frac{\sigma_0^2}{\sigma_1^2} \chi^2_N(p_A) < \frac{1}{2}, \]

what we wanted to prove. \(\square\)

**Corollary 2.5 (one-sided simpler bound):** Let \(x_0, x_1, p_A, \sigma_0, \sigma_1, N\) be as usual and assume now \(\sigma_0 > \sigma_1\). Then, if 
\[ \frac{\sigma_1}{\sigma_0} < \sqrt{1 - 2 \sqrt{-\log(1 - p_A) / N}}, \]
then \(x_1\) is not certified w.r.t \(x_0\).

**Proof.** We will simply prove
\[ \frac{\sigma_1}{\sigma_0} < \sqrt{1 - 2 \sqrt{-\log(1 - p_A) / N}} \implies \log \left( \frac{\sigma_1^2}{\sigma_0^2} \right) + 1 - \frac{\sigma_1^2}{\sigma_0^2} < \frac{2 \log(1 - p_A)}{N}. \]

Assume expression \(\log(1 - y) + y; 1 > y > 0\). From Taylor series, it is apparent, that \(\log(1 - y) + y < -\frac{y^2}{2}\). Therefore, if 
\[ -\frac{y^2}{2} < \frac{2 \log(1 - p_A)}{N}, \]
then also \(\log(1 - y) + y < \frac{2 \log(1 - p_A)}{N}\). Solving for \(y\) in the first inequality, we get sufficient condition \(y > 2 \sqrt{-\log(1 - p_A) / N}\). Plugging \(1 - \frac{\sigma_1^2}{\sigma_0^2}\) into \(y\) we get:
\[ 1 - \frac{\sigma_1^2}{\sigma_0^2} > \frac{2 \log(1 - p_A)}{N}, \]

which is very easily manipulated to the inequality from theorem statement. \(\square\)

**Theorem 3.1:** Let \(x_0, x_1, p_A, \sigma_0\) be as usual and let \(\|x_0 - x_1\| = R\). Then, the following two statements hold:

1. Let \(\sigma_1 \leq \sigma_0\). Then, for all \(\sigma_2 : \sigma_1 \leq \sigma_2 \leq \sigma_0\), if \(\xi_{\sigma_2}(R, \sigma_2) > 0.5\), then \(\xi_{\sigma_2}(R, \sigma_1) > 0.5\).
2. Let \(\sigma_1 \geq \sigma_0\). Then, for all \(\sigma_2 : \sigma_1 \geq \sigma_2 \geq \sigma_0\), if \(\xi_{\sigma_2}(R, \sigma_2) > 0.5\), then \(\xi_{\sigma_2}(R, \sigma_1) > 0.5\).

**Proof.** We will first prove the first statement. Denote, as usual in the proofs \(B_i\) the worst-case ball for \(\sigma_i, P_i\) the probability associated to \(N(x_1, \sigma_0^2 I)\). Since \(\xi_{\sigma_2}(R, \sigma_2) > 0.5\) and since it is essentially \(P_2(B_2)\), we see, that the probability of a ball under normal distribution is bigger than half. This is obviously possible just if \(x_1 \in B_2\). From the fact, that \(B_1\) is the worst-case ball for \(\sigma_1\) we see \(\xi_{\sigma_1}(R, \sigma_1) = P_1(B_1) \geq P_1(B_2)\). It suffices to show \(P_1(B_2) \geq P_2(B_2)\).

This follows, since \(\sigma_1 \leq \sigma_2\) and \(x_1 \in B_2\). We know, that we can rescale the space such that 
\[ P_1(B_2) = P_2 \left( \frac{\sigma_2^2}{\sigma_1^2} (B_2 - x_1) + x_1 \right), \]
using the fact that \(\sigma\) just scales the normal distribution. The set \(\frac{\sigma_2^2}{\sigma_1^2} (B_2 - x_1) + x_1\) is just an image of \(B_2\) via homothety with center \(x_1\) and rate \(\frac{\sigma_2^2}{\sigma_1^2}\). So it suffices to prove 
\[ P_2 \left( \frac{\sigma_2^2}{\sigma_1^2} (B_2 - x_1) + x_1 \right) \geq P_2(B_2). \]
However, obviously \( \frac{\partial}{\partial z}(B_2 - x_1) + x_1 \geq B_2 \) from convexity of a ball. If, namely, \( x_1 + z \in B_2 \), then from convexity also \( x_1 + \frac{\partial}{\partial z} \in B_2 \) and this maps back to \( x_1 + z \), thus \( x_1 + z \) is in an image. Applying monotonicity of \( P \), we obtain the result.

Now we will prove the second statement and as usual, let \( A_1, A_2, P_1, P_2 \) be as usual (\( A \) is now the ball connected to class \( A \)). As always, \( P_1(A_1) \leq P_1(A_2) \), so it suffices to show \( P_2(A_2) < 0.5 \). Now, we need to distinguish two cases. If \( x_1 \in A_2 \), the proof is completely analogical to the first part, but now reasoning on \( A \)'s rather than \( B \)'s. In this case, we will even get stronger \( P_1(A_2) \leq P_2(A_2) \) just like in the first part. If \( x_1 \notin A_2 \), then it is easy to see, that indeed \( P_2(A_2) < 0.5 \), yet it is also obvious to see that \( P_1(A_1) < 0.5 \). This finishes the proof of the lemma.

**Theorem 3.2:** Let \( \sigma(x) \) be \( r \)-semi-elastic function and \( x_0, p_A, N, \sigma_0 \) as usual. Then, the certified radius at \( x_0 \) guaranteed by our method is

\[
CR(x_0) = \max \{ 0, \sup \{ R \geq 0; \, \xi(z)(R, \sigma_0 \exp(-rR)) < 0.5 \, \text{ and } \, \xi(\sigma_0 \exp(rR)) < 0.5 \} \}.
\]

**Proof.** This follows easily from Theorem 3.1

**Lemma E.6.** Let us have \( f(x) = \sum_{i=1}^{M} f_i(x)1(x \in R_i) \), where \( \{R_i\}_{i=1}^{M} \) is finite set of regions that divide the \( \mathbb{R}^N \) and \( \{f_i\}_{i=1}^{M}, f_i : R_i \rightarrow \mathbb{R} \) is finite set of \( 1 \)-Lipschitz continuous (1-LC) functions. Moreover assume, that \( f(x) \) is continuous. Then, \( f(x) \) is 1-LC.

**Proof.** We do not assume any nice behaviour from our decision regions, what can make the situation quite ugly. For instance, regions might not be measurable. However, it will not be a problem for us.

Fix \( x_1, x_2 \). Consider line segment \( S = x_1 + \alpha(x_2 - x_1), \alpha \in [0, 1]. \) Let us instead of points in \( S \) work with numbers in \([0, 1]\) via the \( \alpha \) encoding. Consider the following coloring \( C \) of \([0, 1] \): Each point \( \alpha \in [0, 1] \) will be assigned one of \( M \) colors according to which region the \( x_1 + \alpha(x_2 - x_1) \) belongs. Define \( d_1 \equiv 0 \) and \( d_2 = \sup \{ z \in [0, 1], C(z) = C(d_1) \} \).

Thus, \( d_2 \) is the supremum of all numbers colored the same color as \( 0. \) Then,

\[
|f(x_1 + d_2(x_2 - x_1)) - f(x_1 + d_1(x_2 - x_1))| \leq (d_2 - d_1)\|x_2 - x_1\|.
\]

Why? Let \( \{z_j\}_{j=1}^{\infty} \) be a non-decreasing sequence s.t. \( C(z_j) = C(0) \) and \( z_j \rightarrow d_2. \) Since \( f \) is continuous, obviously \( f(x_1 + d_2(x_2 - x_1)) = \lim_{j \rightarrow \infty} f(x_1 + z_j(x_2 - x_1)) \). Now, since norm and absolute value are both continuous functions and since from 1-LC of \( f_{C(0)} \) on \( R_{C(0)} \) we have

\[
\forall j \in \mathbb{N} : \frac{|f(x_1 + z_j(x_2 - x_1)) - f(x_1 + d_1(x_2 - x_1))|}{(z_j - d_1)\|x_2 - x_1\|} \leq 1,
\]

we also necessarily have

\[
\frac{|f(x_1 + d_2(x_2 - x_1)) - f(x_1 + d_1(x_2 - x_1))|}{(d_2 - d_1)\|x_2 - x_1\|} \leq 1.
\]

If \( d_2 = 1 \), we finish the construction. If not, distinguish two cases. First assume \( C(d_2) = C(d_1) \). In this case, take some color \( C \) s.t.

\[
\exists \{z_j\}_{j=1}^{\infty} : z_{j+1} \leq z_j \forall j \in \mathbb{N} \, \text{ and } \, z_j \rightarrow d_2 \and z_j > d_2 \forall j \in \mathbb{N},
\]

and fix one such \( \{z_j\}_{j=1}^{\infty} \). Obviously, \( C \neq C(0) \), since \( d_2 \) is upper-bound on points of color \( C(0) \). Then, define \( d_3 = \sup \{ z \in [0, 1], C(z) = C \} \) and also define \( \{\bar{z}_j\}_{j=1}^{\infty} : \bar{z}_{j+1} \geq \bar{z}_j \forall j \in \mathbb{N} \and \bar{z}_j \rightarrow d_3 \). From continuity of \( f \), we again have \( f(x_1 + d_3(x_2 - x_1)) = \lim_{j \rightarrow \infty} f(x_1 + z_j(x_2 - x_1)) \) and similarly \( f(x_1 + d_3(x_2 - x_1)) = \lim_{j \rightarrow \infty} f(x_1 + \bar{z}_j(x_2 - x_1)). \)

Again from continuity of absolute value and norm and 1-LC of all the partial functions we have:

\[
\forall j \in \mathbb{N} : \frac{|f(x_1 + \bar{z}_j(x_2 - x_1)) - f(x_1 + z_j(x_2 - x_1))|}{(\bar{z}_j - z_j)\|x_2 - x_1\|} \leq 1
\]

and

\[
\frac{|f(x_1 + d_3(x_2 - x_1)) - f(x_1 + d_2(x_2 - x_1))|}{(d_3 - d_2)\|x_2 - x_1\|} \leq 1.
\]
Now assume $C(d_2) \neq C(d_1)$. Then, we can take as $C$ directly $C(d_2)$ and do the same as in the last paragraph (note, that this case could have implicitly come up in the previous construction too, but we would need to not take $C = C(0)$ and we find this case distinction to be more elegant).

If $d_3 = 1$, we finish the construction. If not, we continue in exactly the same manner as before. Since the number of colors $M$ is finite, we will run out of colors in finite number of steps and thus, eventually there will be $l \leq M$ s.t. $d_l = 1$. The final 1-LC is now trivially obtained as follows:

$$|f(x_1 + 1(x_2 - x_1)) - f(x_1 + 0(x_2 - x_1))| = \left| \sum_{i=1}^{l-1} f(x_1 + d_{i+1}(x_2 - x_1)) - f(x_1 + d_i(x_2 - x_1)) \right|$$

$$\leq \sum_{i=1}^{l-1} |f(x_1 + d_{i+1}(x_2 - x_1)) - f(x_1 + d_i(x_2 - x_1))| \leq \sum_{i=1}^{l-1} (d_{i+1} - d_i)\|x_2 - x_1\|$$

$$= \|x_2 - x_1\| \sum_{i=1}^{l-1} (d_{i+1} - d_i) = \|x_2 - x_1\|$$

\[\square\]

**Theorem 4.1:** The $\sigma(x)$ defined in Equation 1 is $r$-semi-elastic.

**Proof.** Our aim is to prove, that

$$\log(\sigma(x)) = \log(\sigma_b) + r \left( \frac{1}{k} \sum_{x_i \in \mathcal{N}_k(x)} \|x - x_i\| - m \right)$$

is $r$ lipschitz continuous. Obviously, this does not depend neither on $\log(\sigma_b)$, nor on $-rm$, so we will focus just on $\frac{1}{k} \sum_{x_i \in \mathcal{N}_k(x)} \|x - x_i\|$. Obviously, this function is $r$ lipschitz continuous if and only if $\frac{1}{k} \sum_{x_i \in \mathcal{N}_k(x)} \|x - x_i\|$ is 1-LC.

Let us fix $y \in \mathbb{R}^N$. We will first prove $\|x - y\|$ is 1-LC. Let us fix $x_1, x_2$. From triangle inequality we have

$$\|x_1 - y\| - \|x_2 - y\| \leq \|x_1 - x_2\|,$$

what is exactly what we wanted to prove.

Now fix $y_1, y_2, \ldots, y_k$ and $x_1, x_2$. Then

$$\left| \frac{1}{k} \sum_{i=1}^k \|x_1 - y_i\| - \frac{1}{k} \sum_{i=1}^k \|x_2 - y_i\| \right| = \frac{1}{k} \left| \sum_{i=1}^k \|x_1 - y_i\| - \|x_2 - y_i\| \right|$$

$$\leq \frac{1}{k} \sum_{i=1}^k \|x_1 - y_i\| - \|x_2 - y_i\| \leq \frac{1}{k} \sum_{i=1}^k \|x_1 - x_2\| = 1$$

Finally note, that using the $k$ nearest neighbors out of finite training dataset will divide $\mathbb{R}^N$ in a finite number of regions, where each region is defined by the set of $k$ nearest neighbors for $x$ in that region. Note, that the average distance from $k$ nearest neighbors is obviously continuous. Then, using Lemma F.6, the claim follows. \[\square\]