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Abstract

Impressive results in natural language processing (NLP) based on the Transformer neural network architecture have inspired researchers to explore viewing offline reinforcement learning (RL) as a generic sequence modeling problem. Recent works based on this paradigm have achieved state-of-the-art results in several of the mostly deterministic offline Atari and D4RL benchmarks. However, because these methods jointly model the states and actions as a single sequencing problem, they struggle to disentangle the effects of the policy and world dynamics on the return. Thus, in adversarial or stochastic environments, these methods lead to overly optimistic behavior that can be dangerous in safety-critical systems like autonomous driving. In this work, we propose a method that addresses this optimism bias by explicitly disentangling the policy and world models, which allows us at test time to search for policies that are robust to multiple possible futures in the environment. We demonstrate our method’s superior performance on a variety of autonomous driving tasks in simulation.

1. Introduction

Recent works have achieved impressive results in a variety of sequence modeling problems from NLP (Brown et al., 2020; Radford et al., 2019; 2018) to trajectory prediction (Ngiam et al., 2021; Liu et al., 2021; Quintanar et al., 2021; age) by leveraging powerful Transformer (Vaswani et al., 2017) models. Inspired by these numerous successes, several recent works (Chen et al., 2021b; Janner et al., 2021) have explored ways of reformulating sequential-decision making problems in the offline RL framework as a single sequence modeling problem. In particular, these approaches jointly model the states, actions, and rewards as a single data stream with a high-capacity Transformer. These Transformer-based methods are able to outperform the behavioral policy at test time by either conditioning on desired outcomes when picking actions or leveraging the model to search for high-reward trajectories. The main benefit of this paradigm is that it avoids many of the complexities involved in modern model-free and model-based offline RL algorithms.

There are 2 major issues with treating RL as a single sequence modeling problem like the words or characters in a NLP problem. (1) States and actions are fundamentally different concepts. The agent always has complete control over its action sequences, but often has only limited influence on the resulting state transitions. In adversarial or stochastic environments, the same action in the same state can lead to potentially different outcomes, which affects the likelihood or feasibility of achieving a desired result. This leads to the more practical issue (2), which is that we often need to perform different optimizations over the policy actions and the potential state transitions. Generally, we want to find the action that maximizes reward, but either in expectation over possible future states or with respect to the worst case scenario. Thus, in safety-critical domains or adversarial games we often want to perform a maximum over potential actions and a minimum over possible futures in the environment. Thus in these types of environments, special considerations are needed to ensure effective planning during deployment. Ozair et al. (2021) demonstrates similar issues when deploying MuZero (Schrittwieser et al., 2020) with different MCTS (Coulom, 2006) frameworks in chess. They find that planning with a single-player variant of MuZero that treats the other player as an unknown part of the environment results in a catastrophic drop in performance relative to the traditional two-player adversarial framework.

Most prior works in offline RL have focused on the mainly deterministic D4RL (Fu et al., 2020) benchmarks and a variety of weakly stochastic Atari (Machado et al., 2018) benchmarks. Therefore, there has been limited focus on the difficulties of deploying such methods in largely stochastic domains. In this work, we instead focus specifically on stochastic safety-critical domains, and use autonomous driving as a representative setting. Understanding the stochastic and multi-modal nature of traffic is critical to safe and robust autonomous driving. For example, the same turning
sequence for the ego-vehicle could lead to a successful traversal of an intersection or a crash depending on the unknown intentions of the other agents. In this setting, the deployment strategies described in recent sequence modeling approaches for offline RL will lead to overly optimistic behavior because they do not properly disentangle the effects of the policy and world dynamics on the outcome. Specifically, they are biased to believe that the environment will cooperate with them because those sequences are most likely to lead to desired high returns.

In order to address this optimism bias in prior approaches, we develop a method called SeParated Latent Trajectory Transformer (SPLT Transformer), which learns separate generative Transformer models for the policy and dynamics. Because we focus on the autonomous driving domain, we represent each of these models as discrete latent variable Variational Auto-Encoder (VAE) (Kingma & Welling, 2013) as inspired by prior work (Tang & Salakhutdinov, 2019). By training two separate discrete latent variable VAE models, we can efficiently search over different possible ego behaviors and their interactions with different possible environment responses. We demonstrate how this planning approach allows us during test-time to search for policies that are robust to many possible futures in the environment.

2. Related Work

Many recent works have explored leveraging high-capacity sequence models in sequential decision making problems as well as in autonomous driving. Most of the works in the former area have focused on deterministic environments and thus struggle in stochastic and multi-modal problems like autonomous driving. Most of the works applying sequence models to autonomous driving have focused specifically on joint trajectory prediction for all the vehicular and pedestrian agents in the scene. These methods have been effective in capturing the multi-modal stochastic nature of autonomous driving, but often do not consider how these approaches should be leveraged to generate a robust driving policy during deployment. In this work, we develop a method that incorporates ideas from both of these fields in order to learn sequential policy and dynamics models entirely from offline data. Then, we demonstrate how these models can be leveraged at test-time to perform robust planning solely from quantities inferable from an ego-centric perception system.

2.1. Sequence-Modeling for Offline RL

Two major works that have explored reformulating the offline RL problem as a single sequence modelling problem are Decision Transformer (Chen et al., 2021b) and Trajectory Transformer (Janner et al., 2021). In stochastic environments like autonomous driving, both approaches can act optimistically because they fail to account for the uncontrollable factors in the environment that can affect the ability to achieve a specific return.

Decision Transformer is a return-conditioned model-free method that learns a Transformer-based policy that takes in the historical states and actions and a target return, and outputs the action that is most likely to lead to a trajectory sequence that achieves the target return. In stochastic environments, the difficulties come from picking a suitable target return without strong prior knowledge of the testing domain. This is especially problematic because the distribution of possible returns is heavily dependent on the stochastic transitions of the environment. Thus, setting a large target return that is not always feasible can lead to overly aggressive and optimistic behavior, while setting any lower target return could lead to sub-optimal behavior in situations where the environment does not roll favorably.

Trajectory Transformer is a model-based method that trains a Transformer-based trajectory model that can hallucinate potential trajectories in the environment. In stochastic environments, the main concern is how you use this model to properly search for a suitable next action or trajectory-sequence given the uncontrollable stochastic transitions. Naively deploying NLP-style beam search as proposed in the original Trajectory Transformer paper (Janner et al., 2021) without accounting for these uncontrollable stochastic transitions will be biased to explore and pick trajectories where the environment just so happens to roll favorably. This will similarly lead to optimistic behavior, which can be dangerous in safety-critical environments. To address this issue, a different searching procedure needs to be used that can reason about the states and actions separately. One possible avenue for doing this step-wise would be to explore the different variants of MCTS described in Ozair et al. (2021), but that would lead to an approach that scales exponentially with the search horizon, while our approach only scales linearly with the search horizon.

In order to illuminate the optimism bias in Decision Transformer and Trajectory Transformer, consider a simple discrete and stochastic MDP where there is only 5 states \( \{s_0, s_{11}, s_{12}, s_{21}, s_{22}\} \in S \) and 2 actions \( \{a_1, a_2\} \in A \). The agent always starts in \( s_0 \). Then, if the agent takes \( a_1 \) it will stochastically transition from \( s_0 \rightarrow s_{11} \) or \( s_0 \rightarrow s_{12} \) with equal probability. Similarly, if the agent takes \( a_2 \) it will stochastically transition from \( s_0 \rightarrow s_{21} \) or \( s_0 \rightarrow s_{22} \) with equal probability. The reward at each state is: 0 for \( s_0 \), 10 for \( s_{11} \), -10 for \( s_{12} \), 6 for \( s_{21} \), and 4 for \( s_{22} \). The trajectory terminates upon reaching any state besides \( s_0 \). In this MDP, the expected return for taking \( a_1 \) is 0 and for taking \( a_2 \) is 5. Let’s assume that our dataset consists of samples from a uniform random policy. Now, the optimism bias in Trajectory Transformer comes from the modified beam search they use at test-time. They jointly unroll the next action
and resulting state, reward, and return and then filter based on which trajectories have the highest estimated return. In this setting, the trajectory model should properly predict all possible transitions. Then, their beam search will chose to take action $a_1$ because it will lead to the highest return of 10 when it predicts the transition $s_0 \rightarrow s_{11}$. However, picking $a_1$ is obviously suboptimal in expectation, even if $a_1$ could lead to the best possible return. The optimism bias for Decision Transformer comes from picking a fixed target return and their heuristic of setting it to be the highest in the dataset. If we condition on getting a return of 10 (the highest possible), then it will clearly pick action $a_1$ as that is the only action where the probability of achieving the desired outcome is nonzero. Note that this is an issue for any return-conditioned method, not just Decision Transformer. The inclination for both methods to select $a_1$ because there is a possibility it has the highest return, even though $a_2$ is a better action in expectation and in the worst-case scenario is the specific optimism bias we allude to in this paper.

We validate the optimism bias in these approaches in a toy multi-modal autonomous driving task, and further demonstrate how addressing these issues leads to our method achieving superior performance.

2.2. Conservatism and Risk-Sensitive RL

Our work is also related to the fields of risk-sensitive RL and conservatism for offline RL. Most prior works in risk-sensitive RL focus on learning a policy that is optimized not for expected return, but rather some risk-sensitive profile over the distribution of returns (Ma et al., 2021; Shen et al., 2014). Many approaches accomplish this by learning a distributional Q-function that estimates the full distribution of potential returns (Dabney et al., 2018) rather than just the expected return. Instead of learning a distributional or risk-sensitive Q-function, we use a learned Transformer world model to hallucinate possible future trajectories and pick a robust behavior that does well in the worst-case predicted future.

Prior works in offline RL have explored different methods of incorporating conservatism in both model-based (Yu et al., 2020; Kidambi et al., 2020) and model-free (Kumar et al., 2020; Kostrikov et al., 2021) RL methods. However, offline RL approaches generally leverage conservatism specifically to discourage the agent from visiting state-actions that are outside the training distribution where the learned models could fail to generalize (Levine et al., 2020). In contrast, in this work we explore using a conservative approach to address the difficulties of planning in stochastic environments in safety-critical domains, like autonomous driving.

2.3. Trajectory Prediction in Autonomous Driving

Many recent works in trajectory prediction leverage attention-based models (Tang & Salakhutdinov, 2019; Choi et al., 2019) and in particular Transformer neural networks (Ngiam et al., 2021; Liu et al., 2021; Quintanar et al., 2021; age) to make accurate long-term predictions in complex traffic situations. These methods can learn to attend specifically to the relevant factors in both the target and surrounding vehicles’ recent trajectories in order to make predictions that are consistent with the surrounding traffic. Additionally, many trajectory prediction approaches have incorporated VAEs (Tang & Salakhutdinov, 2019; Quintanar et al., 2021; age) to facilitate covering the different possible modes of future traffic trajectories. However, these approaches have mostly been evaluated on different variations of prediction error on a held out test-set with little focus on the effectiveness of leveraging these models for long-term online planning, like for the CARLA (Dosovitskiy et al., 2017) NoCrash (Codevilla et al., 2019) or Leaderboard\(^1\) benchmarks.

In this work, we also leverage Transformers and VAEs in order to make multi-modal trajectory predictions. However, we focus specially on learning models that can be effectively used for robust search during deployment on an ego vehicle.

2.4. Learning Behavior for Self-Driving

Recently, there have been several works that have focused on learning behavioral policies for autonomous driving from offline datasets. Most of this work revolves around performing imitation learning on the behavioral policy of a privileged autopilot agent in simulation (Chen et al., 2020; Prakash et al., 2021; Chen et al., 2021a).

In our work, we also use a privileged autopilot to collect our offline dataset in simulation. Instead of just learning the behavioral policy, we use these data to learn both a multi-modal policy, and a multi-modal world model that allows us to do efficient and robust search at test-time. Later, we demonstrate how this search leads our method to outperform pure imitation learning.

3. Preliminaries

3.1. Offline Reinforcement Learning

In RL, we treat the environment as a Markov decision process (MDP)\(^2\) represented as $(S, A, T, R, \rho_0, \gamma)$, where $S$ denotes the state space, $A$ denotes the action space, $T(s' | s, a)$ represents the probabilistic transition dynamics, $R$ is the

\(^1\)https://leaderboard.carla.org/

\(^2\)While we do evaluate in environments that could be considered POMDPs, we use the MDP formalism in our paper to keep it consist with most prior work in offline RL.
While our high-level details are more inspired by DT, we use 4 self-attention blocks with 8 self-attention heads. The goal in RL is to find a policy that maximizes the expected discounted return $R_t = \sum_{i=t}^{T} \gamma^{t-i}r_i$. The expectation term represents the reconstructions loss, and the KL Divergence term acts as a regularizer that keeps the encoder output close to the prior. Thus with a trained VAE model, we can sample a $z$ from our prior $p(z)$ and pass it to our decoder $p(d|z)$ to generate a sample from the desired distribution.

3.4. $\beta$-VAE

When training VAEs with high-capacity models like Transformers or CNNs (Krizhevsky et al., 2012), the decoders often learn to ignore the high-entropy stochastic latent variables. Therefore, Higgins et al. (2016) proposed a modification to the standard ELBO loss and introduced a coefficient $\beta$ to the KL Divergence term. Lowering this hyperparameter $\beta$ below 1 reduces the regularizing effect on the latent variables and thus makes it easier for the models to incorporate the latent variables into their predictions. We find $\beta \in [0.0001, 0.01]$ to be effective for our experiments.

4. Separated Latent Trajectory Transformer

In this section, we describe how we train 2 separate Transformer-based discrete latent variable VAEs to represent our policy and world models, and how we leverage these models for robust planning at test-time. Figure 1 contains an overview of the entire SPLIT model architecture.

4.1. Discrete Latent Variable VAE

In order for our models to be useful for search, they need to (1) be able to produce a good range of candidate behaviors for any given situation for the ego vehicle and (2) cover a majority of the different modes of potential responses from the agents in the environment. Towards this end we train separate Transformer-based VAEs for both the policy and world models. We make the specific design choice for the stochastic latent variables for both models to be discrete and consistent over the entire planning horizon. This allows us to tractably enumerate all possible candidate trajectories without exponential branching, which enables efficient search at test-time. The intuition is that the policy latent variables should correspond to different high-level intentions or policies for the ego-vehicle, like whether to tail another vehicle aggressively or keep your distance. Similarly, the world latent variables should correspond to different possible intentions of the observable vehicles, like whether a vehicle in the opposing lane will go straight or turn through the

---

Kingma & Welling (2013) introduces an encoder $q_\phi(z|d)$ that can be used to instead optimize the evidence lower bound (ELBO) on the log-likelihood of the data

$$
\log p(d) \geq E_{z \sim q_\phi(z|d)}[\log p_\theta(d|z)] - D_{KL}(q_\phi(z|d)||p(z))
$$

The expectation term represents the reconstructions loss, and the KL Divergence term acts as a regularizer that keeps the encoder output close to the prior. Thus with a trained VAE model, we can sample a $z$ from our prior $p(z)$ and pass it to our decoder $p_\theta(d|z)$ to generate a sample from the desired distribution.

3.2. Transformers

Transformers (Vaswani et al., 2017) are a neural network architecture that use several stacks of self-attention blocks to process an arbitrary collection of inputs. By leveraging positional encodings and a causal-attention map, Transformers can be used as sequence models for autoregressive generation. In this work, we mostly use a similar GPT-based (Radford et al., 2018) architecture as DT (Chen et al., 2021b). In particular, we use the same linear layer + layer normalization to project the raw inputs into the embedding dimension. We use 4 self-attention blocks with 8 self-attention heads. While our high-level details are more inspired by DT, our code and GPT implementation are based on the publicly available TT (Janner et al., 2021) codebase.

3.3. Variational Auto-Encoder

Our method uses conditional variational autoencoders (CVAE) as generative policy and world models that we can use to generate realistic and multi-modal candidate trajectories for test-time search. Thus, in this section we give a general overview of variational autoencoders (VAE). The goal of a VAE model is to generate samples $d$ that are within the distribution of a training set $\mathcal{D} = \{d_i\}_{i=1}^N$. Thus the model should be trained to maximize the likelihood of all training points $d_i$. VAEs accomplish this by sampling a latent variable $z$ from some prior $p(z)$ and training a decoder $p_\theta(d|z)$ to convert the latent variable into a sample. However, optimizing this model is often intractable and thus

---

3https://github.com/JannerM/trajectory-transformer
4.1.1. Encoders

Both the world encoder $q_{\phi_w}$ and policy encoder $q_{\phi_p}$ use the same architecture and receive the same trajectory representation. Specifically, they both take in $K$-length trajectory sequences of the form

$$\tau^K_t = \{ s_t, a_t, s_{t+1}, a_{t+1}, \ldots, s_{t+K}, a_{t+K} \}$$

and output a $n_w$ or $n_p$ dimensional discrete latent variable with each dimension having $c$ possible values

$$z^K_t \sim q_{\phi_w}(\cdot | \tau^K_t), \quad z^K_t \in \{1, \ldots, c\}^{n_w}$$

$$z^K_t \sim q_{\phi_p}(\cdot | \tau^K_t), \quad z^K_t \in \{1, \ldots, c\}^{n_p}$$

The core modules for both encoders are Transformers based on the GPT architecture similar to TT and DT, except we do not perform any masking of the attention. Thus, all elements in the Transformer can actively attend to every other component in the sequence. We take the mean of the Transformer outputs for all the elements in order to coalesce the entire trajectory into a single vector representation $v^w$ and $v^p$. Finally, we pass each of these outputs into a small MLP that outputs the independent categorical distributions for $z^w_t$ and $z^p_t$ respectively. Thus, the conditional distributions for $z^w_t$ and $z^p_t$ are represented as $n_w$ and $n_p$ independent multinomial distributions respectively. We leverage the straight-through gradient estimator (Bengio et al., 2013) as described in Hafner et al. (2020) in order to make the sampling procedure fully differentiable for training.

4.1.2. Policy Decoder

The policy decoder uses a similar input trajectory representation

$$\tau^K_{t+k} = \{ s_t, a_t, s_{t+1}, a_{t+1}, \ldots, s_{t+k} \}$$

and also takes in the latent variable $z^p_t$. The goal of the policy decoder is to estimate

$$p_{\theta_p}(a_{t+k} | \tau^K_{t+k}; z^p) \quad \forall k \in [1, K]$$

so that we can predict the most likely next state, reward, and discounted return in the trajectory. The world model decoder is similarly represented with a causal Transformer and incorporates its latent variable $z^w$ in the same manner as the policy decoder. The major difference is that the world model decoder has 3 separate heads to output the 3 different required quantities. The output distributions are similarly represented as unit-variance isotropic Gaussians with the means outputted by the different heads of the deterministic decoder $f_w$

$$p_{\theta_w}(s_{t+k+1} | \tau^K_t; z^w)$$
$$p_{\theta_w}(r_{t+k+1} | \tau^K_t; z^w)$$
$$p_{\theta_w}(R_{t+k+1} | \tau^K_t; z^w)$$

$\forall k \in [1, K]$
The main difference between our CVAE formulation and the standard formulation is that we use independent discrete uniform distributions as our prior

\[ p(z_π) := \mathcal{U}(1, c) \quad \forall i \in [1, n_π] \]
\[ p(z_w) := \mathcal{U}(1, c) \quad \forall i \in [1, n_w] \]

because our latent variables are discrete and multidimensional. This prior makes the KL-Divergence terms in equations (1) and (2) equivalent to independently maximizing the entropy of each dimension of \( z_π \) and \( z_w \) respectively. This regularizes the decoders and encourages the VAEs to leverage all available combinations of discrete latent variables.

Because we use the straight-through gradient estimator, we can differentiate through the multinomial sampling of the latent variables. Thus for both CVAEs, we can jointly train the encoders and decoders end-to-end by directly optimizing objective (1) for the policy models and objective (2) for the world models.

### 4.2. Training

During training, we sample batches of \( K \)-length trajectories from our offline dataset. The states and actions of these trajectories are passed into the world and policy encoders in order to generate the corresponding \( z_w \) and \( z_π \) s. Each \( z_π \) and its corresponding trajectory are passed into the policy decoder, where it predicts all actions in the trajectory through the standard teacher-forcing procedure (Williams & Zipser, 1989). Each \( z_w \) and its corresponding trajectory are passed into the world decoder, where it predicts all the next states, rewards, and discounted returns in the trajectory also through the teacher-forcing procedure. The policy decoder and encoder parameters are updated to minimize equation (1), and the world decoder and encoder parameters are updated to minimize equation (2). We train all our models with the Adam optimizer (Kingma & Ba, 2014) with a learning rate of \( 1 \times 10^{-4} \) and weight decay 0.1. Additionally, we normalize all raw values by subtracting the mean and dividing by the standard deviation of the dataset.

### 4.3. Planning

In this section, we describe how we can use our trained conditional policy and world model decoders in order to perform efficient and robust search at test-time.

#### 4.3.1. Candidate Trajectory Generation

First, we describe how we can generate a single candidate trajectory given a specific \( z_π \) and \( z_w \).

Assume that we are currently at a state \( s_t \) and we have stored a history of the last \( k \) steps of the trajectory

\[ \tau_{t-k}^k = \{s_{t-k}, a_{t-k}, \ldots, s_t, a_t\} \]

Our goal is to predict a possible continuation of that trajectory over the planning horizon \( h \)

\[ \hat{\tau}_{t-k}^{k+h} = \{s_{t-k}, a_{t-k}, \ldots, s_t, a_t, \hat{s}_{t+1}, \ldots, \hat{s}_{t+k}, \hat{a}_{t+h}\} \]

Additionally, we want to estimate the future discounted returns for our candidate trajectory

\[ \hat{R}(\hat{\tau}_{t}^{h}) = \sum_{i=0}^{h} \gamma^i \hat{r}_{t+i} + \gamma^{h+1} \hat{R}_{t+h+1} \]

In order to predict these quantities, we alternatively make autoregressive predictions from the policy and world models. Specifically, we alternate between predicting the next action

\[ \hat{a}_{t+i} = f_π(\{s_{t-i}, a_{t-i}, \ldots, s_t, \hat{a}_t, \ldots, \hat{s}_{t+i}\}, z_π) \]

and the next state, reward, and return

\[ \hat{s}_{t+i+1}, \hat{r}_{t+i}, \hat{R}_{t+i+1} = f_w(\{s_{t-i}, a_{t-i}, \ldots, s_t, \hat{a}_t, \ldots, \hat{s}_{t+i}, \hat{a}_{t+i}\}, z_w) \]

We repeat this alternating procedure until we reach the horizon length \( h \) and compute \( \hat{R}(\hat{s}_{t}^{h}) \) and its corresponding \( \hat{R}(\hat{\tau}_{t}^{h}) \).

#### 4.3.2. Action Selection

Because we use discrete latent variables, we can enumerate all possible combinations of \( z_π \) and \( z_w \). There are \( c^{n_π} \)
We start with a toy autonomous driving problem that we designed to be very simple, but that still demonstrates the dangerous optimism bias in prior Transformer-based approaches.

In this toy problem, we have an ego vehicle trailing a leading vehicle with both travelling in the same direction on a 1-D path. Both vehicles are represented using point-mass dynamics, but only the ego vehicle is controllable. Half of the time the leading vehicle will begin hard-braking at the last possible moment in order to stop just before the 70m mark before continuing. The other half of the time the leading vehicle will immediately speed up to the maximum speed and continue for the entire trajectory. The ego vehicle cannot infer beforehand whether the leading vehicle will brake or not, and thus this is a completely stochastic event from the perspective of the ego vehicle.

The observation space is the absolute position and velocity of both the ego and leading vehicle. The action space is just the acceleration for the ego vehicle clipped to \([-1, 1]\) m/s². The maximum velocity for both vehicles is 10m/s and the minimum velocity is 0m/s, so the vehicles cannot travel backwards. The ego vehicle is rewarded for the distance traveled at each timestep, but is given a penalty of \(-100\) if it crashes. The trajectory ends after 10s or if the ego vehicle crashes into the leading vehicle. The ego vehicle is initialized at 0m with a random velocity in \([7.5, 10]\) m/s. The leading vehicle is initialized randomly within \([10, 20]\) m and with the same velocity as the ego vehicle.

For the offline dataset, we collected \(\sim 100000\) steps with a distribution of different IDM (Treiber et al., 2000) controllers that demonstrate a wide range of aggressiveness, and includes some trajectories where the IDM controller is too aggressive and collides with the leading vehicle. We show our results in Table 1.

For DT, we find that conditioning on the maximum return in the dataset leads to crashes every time the leading vehicle brakes. If we condition on the mean return of the best controller used to collect the dataset, then we get the opposite behavior. The agent does not crash, but also does not take full advantage of the situations where the leading vehicle does not brake, and thus underperforms. While we were able to tune the conditional return in order to get reasonable results, we found the optimal value to be quite arbitrary. Thus, we believe this parameter will be very difficult to tune in more general and complex stochastic environments, where the possible returns would be very hard to estimate beforehand without significant prior knowledge of the specific testing scenario.

For TT, we find that the results depend heavily on the scope of the search used. When we use the default parameters from their codebase for the beam search, we get results very comparable to behavior cloning, which is quite suboptimal. When we reduce the low-probability filtering to allow for more aggressive search, we find that the method sometimes crashes into the leading vehicle because it picks the predicted trajectory where both vehicles will continue at max speed. Similar to DT, we expect tuning the search aggressiveness for TT to be difficult without significant prior knowledge of the intended testing scenario.

For our method, we find that our world VAE is able to predict both possible modes for the leading vehicle’s behavior.
Additionally, the policy VAE seems to be able to predict a range of different trailing behaviors. Thus, our method is able to properly search for an effective and robust behavior and achieves results comparable to the best controller in the distribution used to collect the data.

5.2. NoCrash

Next, we evaluate our method on the CARLA (Dosovitskiy et al., 2017) NoCrash (Codevilla et al., 2019) benchmark. For these experiments, we run the 0.9.11 version of CARLA at 5fps. We assume access to a global route planner that can generate dense waypoints to our goal, an accurate localization system, and a perception system that can identify the state of any vehicle or traffic light directly in front of us within a limited sensing range. In our experiments, we obtain these ground truth quantities from the CARLA simulator, as commercial self-driving car efforts already have systems to provide these quantities. Thus, we leave implementing such systems as beyond the scope of this project.

The goal in the CARLA NoCrash benchmark is to navigate in a suburban town to a desired goal waypoint from a predetermined start waypoint. The benchmark takes place in the CARLA towns Town01 and Town02 and consists of 25 different routes in each town.

For our observation we use a low-dimensional vector representation consisting of: (1) the relative heading error to the next target waypoint, (2) the distance from the center of the target lane, (3) the ego vehicle speed, (4) the relative distance to the leading vehicle or the max sensing range if there is no leading vehicle in range, (5) the speed of the leading vehicle or the max speed if there is no leading vehicle in range, (6) the distance to the upcoming red light or the max sensing range if there is no red light in range. There are 2 actions: the steering and the target velocity for a PID controller. The ego car is rewarded for traveling faster and receives a small penalty for deviating from the target lane and a large penalty for crashing or incurring a traffic infraction. We terminate the trajectory whenever the car crashes, incurs an infraction, times out, or reaches the goal.

We collect our offline dataset with autopilot agents with a distribution of different levels of aggressiveness. This aggressiveness corresponds to the parameters of a time-to-collision-based controller that is used to adjust the vehicle’s speed in response to any leading vehicles. Additionally, the autopilots use a PID controller for steering, and always immediately brake if they are too close to a red light. We collect ~300000 steps with these autopilots in the Town01 routes in the dense traffic setting. The autopilots are imperfect and have an average success rate of 95.45% in Town01.

We evaluate all methods by training on this Town01 dataset and then running in the unseen Town02 routes with the dense traffic setting. We depict our results in Table 2. We find that TT and DT conditioned on the max return have a lower success rate than BC, which we suspect is due to the optimism bias we previously described leading to unnecessary collisions and infractions. When we tune the target return for DT it can outperform BC in terms of average success rate and speed. However, similar to the toy problem, we found the tuned return to be quite arbitrary. Without online evaluation or prior knowledge of the testing domain, it would be quite difficult to estimate the best target return, especially considering that the testing scenarios are different from the training scenarios. Our SPLT method is also able to achieve a higher average success rate and speed compared to BC. We suspect that our positive results are due to our method’s planning procedure which avoids the optimism bias of TT’s naive beam search.

IQL is a non-recurrent model-free offline RL method. Instead of using model-based planning or a return-conditioned policy, it leverages a conservative Q-learning approach to perform advantage weighted regression (Peng et al., 2019) in order to learn a policy that improves over the data-collection policy. IQL’s superior performance compared to all the offline Transformer-based approaches demonstrates the benefits of leveraging a conservatively trained Q-function. We believe the contributions of our work related to addressing the optimism bias in prior Transformer-based offline RL methods to be mostly orthogonal to IQL. Thus, we leave potential extensions of incorporating an IQL style Q-function into the planning or policy learning procedure as future work.

5.3. Leaderboard

Next, we evaluate our method on a modified version of the CARLA Leaderboard benchmark. For these experiments,
Table 2. We evaluate all methods with 3 seeds and on 4 different runs through all 25 routes in the unseen Town02. We report the mean and standard deviation across seeds. DT(m) is Decision Transformer conditioned on the maximum return in the dataset. DT(t) is DT with a hand tuned conditional return. Autopilot(t) is the best controller from the distribution used to collect the data.

<table>
<thead>
<tr>
<th>Metric</th>
<th>SPLT (Ours)</th>
<th>BC</th>
<th>TT</th>
<th>DT(m)</th>
<th>DT(t)</th>
<th>IQL</th>
<th>Autopilot(t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success (%)</td>
<td>96.3 ± 2.1</td>
<td>95.3 ± 0.4</td>
<td>89.0 ± 2.8</td>
<td>92.0 ± 7.1</td>
<td>96.0 ± 3.3</td>
<td>99.0 ± 0.8</td>
<td>100.0</td>
</tr>
<tr>
<td>Speed (m/s)</td>
<td>2.71 ± 0.04</td>
<td>2.51 ± 0.0</td>
<td>2.67 ± 0.1</td>
<td>2.72 ± 0.03</td>
<td>2.72 ± 0.02</td>
<td>2.84 ± 0.09</td>
<td>2.75</td>
</tr>
</tbody>
</table>

Table 3. We train and evaluate each methods using 3 seeds on the Leaderboard devtest routes. We report the mean and standard deviation across seeds. Total scores are calculated using the official Leaderboard evaluator, which depends on collisions per kilometer (km), infractions per km, and route completion rate. For both Total score and Completion (%) a larger value is better, while for Collision (/km) and Infraction (/km) a smaller value is better.

<table>
<thead>
<tr>
<th>Metric</th>
<th>SPLT (Ours)</th>
<th>BC</th>
<th>TT</th>
<th>DT(m)</th>
<th>DT(t)</th>
<th>IQL</th>
<th>Autopilot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total score</td>
<td>68.5 ± 3.9</td>
<td>51.7 ± 8.7</td>
<td>63.4 ± 13.4</td>
<td>70.4 ± 4.8</td>
<td>55.7 ± 9.8</td>
<td>66.5 ± 8.5</td>
<td>70.1</td>
</tr>
<tr>
<td>Completion (%)</td>
<td>94.6 ± 7.7</td>
<td>95.3 ± 5.4</td>
<td>96.2 ± 5.4</td>
<td>97.5 ± 3.6</td>
<td>66.2 ± 12.4</td>
<td>100.0 ± 0.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Collision (/km)</td>
<td>1.9 ± 0.5</td>
<td>4.6 ± 1.0</td>
<td>1.7 ± 1.9</td>
<td>1.5 ± 0.8</td>
<td>3.2 ± 1.8</td>
<td>2.1 ± 0.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Infraction (/km)</td>
<td>2.3 ± 1.1</td>
<td>2.4 ± 1.2</td>
<td>2.7 ± 0.7</td>
<td>2.4 ± 0.4</td>
<td>0.0 ± 0.0</td>
<td>2.1 ± 1.5</td>
<td>1.8</td>
</tr>
</tbody>
</table>

we run the 0.9.10.1 version of CARLA at 10fps. The only additional assumption we make is that our perception system can identify the state of any vehicles or pedestrians directly surrounding us in all directions within a limited sensing range.

The CARLA Leaderboard benchmark is much more comprehensive and requires the agent to perform more involved maneuvers like lane-changing in urban and highway situations. The major difference from our NoCrash setup is that we introduce 8 additional variables to the observation, corresponding to the distance and speed of surrounding vehicles in each of the 4 diagonal directions. We collect ~1.2 million time steps using the autopilot from the Transfuser (Prakash et al., 2021) codebase\(^7\) in the CARLA Challenge 2021 training routes for our offline dataset. We evaluate all methods on the officially released devtest routes. We depict our results in Table 3.

Besides DT with a tuned conditional-return, our method achieves the best overall driving score among all methods. Driving score is a comprehensive indicator for driving quality that accounts for route completion, collisions, and traffic infractions. The increased complexity in the Leaderboard scenarios leads to the world being less predictable and cooperative from the ego-vehicle’s perspective. Thus, our SPLT Transformer method, which disentangles the world dynamics and the agent decision-making process, is better equipped to handle this stochastic and uncooperative environment.

We believe that TT in particular underperforms relative to our SPLT method because its naive beam search does not plan appropriately for the range of possibly uncooperative multi-modal outcomes. On the other hand, our method is even able to achieve results on par with the privileged autopilot we used to collect the dataset.

6. Conclusion

We presented our SeParated Latent Trajectory Transformer (SPLT Transformer) method, which trains 2 separate policy and world VAE models that can be used at test-time to efficiently perform robust search. We discussed how our approach avoids the optimism bias that other Transformer-based approaches for offline RL struggle with in stochastic settings. Finally, we demonstrated how our method outperforms these baseline approaches on a variety of autonomous driving tasks.
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A. Hyperparameters

For all Transformer-based methods across all experiments, we kept the general Transformer hyperparameters consistent. We used 4 layers of self-attention blocks with 8 heads and an embedding size of 128.

For all Transformer-based methods, we start with the linear warmup rate scheduler from the TT codebase\(^8\). For all methods except TT, after the warmup we used a learning rate of \(1e^{-4}\) with a constant learning rate schedule. For TT, we used the cosine-annealing schedule from their codebase.

For our SPLT method, the only additional important hyperparameters are \(c\), \(n_w\), and \(n_\pi\) for the latent variables, \(\beta\) for the VAE, and \(h\) and \(k\) for the planning. We generally did a hyperparameter search over \(n_w \in [2, 4]\), \(n_\pi \in [2, 4]\), \(\beta \in [1e^{-4}, 1e^{-3}, 1e^{-2}]\), \(h \in \{5, 10\}\) and \(k \in \{2, 5\}\). For, the toy illustrative problem we used \(c = 2\), \(n_w = 2\), \(n_\pi = 3\), \(\beta = 1e^{-3}\), \(h = 5\), and \(k = 5\). For NoCrash, we used \(c = 2\), \(n_w = 3\), \(n_\pi = 2\), \(\beta = 0.01\), \(h = 5\), and \(k = 2\). For Leaderboard, we used \(c = 2\), \(n_w = 3\), \(n_\pi = 2\), \(\beta = 0.01\), \(h = 5\), and \(k = 2\).

For BC, we used a context \(k = 5\) for all experiments. For DT, we similarly used a context \(k = 5\) for all experiments. For TT, we used a context \(k = 5\) and horizon \(h = 5\) and the default search parameters from their codebase for all experiments. For IQL, we use the default parameters provided in the RLKit\(^9\) implementation. Namely, we set \(\tau = 0.7\), \(\beta = 0.33\) where \(\beta\) is an inverse temperature parameter for the advantage term in the policy extraction step.

For DT(t), we search over different scalars \(\alpha\) times the max return in the dataset as the desired target return. For the toy problem, we searched over \(\alpha \in \{0.8, 0.81, 0.82, 0.83, 0.84, 0.85, 0.86, 0.87, 0.88, 0.89, 0.9, 1.0\}\) and found \(\alpha = 0.86\) to get the best results. For NoCrash, we searched over \(\alpha \in \{0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0\}\) and found \(\alpha = 0.6\) to get the best results. For Leaderboard, we searched over \(\alpha \in \{0.25, 0.5, 0.75, 1.0, 2.0\}\) and found \(\alpha = 0.5\) to get the best results.

B. Offline D4RL Experiments

Table 4. For completeness, we compare our approach to existing state-of-the-art offline RL methods on the standard D4RL Mujoco locomotion-v2 domain. For BC, MBOP, CQL, DT, and TT we use the results reported from the TT paper. For IQL, we use the results reported from their paper. We report the mean and std for our method over 3 seeds with 10 trajectories for each seed.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Environment</th>
<th>BC</th>
<th>MBOP</th>
<th>CQL</th>
<th>DT</th>
<th>TT</th>
<th>IQL</th>
<th>SPLT (ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Med-Expert</td>
<td>HalfCheetah</td>
<td>59.9</td>
<td>105.9</td>
<td>91.6</td>
<td>86.8</td>
<td>95.0</td>
<td>0.2</td>
<td>86.7</td>
</tr>
<tr>
<td>Med-Expert</td>
<td>Hopper</td>
<td>79.6</td>
<td>55.1</td>
<td>105.4</td>
<td>107.6</td>
<td>110.0</td>
<td>2.7</td>
<td>91.5</td>
</tr>
<tr>
<td>Med-Expert</td>
<td>Walker2d</td>
<td>36.6</td>
<td>70.2</td>
<td>108.8</td>
<td>108.1</td>
<td>101.9</td>
<td>6.8</td>
<td>109.6</td>
</tr>
<tr>
<td>Medium</td>
<td>HalfCheetah</td>
<td>43.1</td>
<td>44.6</td>
<td>44.0</td>
<td>42.6</td>
<td>46.9</td>
<td>0.4</td>
<td>47.4</td>
</tr>
<tr>
<td>Medium</td>
<td>Hopper</td>
<td>63.9</td>
<td>48.8</td>
<td>58.5</td>
<td>67.6</td>
<td>61.1</td>
<td>3.6</td>
<td>66.3</td>
</tr>
<tr>
<td>Medium</td>
<td>Walker2d</td>
<td>77.3</td>
<td>41.0</td>
<td>72.5</td>
<td>74.0</td>
<td>79.0</td>
<td>2.8</td>
<td>78.3</td>
</tr>
<tr>
<td>Med-Replay</td>
<td>HalfCheetah</td>
<td>4.3</td>
<td>42.3</td>
<td>45.5</td>
<td>36.6</td>
<td>41.9</td>
<td>2.5</td>
<td>44.2</td>
</tr>
<tr>
<td>Med-Replay</td>
<td>Hopper</td>
<td>27.6</td>
<td>12.4</td>
<td>95.0</td>
<td>82.7</td>
<td>91.5</td>
<td>3.6</td>
<td>94.7</td>
</tr>
<tr>
<td>Med-Replay</td>
<td>Walker2d</td>
<td>36.9</td>
<td>9.7</td>
<td>77.2</td>
<td>66.6</td>
<td>82.6</td>
<td>6.9</td>
<td>73.9</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>47.7</td>
<td>47.8</td>
<td>77.6</td>
<td>74.7</td>
<td>78.9</td>
<td>76.9</td>
<td>72.9</td>
</tr>
</tbody>
</table>

For completeness, we evaluate our method on the D4RL Mujoco locomotion-v2 tasks. In these deterministic tasks, we find that our approach is comparable, but has no obvious competitive advantage over the prior Transformer-based methods as expected. Specifically, we find that our SPLT approach is generally competitive with these approaches on the medium-expert and medium datasets, but underperforms on the hopper and walker2d medium-replay tasks. We believe these results are reasonable given that the medium-replay datasets are the least similar to the autonomous driving data setting, where we assume that the dataset contains a limited number of temporally consistent behaviors.

For all these locomotion tasks we used \(c = 2\), \(n_w = 1\), \(n_\pi = 4\), \(\beta = 0.01\), \(h = 10\), and \(k = 5\)

\(^8\)https://github.com/JannerM/trajectory-transformer

\(^9\)https://github.com/rail-berkeley/rlkit
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C. Additional Toy AV Results

In table 5, we show an additional ablation result for our method, where we take a max over world latent variables instead of a min. This corresponds to our planner picking the candidate trajectory based on

$$\max_i \max_j \hat{R}_{ij}$$

Using this planning procedure causes our approach to have a similar optimism bias as the beam search used in TT. We find that using this max planner gets substantially worse results and causes collisions with the leading vehicle. These results demonstrate the importance in our approach of searching for a policy latent variable that is robust to the worst-case scenario in stochastic environments. Additionally, we include results for IQL with default parameters on this toy problem for reference.

Table 5.

<table>
<thead>
<tr>
<th>Metric</th>
<th>SPLT (Ours)</th>
<th>SPLT (max planner)</th>
<th>IQL</th>
<th>IDM(t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return</td>
<td>78.5 ± 0.2</td>
<td>46.6 ± 0.0</td>
<td>68.9 ± 0.4</td>
<td>78.6</td>
</tr>
<tr>
<td>Success (%)</td>
<td>100.0 ± 0.0</td>
<td>69.0 ± 0.9</td>
<td>100.0 ± 0.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

D. Planning

We include an additional diagram (Figure 2) to help depict the trajectory generation used in the planning algorithm.

E. Sensors

We include a diagram (Figure 3) here to depict the obstacle sensor setup we use in the Leaderboard experiments.
Figure 3. Each shaded red cone represents the sensing region for each of the obstacle detectors. Note that the range is not drawn to scale.