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Abstract

This paper studies stochastic optimization for a
sum of compositional functions, where the inner-
level function of each summand is coupled with
the corresponding summation index. We refer
to this family of problems as finite-sum cou-
pled compositional optimization (FCCO). It has
broad applications in machine learning for opti-
mizing non-convex or convex compositional mea-
sures/objectives such as average precision (AP),
p-norm push, listwise ranking losses, neighbor-
hood component analysis (NCA), deep survival
analysis, deep latent variable models, etc., which
deserves finer analysis. Yet, existing algorithms
and analyses are restricted in one or other as-
pects. The contribution of this paper is to provide
a comprehensive convergence analysis of a simple
stochastic algorithm for both non-convex and con-
vex objectives. Our key result is the improved or-
acle complexity with the parallel speed-up by
using the moving-average based estimator with
mini-batching. Our theoretical analysis also ex-
hibits new insights for improving the practical
implementation by sampling the batches of equal
size for the outer and inner levels. Numerical ex-
periments on AP maximization, NCA and p-norm
push corroborate some aspects of the theory.

1. Introduction
A fundamental problem in machine learning (ML) that has
been studied extensively is the empirical risk minimization
(ERM), whose objective is a sum of individual losses on
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training examples, i.e.,

min
w∈Ω

F (w), F (w) :=
1

n

∑
zi∈D

`(w; zi),

where w and Ω denotes the model parameter and its domain
(Ω ⊆ Rd), D denotes the training set of n examples, and zi
denotes an individual data. However, ERM may hide the
complexity of individual loss and gradient computation in
many interesting measures/objectives. Instead, in this paper
we study a new family of problems that aims to optimize
the following compositional objective:

min
w∈Ω

F (w), F (w) :=
1

n

∑
zi∈D

fi(g(w; zi,Si)), (1)

where g : Ω 7→ R 1, fi : R 7→ R, and Si denotes another
(finite or infinite 2) set of examples that could be either de-
pendent or independent of zi. We give an example for each
case: 1) In the bipartite ranking problem, D represents the
positive data while S = Si represents the negative data; 2)
In the robust learning problem (e.g. the invariant logistic
regression in Hu et al. 2020), D represents the training data
set while Si denotes the set of perturbed observations for
data zi ∈ D, where Si depends on zi. We are particularly
interested in the case that set Si is infinite or contains a large
number of items, and assume that an unbiased stochastic
estimators of g and ∇g can be computed via sampling from
Si. We refer to (1) as finite-sum coupled compositional
optimization (FCCO) and its objective as finite-sum cou-
pled compositional risk (FCCR), where for each data zi
the risk fi(g(w; zi,Si)) is of a compositional form such
that g couples each zi and items in Si. It is notable that fi
could be stochastic or has a finite-sum structure that depends
on a large set of items. For simplicity of presentation and
discussion, we focus on the case that fi is a simple deter-
ministic function whose value and gradient can be easily
computed, which covers many interesting objectives of inter-
est. The algorithms and analysis can be extended to the case

1R refers to the d′-dimensional codomain of g (d′ ≥ 1).
2If Si is a finite set, we define g(w; zi,Si) =

1
|Si|

∑
ξij∈Si g(w; zi, ξij); If Si is an infinite set, we define

g(w; zi,Si) = E [g(w; zi, ξi) | zi], where ξi ∈ Si.
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that {fi,∇fi} are estimated by their unbiased stochastic
versions using random samples (discussed in Appendix E).

Applications of FCCO. The Average Precision (AP) maxi-
mization problem studied in Qi et al. (2021) is an example
of FCCO. Nevertheless, we notice that the application of
FCCO is much broader beyond the AP maximization, includ-
ing but are not limited to p-norm push optimization (Rudin,
2009), listwise ranking objectives (Cao et al., 2007; Xia
et al., 2008) (e.g. ListNet, ListMLE, NDCG), neighborhood
component analysis (NCA) (Goldberger et al., 2004), deep
survival analysis (Katzman et al., 2018), deep latent variable
models (Guu et al., 2020), etc. We postpone the details of
some of these problems to Section 4 and 5. We would like
to emphasize that efficient stochastic algorithms for these
problems are lacking or under-developed when the involved
set Si is big and/or the predictive model is nonconvex.

In this paper, we propose the Stochastic Optimization of the
X objectives listed in Sections 4 and 5 (SOX) and establish
its convergence guarantees for several classes of functions.

2. Related Work
In this section, we connect the FCCO problem to Condi-
tional Stochastic Optimization (CSO) and Stochastic Com-
positional Optimization (SCO) in the literature and discuss
the limitations of existing algorithms for FCCO. Then, we
position SOX in previous studies and list our contributions.

2.1. Conditional Stochastic Optimization (CSO)

The most straightforward approach to solve the FCCO
problem in (1) is to compute the gradient ∇F (w) =
1
n

∑
zi∈D∇g(w; zi,Si)∇fi(g(w; zi,Si)) and then use the

gradient descent method. However, it can be seen
that computing the gradient ∇F (w) is very expensive,
if not infeasible, when |D| or |Si| is large. Thus, a
natural idea is to sample mini-batches B1 ⊂ D and
Bi,2 ⊂ Si and compute the stochastic gradient v =

1
|B1|

∑
zi∈B1

∇g(w; zi,Bi,2)∇fi(g(w; zi,Bi,2)) and up-
date the parameter as w← w−ηv, where g(w; zi,Bi,2) :=

1
|Bi,2|

∑
ξij∈Bi,2 g(w; zi, ξij). The resulting algorithm is

named as biased stochastic gradient descent (BSGD)
in Hu et al. (2020) and the convergence guarantees of
BSGD under different assumptions are established. Ac-
tually, Hu et al. (2020) study the more general problem
Eξfξ(Eζ|ξ[gζ(w; ξ)]), which is referred to as conditional
stochastic optimization (CSO) and show that BSGD has the
optimal oracle complexity for the general CSO problem.
The FCCO problem can be mapped to the CSO problem
by zi = ξ, ζ ∈ Si and the only difference between these
two is the finite-sum structure of the outer-level function in
FCCO. Unfortunately, BSGD requires unrealistically large
batch sizes to ensure the convergence from the theoretical

perspective (Please refer to columns 5 and 6 of Table 1).
As a comparison, our approach explicitly exploits the finite
support of the outer level and leads to improved oracle com-
plexity with mini-batch sizes |B1| = O(1), |Bi,2| = O(1).

2.2. Stochastic Compositional Optimization (SCO)

A closely related class of problems: stochastic composi-
tional optimization (SCO) has been extensively studied in
the literature. In particular, the SCO problem with the fi-
nite support in the outer level is in the form of F (w) =
1
n

∑
zi∈D fi(g(w;S)), where S might be finite or not. The

difference between FCCO and SCO is that the inner func-
tion g(w;S) in SCO does not depend on zi of the outer
summation. The SCGD algorithm (Wang et al., 2017) is
a seminal work in this field, which tracks the unknown
g(wt;S) with an auxiliary variable ut that is updated by the
exponential moving average u ← (1 − γ)u + γg(w;B2),
γ ∈ (0, 1) based on an unbiased stochastic estimator
g(w;B2) of g(w;S), which circumvents the unrealistically
large batch size required by the sample average approxima-
tion approach. For example, we can sample a mini-batch
B2 ⊂ S and compute g(w;B2) := 1

|B2|
∑
ξj∈B2

g(w; ξj).
Then, the stochastic estimator of ∇F (w) can be com-
puted as vt = 1

|B2|
∑

zi∈B1
∇g(w;B2)∇fi(u). More re-

cently, the NASA algorithm (Ghadimi et al., 2020) modi-
fies the SCGD algorithm by adding the exponential mov-
ing average (i.e., the momentum) to the gradient estimator,
i.e., v ← (1 − β)v + β 1

|B1|
∑

zi∈B1
∇g(w;B2)∇fi(u),

β ∈ (0, 1), which improves upon the convergence rates of
SCGD. When fi is convex and monotone (d′ = 1) and g
is convex, Zhang & Lan (2020) provide a more involved
analysis for the two-batch SCGD3 in its primal-dual equiv-
alent form and derive the optimal rate for a special class
of problems that inner function is convex while the outer
function is convex and monotone.

SCO reformulation of FCCO. Given the union data set
S = S1 ∪ · · · Si · · · ∪ Sn, we can define g(w;S) =

[g(w; z1,S1)>, . . . , g(w; zn,Sn)>]> ∈ Rnd′ and f̂i(·) :=
fi(Ii·), Ii := [0d×d, . . . , Id×d, . . . , 0d×d] ∈ Rd′×nd′ (the
i-th block in Ii is the identity matrix while the others are ze-
ros), the FCCO problem F (w) = 1

n

∑n
i=1 fi(g(w; zi,Si))

can be reformulated as an SCO problem F (w) =
1
n

∑n
i=1 f̂i(g(w;S)) such that the existing algorithms for

the SCO problem can be directly applied to our FCCO
problem. Unfortunately, applying SCGD and NASA on

3In the original SCGD algorithm (Wang et al., 2017), they
use the same batch B2 to update u by g(w;B2) and to compute
the gradient estimator by ∇g(w;B2). In the work of Zhang &
Lan (2020), they analyze the two-batch version SCGD which uses
independent batches B2 and B′2 for g(w;B2) and ∇g(w;B′2).
The two-batch version with independent B2, B′2 is definitely less
efficient, but it considerably simplies the analysis.
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Table 1. Summary of iteration complexity of different methods for different problems. “NC” means non-convexity of F , “C” means
convexity of F ,“SC” means strongly convex and “PL” means Polyak-Lojasiewicz condition. “N/A” means not applicable or not available.
For the complexity of our method, we omit constants that are independent of n or the batch sizes. ∗ denotes additional conditions that Ω is
bounded, f is convex and monotone while gi is convex (but the smoothness of gi is not required). † assumes a stronger SC condition,
which is imposed on a stochastic function instead of the original objective. We suppose B1 = |Bt1| and B2 = |Bti,2| for simplicity.

Method NC C SC (PL)
Outer Batch

Size |B1|
Inner Batch
Size |Bi,2|

Parallel
Speed-up

BSGD (Hu et al., 2020) O(ε−4) O
(
ε−2
)

O
(
µ−1ε−1

)†
1

O(ε−2) (NC)
O(ε−1) (C/SC) N/A

SOAP (Qi et al., 2021) O(nε−5) - - 1 1 N/A

MOAP (Wang et al., 2021) O
(
nε−4

B1

)
- - B1 1 Partial

SOX/SOX-boost (this work) O
(
nε−4

B1B2

)
O
(
nε−3

B1B2

)
O
(
nµ−2ε−1

B1B2

)
B1 B2 Yes

SOX (β = 1) (this work) - O
(
nε−2

B1

)∗
- B1 B2 Partial

the FCCO problem via the SCO reformulation need n
oracles for the inner function g(w;S) (one oracle for
each g(w; zi,Si)) and update all n components of u =
[u1, . . . , un]> at any time step t even if we only sample
one data point zi ∈ D in the outer level, which could be
expensive or even infeasible.

Apart from adopting the rather naı̈ve SCO reformulation,
we can also alter the algorithm according to the special
structure of FCCO. SCGD and NASA algorithms could
be better tailored for the FCCO problem if it selectively
samples Bi,2 and selectively updates those coordinates ui
for those sampled zi ∈ B1 at each time step, instead of
sampling Bi,2 for all zi ∈ D and update all n coordinates
of u = [u>1 , . . . , u

>
n ]>. Formally, the update rule of u =

[u>1 , . . . , u
>
n ]> can be expressed as

ui ←

{
(1− γ)ui + γg(w; zi,Bi,2), i ∈ B1

ui, i /∈ B1

. (2)

The update rule above has been exploited by some recent
works (e.g. SOAP in Qi et al., 2021) to solve the average
precision (AP) maximization problem, which is a special
case of FCCO. However, the convergence guarantees of
these algorithms are only established for smooth nonconvex
problem and do not enjoy the parallel speed-up by mini-
batching. In this work, we build convergence theory for a
broader spectrum of problems and show the parallel speed-
up effect. Moreover, we ressolve several issues of existing
approaches from the algorithmic and theoretical perspec-
tives (See Table 1 and Section 3.1 for details).

2.3. Our Contributions

Our contributions can be summarized as follows.

• On the convex and nonconvex problems, our SOX al-

gorithm can guarantee the convergence but does not suf-
fer from some limitations in previous methods such as
the unrealistically large batch of BSGD (Hu et al., 2020),
the two independent batches for oracles of the inner level
in SCGD (Zhang & Lan, 2020), and the possibly ineffi-
cient/unstable update rule in MOAP (Wang et al., 2021).

• On the smooth nonconvex problem, SOX has an improved
rate compared to SOAP and enjoys a better dependence on
|Bi,2| compared to MOAP.

• Beyond the smooth nonconvex problem, we also establish
the convergence guarantees of SOX for problems that F is
convex/strongly convex/PL, which are better than BSGD in
terms of oracle complexity.

•Moreover, we carefully analyze how mini-batching in the
inner and outer levels improve the worst-case convergence
guarantees of SOX in terms of iteration complexity, i.e.,
the parallel speed-up effect. The theoretical insights are
numerically verified in our experiments.

3. Algorithm and Convergence Analysis
Notations. For machine learning applications, we let
D = {z1, . . . , zn} denote a set of training examples for
general purpose, let w ∈ Ω denote the model parameter
(e.g., the weights of a deep neural network). Denote by
hw(z) a prediction score of the model on the data z. A
function f is Lipchitz continuous on the domain Ω if there
exists C > 0 such that ‖f(w) − f(w′)‖ ≤ C‖w − w′‖
for any w,w′ ∈ Ω, and is smooth if its gradient is Lip-
chitz continuous. A function F is convex if it satisfies
F (w) ≥ F (w′) +∇F (w′)>(w −w′) for all w,w′ ∈ Ω,
is µ-strongly convex if there exists µ > 0 such that
F (w) ≥ F (w′) + ∇F (w′)>(w − w′) + µ

2 ‖w − w′‖2
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Algorithm 1 SOX(w0,u0,v0,η, β, γ, T )
1: for t = 1, . . . , T do
2: Draw a batch of samples Bt1 ⊂ D
3: if zi ∈ Bt1 then
4: Update the estimator of function value gi(wt)

uti = (1− γ)ut−1
i + γg(wt; zi,Bti,2)

5: end if
6: Update the estimator of gradient∇F (wt) by

vt = (1− β)vt−1

+ β
1

B1

∑
zi∈Bt1

∇g(wt; zi,Bti,2)∇fi( ut−1
i )

7: Update the model parameter wt+1 = wt − ηtvt
8: end for

for all w,w′ ∈ Ω. A smooth function F is said to
satisfy µ-PL condition if there exists µ > 0 such that
‖∇F (w)‖2 ≥ µ(F (w)−minw F (w)), w ∈ Ω.

We make the following assumptions throughout the paper4.

Assumption 1. We assume that (i) fi(·) is differentiable,
Lf -smooth and Cf -Lipchitz continuous; (ii) g(·; zi,Si) is
differentiable, Lg-smooth and Cg-Lipchitz continuous for
any zi ∈ D; (iii) F is lower bouned by F ∗.

Remark: If the assumption above is satisfied, it is easy
to verify that F (w) is LF -smooth, where LF := CfLg +
C2
gLf (see Lemma 4.2 in Zhang & Xiao 2021). The assump-

tion that fi is smooth and Lipchitz continuous seems to be
strong. However, the image of gi is bounded on domain Ω
in many applications (otherwise there might be a numeri-
cal issue), hence fi is smooth and Lipchitz continuous in a
bounded domain is enough for our results.

3.1. A Better Stochastic Algorithm for FCCO

We follow the idea of tailoring SCGD/NASA to solve the
FCCO problem by selective sampling and selective update
as described in Section 2.2. Next, we thoroughly discuss
the relation of our SOX algorithm to the existing algorithms
SOAP and MOAP for the FCCO problem.

SOAP algorithm (Qi et al., 2021) combines (2) with the
gradient step v ← 1

|B1|
∑

zi∈B1
∇g(w; zi,Bi,2)∇fi(ui),

w← w − ηv. Wang et al. (2021) attempted to do the same
adaptation for NASA (Ghadimi et al., 2020) by an algorithm
called MOAP, which applies the uniform random sparsifica-
tion (Wangni et al., 2018) or the uniform randomized block
coordinate sampling (Nesterov, 2012) to the whole g(w)
and derives the improved rate compared to SOAP. To be

4The result in Theorem 3 does not need gi to be smooth.

specific, the update rule of u = [u1, . . . , un]> in MOAP is

ui ←

{
(1− γ)ui + γ n

|B1|g(w; zi,Bi,2), i ∈ B1

(1− γ)ui, i /∈ B1.
(3)

It is worth mentioning that the convergence guarantees for
SOAP and MOAP are only established for the smooth non-
convex problems. Besides, SOAP and MOAP are only
analyzed when |Bt1| = 1. The update rule (3) of MOAP also
has several extra drawbacks: a) It requires extra costs to up-
date all ui at each iteration, while (2) only needs to update
ui for the sampled zi ∈ B1; b) For the large-scale problems
(i.e., n is large), multiplying g(w; zi,Bi,2) by n

|B1| might
lead to numerical issue; c) Due to the property of random
sparisifcation/block coordinate sampling (see Proposition
3.5 in Khirirat et al. 2018), it does not enjoy any benefit of
mini-batch Bi,2 in terms of iteration complexity.

Main idea of SOX: We make subtle modifications on SOAP
— 1) directly adding the gradient momentum; 2) using ut−1

i

instead of uti in step 6 of Algorithm 1, which are crucial
for us to improve the convergence rate. In particular, taking
expectation of the estimation error ‖ut−1

i − g(wt; zi,Si)‖2
over the randomness in zi ∈ Bt1 (due to independence be-
tween ut−1 and the randomness in zi ∈ Bt1) leads to bound-
ing the average error 1

n

∑
zi∈D ‖u

t−1
i −g(wt; zi,Si)‖2 over

all zi ∈ D, which can be decomposed into 1
n

∑
zi∈D ‖u

t
i −

ut−1
i ‖2 and 1

n

∑
zi∈D ‖u

t
i − g(wt; zi,Si)‖2, where the lat-

ter term is bounded as in Lemma 1 and the first term is
cancelled with the highlighted negative term in Lemma 1.

3.2. Improved Rate for the Nonconvex Problems

In this subsection, we present the convergence analysis for
the smooth nonconvex problems. We will highlight the key
differences from the previous analysis. We use the following
assumption, which is also used in previous works (Qi et al.,
2021; Wang et al., 2021).

Assumption 2. We assume that E[‖g(w; zi, ξi) −
g(w; zi,Si)‖2 | zi] ≤ σ2 and E[‖∇g(w; zi, ξi) −
∇g(w; zi,Si)‖2 | zi] ≤ ζ2 for any w, zi ∈ D, and ξi ∈ Si.

We aim to find the approximate stationary points.

Definition 1. w is an ε-stationary point if ‖∇F (w)‖ ≤ ε.

The recursion for the variance of inner function value esti-
mation Ξt := 1

n‖u
t−g(wt;S)‖2 is crucial for our analysis.

Lemma 1. If γ ≤ 1/5, the function value variance Ξt :=
1
n‖u

t − g(wt;S)‖2 can be bounded as

E [Ξt+1] ≤
(

1− γB1

4n

)
E [Ξt] +

5nη2C2
gE
[
‖vt‖2

]
γB1

+
2γ2σ2B1

nB2
− 1

4nE
[∑

zi∈Bt1
‖ut+1

i − uti‖2
]
.



Finite-Sum Coupled Compositional Stochastic Optimization

SCGD
(Wang et al., 2017)

NASA
(Ghadimi et al., 2020)

SOX (this work)

MOAP
(Wang et al., 2021)

SOAP
(Qi et al., 2021)

BSGD
(Hu et al., 2020)

+GM

+SS, SU

+SS

γ = 1 +GM

+SS, SU

Figure 1. The algorithmic relationship among our SOX and the existing algorithms. “GM” refers to the gradient momentum; “SS” refers
to the property that the algorithm only needs to selectively sample Bi,2 for those zi ∈ B1 at each time step; “SU” refers to the property
that the algorithm only needs to selectively update those coordinates ui for zi ∈ B1.

Instead of sampling a singleton Bt1 = {it} at each iteration
and bounding

∑
t[‖utit − g(wt; zit ,Sit)‖2] for zit in Qi

et al. (2021) 5, Lemma 1 bounds
∑
t ‖ut − g(wt;S)‖2 that

includes all coordinates of ut at each iteration. To build
the recursion, we consider a strongly convex minimization
problem minu

1
2‖u− g(wt;S)‖2 that is equivalent to

min
u=[u1,...,un]>

1

2

∑
zi∈D

‖ui − g(wt; zi,Si)‖2. (4)

Then, the step 4 in SOX can be viewed as stochastic block
coordinate descent algorithm applied to (4), i.e.,

uti =

{
ut−1
i − γ

(
ut−1
i − g(wt; zi,Bti,2)

)
, zi ∈ Bt1

uti, zi /∈ Bt1,
(5)

where ut−1
i − g(wt; zi,Bti,2) is the stochastic gradient of

the i-th coordinate in the objective (4). This enables to us
to use the proof technique of stochastic block coordinate
descent methods to build the recursion of Ξt and derive the
improved rate compared to previous works listed in Table 1.

By combining the lemma above with Lemma 2 and
Lemma 3 in the supplement, we prove the convergence to
find an ε-stationary point, as stated in the following theorem.

Theorem 1. Under Assumptions 1 and 2, SOX (Algo-
rithm 1) with β = O(min{B1, B2}ε2), γ = O(B2ε

2),

η = min
{

β
4LF

, γB1

30LfnC1Cg

}
can find an ε-stationary point

in T = O
(

max
{

n
B1B2ε4

, 1
min{B1,B2}ε4

})
iterations.

Remark: The above theory suggests that given a budget on
the mini-batch size B1 + B2 = B, the best value of B1 is
B1 = B/2. We will verify this result in experiments.

3.3. Improved Rate for (Strongly) Convex Problems

In this subsection, we prove improved rates for SOX for
convex and strongly convex objectives compared to previous
work BSGD (Hu et al., 2020). One might directly analyze
SOX with different decreasing step sizes for convex and

5Please refer to the comments above (27) in Wang et al. (2021)
for the issue of bounding

∑
t[‖u

t
it − g(wt; zit ,Sit)‖2].

strongly convex objectives separately as in Hu et al. (2020).
However, to our knowledge, this strategy does not yield an
optimal rate for strongly convex functions. To address this
challenge, we provide a unified algorithmic framework for
both convex and strongly convex functions and derive the
improved rates. The idea is to use the stagewise framework
given in Algorithm 2 to boost the convergence. Our strategy
is to prove an improved rate for an objective that satisfies a
µ-PL condition ‖∇F (w)‖2 ≥ µ(F (w)− F (w∗)), where
w∗ is a global minimum. Then, we use this result to derive
the improved rates for (strongly) convex objectives.

Theorem 2. Assume F satisfying the PL condition, by set-
ting εk = O(1/2k−1), βk = O(ηk), γk = O(nηkB1

), Tk =

O( 1
µηk

), ηk = O(min(µmin(B1, B2)εk,
µB1B2εk

n )), and
K = log(1/ε), SOX-boost ensures that E[F (wK) −
F (w∗)] ≤ ε, which implies a total iteration complexity
of T = O(max( n

µ2B1B2ε
, 1
µ2 min(B1,B2)ε )).

Specific values of the parameters in Theorem 2 can be found
in Theorem 4 in the appendix. The result above directly
implies the improved complexity for µ-strongly convex func-
tion, as it automatically satisfies the PL condition. For a
convex function, we use a common trick to make it strongly
convex by contructing F̂ (w) = F (w) + µ

2 ‖w‖
2, then we

use SOX-boost to optimize F̂ (w) with a small µ. Its con-
vergence is summarized by the following corollary.

Corollary 1. Assume F is convex, by setting µ = O(ε),
ηk, γk, βk, Tk according to Theorem 2, then after K =
log(1/ε)-stages SOX-boost for optimizing F̂ ensures that
E[F̂ (wK)−minw F̂ (w)] ≤ ε, which implies a total itera-
tion complexity of T = O(max( n

µ2B1B2ε
, 1
µ2 min(B1,B2)ε ))

for ensuring E[F (wK)− F (w∗)] ≤ ε.

Remark: The above result implies an complexity of T =
O(max( n

B1B2ε3
, 1

min(B1,B2)ε3 )) for a convex function.

3.4. Optimal Rate for A Class of Convex Problems

In this section, we consider a class of FCCO problems on
a closed, non-empty, and convex domain Ω and d′ = 1.
For simplicity, we denote g(w; zi,Si) by gi(w) and its
stochastic estimator g(w; zi, ξi) by gi(w; ξi) in this section.



Finite-Sum Coupled Compositional Stochastic Optimization

Algorithm 2 SOX-boost(w1, u1, v1, K)
1: for epochs k = 1, . . . ,K do
2: Update w, u, v by SOX(wk, uk, vk, ηk, βk, γk, Tk)
3: Update ηk, βk, γk, Tk according to Theorem 2
4: end for

We additionally make the assumption below.

Assumption 3. Assume that d′ = 1, fi is monotonically
increasing and convex, while gi is convex. The domain
Ω is bounded such that maxw∈Ω ‖w − w∗‖ ≤ CΩ and
maxw∈Ω ‖g(w; zi, ξi)‖ ≤ Dg for any i and r.v. ξi.

This FCCO can be reformulated as a saddle point problem.

min
w∈Ω

max
π1∈Π1

max
π2∈Π2

L(w, π1, π2),

where L(w, π1, π2) = 1
n

∑
zi∈D Li(w, πi,1, πi,2),

π1 = [π1,1, . . . , πn,1]>, π2 = [π1,2, . . . , πn,2]>,
Li,1(w, πi,1, πi,2) = πi,1Li,2(w, πi,2) − f∗(πi,1)
and Li,2(w, πi,2) = 〈πi,2,w〉 − g∗i (πi,2). Here f∗(·) and
g∗i (·) are the convex conjugates of f and gi, respectively.
We analyze the SOX algorithm with β = 1, γ = 1

1+τ
(τ > 0) and the projection onto Ω, which is equivalent to
the following primal-dual update formula:

πt+1
i,2 = arg max

πi,2

〈
πi,2,w

t
〉
− g∗i (πi,2), zi ∈ Bt1, (6)

πt+1
i,1 =


arg maxπi,1 πi,1Li,2(wt, πti,2(Bti,2))

−f∗(πi,1)− τDf∗(π
t
i,1, πi,1),

zi ∈ Bt1

πti,1, zi 6∈ Bt1,
wt+1 = arg minw∈Ω

1
B1

∑
zi∈Bt1

πti,1π
t+1
i,2 (Bti,2)w + η

2 ‖w −wt‖2,

where πi,2(Bi,2) is a stochastic estimation of πi,2 based
on the mini-batch Bi,2 and Df (x, y) := f(y) − f(x) −
〈∇f(x), y − x〉 is the Bregman divergence. We define that
Df∗(π1, π

′
1) :=

∑
zi∈DDf∗(πi,1, π

′
i,1) for any π1, π

′
1 ∈

Π1. Note that (6) is equivalent to πt+1
i,2 = ∇gi(wt). Be-

sides, for zi ∈ Bt1 and πti,1 = ∇f(uti) we have

πt+1
i,1 = arg min

πi,1
− πi,1Li,2(wt, πti,2(Bti,2)) + f∗(πi,1)

+ τDf∗(π
t
i,1, πi,1)

= arg min
πi,1
− πi,1

gi(w
t;Bti,2) + τf(uti)

1 + τ
+ f∗(πi,1).

The last equation above is due to gi(w
t;Bti,2) =

Li,2(wt, πti,2(Bti,2)) and f(uti) = πti,1u
t
i − f∗(πti,1). Then,

we can conclude that πt+1
i,1 = ∇f(ut+1

i ) if we define
ut+1
i = (1− γ)f(uti) + γgi(w

t;Bti,2) and γ = 1
1+τ .

On this class of convex problems, we can establish an im-
proved rate for SOX in the order of O(1/ε2), which is
optimal in terms of ε (but might not be optimal in terms

of n). The analysis is inspired by Zhang & Lan (2020),
which provide the optimal complexity for the traditional
SCO problems. We extend their analysis to handle the se-
lective sampling/update to accomodate the FCCO problem.
Moreover, our analysis also gets rid of one drawback of
Zhang & Lan (2020) that needs two independent batches
to estimate gi(w) and ∇gi(w), which is achieved by can-
celling the highlighted terms in Lemma 10 and Lemma 11.

Theorem 3. Assume fi is monotone, convex, smooth and
Lipschitz-continuous while gi is convex and Lipschitz-
continuous. If η = O(min(min{B1, B2}ε, B1ε

n )), γ =
O(B2ε), β = 1, and w̄T =

∑
twt/T , SOX

ensures that E[F (w̄T ) − F (w∗)] ≤ ε after
O(max( n

B1ε2
, n
B1B2ε2

, 1
min(B1,B2)ε2 )) iterations.

4. Experiments
In this section, we provide some experimental results to ver-
ify some aspects of our theory and compare SOX with other
baselines for three applications: deep average precision (AP)
maximization, p-norm push optimization with concentration
at the top, and neighborhood component analysis (NCA).

4.1. Deep AP Maximization

AP maximization in the form of FCCO has been consid-
ered in Qi et al. (2021); Wang et al. (2021). For a binary
classification problem, let S+, S− denote the set of positive
and negative examples, respectively, S = S+ ∪ S− denote
the set of all examples. A smooth surrogate objective for
maximizing AP can be formulated as:

F (w) = − 1

|S+|
∑

xi∈S+

∑
x∈S+

`(hw(x)− hw(xi))∑
x∈S `(hw(x)− hw(xi))

, (7)

where `(·) is a surrogate function that penalizes large in-
put. It is a special case of FCCR by defining gi(w) =
[
∑

x∈S+
`(hw(x) − hw(xi)),

∑
x∈S `(hw(x) − hw(xi))]

and f(gi(w)) = − [gi(w)]1
[gi(w)]2

.

Setting. We conduct experiments on two image datasets,
namely CIFAR-10, CIFAR-100. We use the dataloader
provided in the released code of Qi et al. (2021), which
constructs the imbalanced versions of binarized CIFAR-10
and CIFAR-100. We consider two tasks: training ResNet18
on the CIFAR-10 data set and training ResNet34 on the
CIFAR-100 data set. We follow the same procedure as in Qi
et al. (2021) that first pre-trains the network by optimizing
a cross-entropy loss and then fine-tunes all layers with the
randomly initialized classification layer. We also use the
same squared hinge loss as in Qi et al. (2021). We aim to
answer the following four questions related to our theory:
Q1: Given a batch size B, what is the best value for B1, B2,
i.e., the sizes of Bt1 and Bt2? Q2: Is there parallel speed-up
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Figure 2. Results of AP maximization on the CIFAR-10 and CIFAR-100 data sets.

by increasing the total batch size B = B1 +B2? Q3: What
is the best value of γ? Q4: Does SOX converge faster than
SOAP (SGD-style) and MOAP? In all experiments, we tune
the initial learning rate in a range 10−4:1:−1 to achieve the
best validation error, and decrease the learning rate at 50%
and 75% of total epochs. The experiments are performed on
a node of a cluster with single GeForce RTX 2080 Ti GPU.
We tune the value of γ and fix β = 0.1 (same as the default
value 0.9 of gradient momentum).

• To answer Q1, we fix the total batch size B as 64 and vary
B1 in the range {4, 8, 16, 32}. The curves of training losses
are shown in Figure 2(a) and (e) on the two datasets. We
can see that when B1 = 32 = B/2 SOX has the fastest con-
vergence in terms of number of iterations. This is consistent
with our convergence theory.

• To answer Q2, we fix B1 = B2 and vary B in the range
{32, 64, 128, 256}. The curves of training losses are shown
in Figure 2(b) and (f) on the two datasets. We can see that
the iteration complexity of SOX decreases as B increases,
which is also consistent with our convergence theory.

• To answer Q3, we fixB1 = B2 = B/2 = 32 and run SOX
with different values of γ. We can see that γ = 1 does not
give the best result, which means the naı̈ve mini-batch esti-
mation of gi(w) is worse than the moving average estimator
with a proper value of γ. Moreover, we also observe that the
best value of γ depends on the task: γ = 0.1, 0.5 give the
fastest convergence on training ResNet18 with CIFAR-10
and ResNet34 with CIFAR-100, respectively.

• The Figure 2 (d) and (h) answer Q4, which indicates

that SOX converges faster than MOAP, which is faster than
SOAP (SGD-style) and BSGD. The curves of average pre-

Table 2. Test AP comparison among SOX and the baselines on the
AP maximization task.

Dataset: CIFAR-10

Metrics MOAP BSGD SOAP SOX

Test AP (↑) 0.763 ± 0.001 0.762 ± 0.001 0.762 ± 0.001 0.765 ± 0.001

#Epoch (↓) 13.0 ± 4.3 15.7 ± 1.9 15.7 ± 1.9 7.0 ± 3.3

Dataset: CIFAR-100

Metrics MOAP BSGD SOAP SOX

Test AP (↑) 0.584 ± 0.010 0.582 ± 0.005 0.575 ± 0.017 0.597 ± 0.012

#Epoch (↓) 17.0 ± 1.6 3.7 ± 0.9 11.7 ± 6.6 5.0 ± 2.8

cision on the training data can be found in Figure 4 of the
Appendix. We also report the test AP of SOX with baselines
on CIFAR-10 and CIFAR-100 datasets in Table 2. Note that
the CIFAR-10 and CIFAR-100 test datasets are balanced
while our training datasets are imbalanced. Thus, there
might be a distribution shift between the training and test
datasets. To prevent overfitting, algorithms are early stopped
when the validation loss reaches the minimum. The results
indicate that SOX converges to a better solution using an
overall fewer number of epochs.

4.2. p-norm Push with Concentration at the Top

In the bipartite ranking problem, the p-norm push objec-
tive (Rudin, 2009) can be defined as

F (w) =
1

|S−|
∑

zi∈S−

 1

|S+|
∑

zj∈S+

`(hw(zj)− hw(zi))

p

,
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where p > 1 and `(·) is similar as above. We can cast
this function into FCCR by defining D = S+, Si = S−,
gi(w) = 1

|S+|
∑

zj∈S+
`(hw(zj) − hw(zi)) that couples

each positive example zi with all negative samples, f(g) =
gp. Note that f is monotonically increasing and convex
while gi is convex given that ` is convex. Rudin (2009) only
provide a boosting-style p-norm push algorithm (BS-PnP),
which is not scalable because it processes all |S+| positive
and |S−| negative instances at each iteration. We compare

Table 3. Comparison among SOX and the baselines BS-PnP,
BSGD for optimizing p-norm Push for learning a linear model.

covtype

Algorithms BS-PnP BSGD SOX

Test Loss (↓) 0.778 0.625 ± 0.018 0.516 ± 0.003

Time (s) (↓) 6043.90 4.20 ± 0.08 4.62 ± 0.10

ijcnn1

Algorithms BS-PnP BSGD SOX

Test Loss (↓) 0.268 0.202 ± 0.001 0.128 ± 0.002

Time (s) (↓) 648.06 4.02 ± 0.04 4.15 ± 0.06

SOX with the BS-PnP, and the baselines BSGD (Hu et al.,
2020). Besides, SOAP (Qi et al., 2021) and MOAP (Wang
et al., 2021), which were originally designed for the AP
maximization, can also be applied to the p-norm push prob-
lem 6. Following Rudin (2009), we choose `(·) to be the
exponential function. We conduct our experiment on two
LibSVM datasets: covtype and ijcnn1. For both datasets, we
randomly choose 90% of the data for training and the rest
of data is for testing. For this experiment, we learn a linear
ranking function hw(x) = 〈w,x〉 and p = 4. For each al-
gorithm, we run it with 5 different random seeds and report
the average test loss with standard deviation. Besides, we
also report the running time. For the stochastic algorithms
(BSGD, SOAP, MOAP, SOX), we choose B = 64 and
B1 = B2. The algorithms are implemented with Python
and run on a server with 12-core Intel(R) Xeon(R) CPU
E5-2697 v2 @ 2.70GHz.

As shown in Table 3, the BS-PnP algorithm is indeed not
scalable and takes much longer time than the stochastic
algorithms. Moreover, our SOX is consistently better than
BSGD in terms of test loss.

4.3. Neighborhood Component Analysis

Neighborhood Component Analysis (NCA) was proposed
in Goldberger et al. (2004) for learning a Mahalanobis
distance measure. Given a set of data points D =
{x1, . . . ,xn}, where each data xi has a class label yi. The

6Due to limited space, the comparison with SOAP and MOAP
can be found in Table 4 of the Appendix.

objective of NCA is defined as

F (A) = −
∑
xi∈D

∑
x∈Ci exp(−‖Axi −Ax‖2)∑
x∈Si exp(−‖Axi −Ax‖2)

, (8)

where Ci = {xj ∈ D : yj = yi} and Si =
D \ {xi}. We can map the above objective as an
FCCR by defining gi(A) = [

∑
x∈Ci exp(−‖Axi −

Ax‖2),
∑

x∈Si exp(−‖Axi − Ax‖2)] and f(gi(A)) =

− [gi(A)]1
[gi(A)]2

. The problem (8) can be solved by the gradient
descent method. However, the exact gradient computation
could be expensive or even infeasible when |D| is large. A
widely used stochastic algorithm is to sample a mini-batch
B ⊆ D and replace Ci and Si by Ci ∩ B and Si ∩ B, respec-
tively, which is equivalent to the BSGD algorithm (Hu et al.,
2020). Besides, SOAP (Qi et al., 2021), MOAP (Wang et al.,
2021) and our SOX algorithm are also applicable to (8).

The experiment is performed on three datasets: sensorless,
usps, and mnist from the LibSVM (Chang & Lin, 2011).
For each dataset, we randomly choose 90% of the data for
training and the rest as test data. Each algorithm is executed
for 5 runs with different random seeds. We report the aver-
age test loss with standard deviation. For all algorithms, we
choose batch size to be 64. As shown in Figure 3, our SOX
method outperforms previous methods on those datasets.

5. More Applications of SOX
In this section, we present more applications of the proposed
algorithm in machine learning, and highlight the potential
of the proposed algorithm in addressing their computational
challenges. Providing experimental results of these applica-
tions is beyond the scope of this paper.

Listwise Ranking Objectives/Measures. In learning to
rank (LTR), we are given a set of queriesQ = {q1, . . . ,qn}.
For each query, a set of items with relevance scores are pro-
vided Sq = {(xq1, y

q
1), . . . , (xqnq , y

q
nq )}, where xqi denotes

the input data, and yqi ∈ R+ denotes its a relevance score
with yqi = 0 meaning irrelevant. For LTR, there are many
listwise objectives and measures that can be formulated as
FCCR, e.g., ListNet (Cao et al., 2007), ListMLE (Xia et al.,
2008) , NDCG (Wang et al., 2013). Due to the limited space,
we only consider that of ListNet. The objective function of
ListNet can be defined by a cross-entropy loss between two
probabilities of list of scores:

F (w) = −
∑
q

∑
xqi∈Sq

P (yqi ) log
exp(hw(xqi ;q)∑

x∈Sq exp(hw(x;q))
,

where hw(xqi ;q) denotes the prediction score of the
item xqi with respect to the query q, P (yqi ) denotes
a probability for a relevance score yqi (e.g., P (yqi ) ∝
yqi ). We can map the above function into FCCR, where
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Figure 3. Results of neighborhood component analysis on three datasets.

g(w;xqi ,Sq) = 1
|Sq|

∑
x∈Sq exp(hw(x;q) − hw(xqi ;q))

and f(g) = log(g), D = {(q,xqi ) : P (yqi ) > 0}. The origi-
nal paper of ListNet uses a gradient method for optimizing
the above objective, which has a complexity of O(|Q||Sq|)
and is inefficient when Sq contains a large number of items.

Deep Survival Analysis (DSA). The survival analysis in
medicine is to explore and understand the relationships be-
tween patients’ covariates (e.g., clinical and genetic features)
and the effectiveness of various treatment options. Using the
Cox model for modeling the hazard function, the negative
log-likelihood can be written as (Katzman et al., 2018):

F (w) =
1

n

∑
i:Ei=1

log

 ∑
j∈S(Ti)

exp(hw(xj)− hw(xi)

 ,

where xi denote the input feature of a patient, hw(xi) de-
notes the risk value predicted by the network, Ei = 1 de-
notes an observable event of interest (e.g., death), Ti denotes
the time interval between the time in which the baseline
data was collected and the time of the event occurring, and
S(t) = {i : Ti ≥ t} denotes the set of patients still at
risk of failure at time t. This is similar to the objective of
ListMLE. The proposed algorithm is appropriate when both
{i : Ei = 1} and S(Ti) are large.

Deep Latent Variable Models (DLVM). Latent variable
models refer to a family of generative models that use latent
variables to model the observed data, where we consider
the supervised learning setting. In particular, given a set of
observed data D = {(x1, y1), . . . , (xn, yn)}, we model the
probability of Pr(y|x) by introducing a discrete latent vari-
able z, i.e., Pr(y|x) =

∑
z∈Z Pr(y|x, z) Pr(z|x), where

Z denotes the support set of the latent variable z and both
Pr(y|x, z) and Pr(z|x) could be parameterized by a deep
neural network. Then by minimizing negative log-likelihood
of observed data, we have the objective function F (w) =
−
∑

(xi,yi)∈D log
∑

z∈Z Pr(yi|z,xi) Pr(z|xi). When Z is
a large set, evaluating the inner sum is expensive. While
the above problem is traditionally solved by EM-type algo-
rithms, a stochastic algorithm based on backpropogation is
used more often in modern deep learning. We consider an
application in NLP for retrieve-and-predict language model
pre-training (Guu et al., 2020). In particular, xi denotes an

masked input sentence, y denotes masked tokens, z denotes
a document from a large corpus Z (e.g., wikipedia). In Guu
et al. (2020), Pr(z|xi) = exp(E(x)>E(z))∑

z′∈Z exp(E(x)>E(z′))
, where

E(·) is a document embedding network, and Pr(y|x, z) is
computed by a masked language model that a joint embed-
ding x, z is used to make the prediction. Hence, we can
write F (w) as

F (w) = −
n∑
i=1

log
∑
z∈Z

Pr(yi|z,xi) exp(E(xi)
>E(z)))

+

n∑
i=1

log(
∑
z′∈Z

exp(E(xi)
>E(z′))).

Note that both terms in the above is a special case of FCCR.
The proposed algorithm gives an efficient way to solve this
problem when Z is very large. Guu et al. (2020) address
the challenge by approximating the inner summation by
summing over the top k documents with highest probability
under Pr(z|x), which is retrieved by using maximum inner
product search with a running time and storage space that
scale sub-linearly with the number of documents. In con-
trast, SOX has a complexity independent of the number of
documents per-iteration, which depends on the batch size.

Softmax Functions. One might notice that in the consid-
ered problems ListNet, ListMLE, NCA, DSA, DLVM, a
common function that causes the difficulty in optimization is
the softmax function in the form exp(h(xi))∑

x∈X exp(h(x)) for a target
item xi out of a large number items in X . This also occurs
in NLP pre-training methods that predicts masked tokens
out of billions/trillions of tokens (Borgeaud et al., 2022).
Taking the logarithmic of the softmax function gives the
coupled compositional form log

∑
x′∈X exp(h(x)−h(xi)),

and summing over all items gives the considered FCCR.
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A. Omitted Experimental Results
A.1. AP Maximization

We provide the curves of training loss in Figure 2. Here we also present the curves of training average precision.

0.0 0.5 1.0 1.5 2.0
Iterations 1e4

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

AP

CIFAR-10

SOX (B1 =4)
SOX (B1 =8)
SOX (B1 =32)

(a) Varying B1

0 2 4 6 8
Iterations 1e4

0.960

0.965

0.970

0.975

0.980

0.985

0.990

AP

CIFAR-10

SOX (B = 32)
SOX (B = 64)
SOX (B = 128)
SOX (B = 256)

(b) Varying B

0 50 100 150 200
Epochs

0.960

0.965

0.970

0.975

0.980

0.985

0.990

0.995

AP

CIFAR-10

°=1:0 °=0:9 °=0:5 °=0:1

(c) Varying γ

0 50 100 150 200
Epochs

0.95

0.96

0.97

0.98

0.99

AP

CIFAR-10

SOX
MOAP
SOAP
BSGD

(d) vs. Baselines

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Iterations 1e4

0.2

0.4

0.6

0.8

1.0

AP

CIFAR-100

SOX (B1 =4)
SOX (B1 =8)
SOX (B1 =32)

(e) Varying B1

0.0 0.5 1.0 1.5 2.0
Iterations 1e4

0.6

0.7

0.8

0.9

1.0

AP

CIFAR-100

SOX (B = 32)
SOX (B = 64)
SOX (B = 128)
SOX (B = 256)

(f) Varying B

0 10 20 30 40 50
Epochs

0.70

0.75

0.80

0.85

0.90

0.95

1.00

AP

CIFAR-100

°=1:0 °=0:9 °=0:5 °=0:1

(g) Varying γ

0 10 20 30 40 50
Epochs

0.75

0.80

0.85

0.90

0.95

1.00

AP

CIFAR-100

SOX
MOAP
SOAP
BSGD

(h) vs. Baselines

Figure 4. Training average precision curves of AP maximization on the CIFAR-10 and CIFAR-100 data sets.

A.2. Minimizing p-norm Push

Table 4 and Figure 5 (c)&(f) show that SOX consistently outperforms BS-PnP/BSGD/MOAP in terms of p-norm push loss
on the test data. SOX has better performance than SOAP on the covtype data while match its performance on ijcnn1.

Table 4. Comparison among SOX and the baselines BS-PnP, BSGD for optimizing p-norm Push for learning a linear model.

covtype

Algorithms BS-PnP BSGD SOAP MOAP SOX

Test Loss (↓) 0.778 0.625 ± 0.018 0.523 ± 0.004 0.559 ± 0.011 0.516 ± 0.003

Time (s) (↓) 6043.90 4.20 ± 0.08 4.32 ± 0.15 4.89 ± 0.06 4.62 ± 0.10

ijcnn1

Algorithms BS-PnP BSGD SOAP MOAP SOX

Test Loss (↓) 0.268 0.202 ± 0.001 0.128 ± 0.002 0.147 ± 0.001 0.128 ± 0.002

Time (s) (↓) 648.06 4.02 ± 0.04 4.04 ± 0.11 4.42 ± 0.05 4.15 ± 0.06

Besides, we also empirically verify other aspects of the theory. In Figure 5 (a)&(d), we show that the iteration complexity of
SOX decreases when B increases; In Figure 5 (b)&(e), we show the effect of moving-average based estimation: γ = 1 is
not the best choice.
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Figure 5. Test loss curves of the p-norm push optimization task.

B. Proof of Theorem 1
Lemma 2 (Lemma 2 in Li et al. 2021). Consider a sequence wt+1 = wt − ηvt and the LF -smooth function F and the
step size ηLF ≤ 1/2.

F (wt+1) ≤ F (wt) +
η

2
∆t − η

2

∥∥∇F (wt)
∥∥2 − η

4

∥∥vt∥∥2
, (9)

where ∆t := ‖vt −∇F (wt)‖2.

We build a recursion for the gradient variance ∆t := ‖vt −∇F (wt)‖2 by proving the following lemma.

Lemma 3. If β ≤ 2
7 , the gradient variance ∆t := ‖vt −∇F (wt)‖2 can be bounded as

E
[
∆t+1

]
≤ (1− β)E [∆t] +

2L2
F η

2E[‖vt‖2]
β +

3L2
fC

2
1

n E
[∑

zi∈Bt1
‖ut+1

i − uti‖2
]

+
2β2C2

f (ζ2+C2
g)

min{B1,B2} + 5βL2
fC

2
1E [Ξt+1] , (10)

where Ξt = ‖ut − g(wt;S)‖2, ut = [ut1, . . . , u
t
n]>, g(wt;S) = [g(wt; z1,S1), . . . , g(wt; zn,Sn)]>.

Proof. We define that ∆t := ‖vt −∇F (wt)‖2 and G(wt+1) = 1
B1

∑
zi∈Bt1

∇g(wt+1; zi,Bti,2)∇f(uti). Based on the rule
of update vt+1 = (1− β)vt + βG(wt+1), we have

∆t+1 =
∥∥vt+1 −∇F (wt+1)

∥∥2
=

∥∥∥∥∥∥(1− β)vt + β
1

B1

∑
zi∈Bt+1

1

∇g(wt+1; zi,Bt+1
i,2 )∇f(uti)−∇F (wt+1)

∥∥∥∥∥∥
2

= ‖ 1©+ 2©+ 3©+ 4©‖2 ,
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where 1©, 2©, 3©, 4© are defined as

1© = (1− β)(vt −∇F (wt)), 2© = (1− β)(∇F (wt)−∇F (wt+1)),

3© = β
1

B1

∑
zi∈Bt+1

1

(
∇g(wt+1; zi,Bt+1

i,2 )∇f(uti)−∇g(wt+1; zi,Bt+1
i,2 )

)
∇f(g(wt+1; zi,Si)),

4© = β

 1

B1

∑
zi∈Bt+1

1

∇g(wt+1; zi,Bt+1
i,2 )∇f(g(wt+1; zi,Si))−∇F (wt+1)

 .

Note that Et [〈 1©, 4©〉] = Et [〈 2©, 4©〉] = 0. Then, the Young’s inequality for products implies that

Et
[
‖ 1©+ 2©+ 3©+ 4©‖2

]
= ‖ 1©‖2 + ‖ 2©‖2 + Et

[
‖ 3©‖2

]
+ Et

[
‖ 4©‖2

]
+ 2 〈 1©, 2©〉+ 2Et [〈 1©, 3©〉] + 2Et [〈 2©, 3©〉] + 2Et [〈 3©, 4©〉]

≤ (1 + β) ‖ 1©‖2 + 2

(
1 +

1

β

)
‖ 2©‖2 +

2 + 3β

β
Et
[
‖ 3©‖2

]
+ 2Et

[
‖ 4©‖2

]
.

Besides, we have

(1 + β) ‖ 1©‖2 = (1 + β)(1− β)2
∥∥vt −∇F (wt)

∥∥2 ≤ (1− β)
∥∥vt −∇F (wt)

∥∥2
,

2

(
1 +

1

β

)
‖ 2©‖2 = 2

(
1 +

1

β

)
(1− β)2

∥∥∇F (wt)−∇F (wt+1)
∥∥2 ≤ 2L2

F η
2

β

∥∥vt∥∥2
,

2 + 3β

β
‖ 3©‖2 =

2 + 3β

β

β2

B1

∑
zi∈B1t+1

∥∥∇g(wt+1; zi,Bt+1
i,2 )

∥∥2 ∥∥∇f(uti)−∇f(g(wt+1; zi,Si))
∥∥2

≤
(2 + 3β)βL2

f

B1

∑
zi∈Bt+1

1

∥∥∇g(wt+1; zi,Bt+1
i,2 )

∥∥2 ∥∥uti − g(wt+1; zi,Si)
∥∥2
.

Consider that wt+1 and uti do not depend on either Bt+1
1 or Bt+1

i,2 .

(2 + 3β)βL2
fEt

 1

B1

∑
zi∈Bt+1

1

∥∥∇g(wt+1; zi,Bt+1
i,2 )

∥∥2 ∥∥uti − g(wt+1; zi,Si)
∥∥2


= (2 + 3β)βL2

fEt

 1

B1

∑
zi∈Bt+1

1

Et
[∥∥∇g(wt+1; zi,Bt+1

i,2 )
∥∥2 | zi ∈ Bt+1

1

] ∥∥uti − g(wt+1; zi,Si)
∥∥2


≤ (2 + 3β)βL2

fC
2
1Et

 1

B1

∑
zi∈Bt+1

1

∥∥uti − g(wt+1; zi,Si)
∥∥2


≤ (2+3β)β(1+δ)L2

fC
2
1

n

∑
zi∈D Et

[∥∥ut+1
i − g(wt+1; zi,Si)

∥∥2
]

+
(2+3β)β(1+1/δ)L2

fC
2
1

n Et
[∑

zi∈D
∥∥ut+1

i − uti
∥∥2
]
,

where C2
1 := C2

g + ζ2/B and δ > 0 is a constant to be determined later. Note that we have ut+1
i = uti for all i /∈ Bt1.

(2 + 3β)βL2
fE

 1

B1

∑
zi∈Bt1

∥∥∇g(wt+1; zi,Bti,2)
∥∥2 ∥∥uti − g(wt+1; zi,Si)

∥∥2


≤ (2 + 3β)β

(1 + δ)L2
fC

2
1E

[
1

n

∑
zi∈D

∥∥ut+1
i − g(wt+1; zi,Si)

∥∥2

]
+ (1 + 1/δ)L2

fC
2
1E

 1

n

∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2

 .
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If β ≤ 2
7 and δ = 3β

2 , we have (2 + 3β)β(1 + δ) ≤ 5β and (2 + 3β)β(1 + 1/δ) ≤ 3.

E
[

2 + 3β

β
‖ 3©‖2

]
≤ 5βL2

fC
2
1E [Ξt+1] +

3L2
fC

2
1

n
E

 ∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2

 .

Next, we upper bound the term Et
[
‖ 4©‖2

]
.

Et
[
‖ 4©‖2

]
= β2Et

[∥∥∥ 1
B1

∑
zi∈Bt1

∇g(wt+1; zi,Bti,2)∇f(g(wt+1; zi,Si))− 1
n

∑
zi∈D∇g(wt+1; zi,Si)∇f(g(wt+1; zi,Si))

∥∥∥2
]

= β2Et


∥∥∥∥∥∥ 1

B1

∑
zi∈Bt1

∇g(wt+1; zi,Bti,2)∇f(g(wt+1; zi,Si))−
1

B1

∑
zi∈Bt1

∇g(wt+1; zi,Si)∇f(g(wt+1; zi,Si))

∥∥∥∥∥∥
2


+ β2Et


∥∥∥∥∥∥ 1

B1

∑
zi∈Bt1

∇g(wt+1; zi,Si)∇f(g(wt+1; zi,Si))−
1

n

∑
zi∈D

∇g(wt+1; zi,Si)∇f(g(wt+1; zi,Si))

∥∥∥∥∥∥
2


≤
β2C2

f (ζ2 + C2
g )

min{B1, B2}
.

B.1. Proof of Lemma 1

Based on Algorithm 1, the update rule of ui is

ut+1
i =

{
(1− γ)uti + γg(wt+1; zi,Bti,2) zi ∈ Bt1
uti zi /∈ Bt1.

We can re-write it into the equivalent expression below.

ut+1
i =

{
uti − γ

(
uti − g(wt+1; zi,Bti,2)

)
zi ∈ Bt1

uti zi /∈ Bt1.

Let us define φt(u) = 1
2 ‖u− g(wt)‖2 = 1

2

∑
zi∈D ‖ui − g(wt; zi,Si)‖

2, which is a 1-strongly convex function. Then,
the update rule (5) can be viewed as one step of the stochastic block coordinate descent algorithm (Algorithm 2 in Dang &
Lan 2015) for minimizing φt+1(u), where the Bregman divergence is associated with the quadratic function. We follow the
analysis of Dang & Lan (2015).

φt+1(ut+1) =
1

2

∥∥ut+1 − g(wt+1)
∥∥2

=
1

2

∥∥ut − g(wt+1)
∥∥2

+
〈
ut − g(wt+1),ut+1 − ut

〉
+

1

2

∥∥ut+1 − ut
∥∥2

=
1

2

∥∥ut − g(wt+1)
∥∥2

+
∑

zi∈Bt1

〈
uti − g(wt+1; zi,Bti,2), ut+1

i − uti
〉

+
1

2

∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2

+
∑

zi∈Bt1

〈
g(wt+1; zi,Bti,2)− g(wt+1; zi,Si), ut+1

i − uti
〉
.
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Note that uti − g(wt+1; zi,Bt2,i) = (uti − u
t+1
i )/γ and 2 〈b− a, a− c〉 ≤ ‖b− c‖2 − ‖a− b‖2 − ‖a− c‖2.∑

zi∈Bt1

〈
uti − g(wt+1; zi,Bt2,i), ut+1

i − uti
〉

=
∑

zi∈Bt1

〈
uti − g(wt+1; zi,Bt2,i), g(wt+1; zi,Si)− uti

〉
+
∑

zi∈Bt1

〈
uti − g(wt+1; zi,Bt2,i), ut+1

i − g(wt+1; zi,Si)
〉

=
∑

zi∈Bt1

〈
uti − g(wt+1; zi,Bti), g(wt+1; zi,Si)− uti

〉
+

1

γ

∑
zi∈Bt1

〈
uti − ut+1

i , ut+1
i − g(wt+1; zi,Si)

〉
≤
∑

zi∈Bt1

〈
uti − g(wt+1; zi,Bt2,i), g(wt+1; zi,Si)− uti

〉
+

1

2γ

∑
zi∈Bt1

(∥∥uti − g(wt+1; zi,Si)
∥∥2 −

∥∥ut+1
i − uti

∥∥2 −
∥∥ut+1

i − g(wt+1; zi,Si)
∥∥2
)
.

If γ < 1
5 , we have

− 1

2

(
1

γ
− 1− γ + 1

4γ

) ∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2
+
∑

zi∈Bt1

〈
g(wt+1; zi,Bt2,i)− g(wt+1; zi,Si), ut+1

i − uti
〉

≤ − 1

4γ

∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2
+ γ

∑
zi∈Bt1

∥∥g(wt+1; zi,Bt2,i)− g(wt+1; zi,Si)
∥∥2

+
1

4γ

∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2

= γ
∑

zi∈Bt1

∥∥g(wt+1; zi,Bt2,i)− g(wt+1; zi,Si)
∥∥2
.

Then, we have

1
2

∥∥ut+1 − g(wt+1)
∥∥2 ≤ 1

2

∥∥ut − g(wt+1)
∥∥2

+ 1
2γ

∑
zi∈Bt1

∥∥uti − g(wt+1; zi,Si)
∥∥2 − 1

2γ

∑
zi∈Bt1

∥∥ut+1
i − g(wt+1; zi,Si)

∥∥2

− (γ + 1)

8γ

∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2
+ γ

∑
zi∈Bt1

∥∥g(wt+1; zi,Bt2,i)− g(wt+1; zi,Si)
∥∥2

+
∑

zi∈Bt1

〈
uti − g(wt+1; zi,Bt2,i), g(wt+1; zi,Si)− uti

〉
.

Note that 1
2γ

∑
i/∈Bt1

∥∥uti − g(wt+1; zi,Si)
∥∥2

= 1
2γ

∑
i/∈Bt1

∥∥ut+1
i − g(wt+1; zi,Si)

∥∥2
based on Algorithm 1, which im-

plies that

1

2γ

∑
zi∈Bt1

(∥∥uti − g(wt+1; zi,Si)
∥∥2 −

∥∥ut+1
i − g(wt+1; zi,Si)

∥∥2
)

=
1

2γt

(∥∥ut − g(wt)
∥∥2 −

∥∥ut+1 − g(wt)
∥∥2
)
.

Besides, we also have E
[∑

zi∈Bt1

∥∥g(wt+1; zi,Bt2,i)− g(wt+1; zi,Si)
∥∥2
]
≤ B1σ

2

B2
and

Et

 ∑
zi∈Bt1

〈
uti − g(wt+1; zi,Bt2,i), g(wt+1; zi,Si)− uti

〉 =
B1

n

∑
zi∈D

〈
uti − g(wt+1; zi,Si), g(wt+1; zi,Si)− uti

〉
= −B1

n

∥∥uti − g(wt+1; zi,Si)
∥∥2
.

Then, we can obtain

γ + 1

2
E
[∥∥ut+1 − g(wt+1)

∥∥2
]
≤
γ
(
1− B1

n

)
+ 1

2
E
[∥∥ut − g(wt+1)

∥∥2
]

+
γ2B1σ

2

B2
− (γ + 1)

8

∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2
.
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Further divide γ+1
2 and take full expectation on both sides

E
[∥∥ut+1 − g(wt+1)

∥∥2
]
≤
γ
(
1− B1

n

)
+ 1

γ + 1
E
[∥∥ut − g(wt+1)

∥∥2
]

+
2

1 + γ

γ2σ2B1

B2
− 1

4
E

 ∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2

 .
Note that

γ(1−B1
n )+1

γ+1 = 1 − γB1

(γ+1)n ≤ 1 − γB1

2n and 1
1+γ ≤ 1 for γ ∈ (0, 1]. Besides, we have

∥∥ut − g(wt+1)
∥∥2 ≤

(1 + γB1

4n ) ‖ut − g(wt)‖2 + (1 + 4n
γB1

)
∥∥g(wt+1)− g(wt)

∥∥2
due to Young’s inequality and

∥∥g(wt)− g(wt−1)
∥∥2 ≤

nC2
g

∥∥wt+1 −wt
∥∥2

= nη2C2
g ‖vt‖

2.

E [Ξt+1] = E
[

1

n

∥∥ut+1 − g(wt+1)
∥∥2
]

≤
(

1− γB1

2n

)
E
[

1

n

∥∥ut − g(wt+1)
∥∥2
]

+
2γ2σ2B1

nB2
− 1

4n
E

 ∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2


≤
(

1− γB1

2n

)(
1 + γB1

4n

)
E
[

1
n ‖u

t − g(wt)‖2
]

+
5nC2

gE
[
‖wt+1−wt‖2

]
γB1

+ 2γ2σ2B1

nB2
− 1

4nE
[∑

zi∈Bt1

∥∥ut+1
i − uti

∥∥2
]

≤
(

1− γB1

4n

)
E [Ξt] +

5nη2C2
gE
[
‖vt‖2

]
γB1

+
2γ2σ2B1

nB2
− 1

4n
E

 ∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2

 .
B.2. Proof of Theorem 1

Based on Lemma 2, Lemma 3, and Lemma 1, we have

E
[
F (wt+1)− F ∗

]
≤ E

[
F (wt)− F ∗

]
+
η

2
E [∆t]−

η

2
E
[∥∥∇F (wt)

∥∥2
]
− η

4
E
[∥∥vt∥∥2

]
, (11)

E [∆t+1] ≤ (1− β)E [∆t] +
2L2

F η
2

β E
[
‖vt‖2

]
+ 5βL2

fC
2
1E [Ξt+1] +

2β2C2
f (ζ2+C2

g)

min{B1,B2} +
3L2

fC
2
1

n E
[∑

zi∈Bt1

∥∥ut+1
i − uti

∥∥2
]
, (12)

E [Ξt+1] ≤
(

1− γB1

4n

)
E [Ξt] +

5nη2C2
gE
[
‖vt‖2

]
γB1

+
2γ2σ2B1

nB2
− 1

4n
E

 ∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2

 . (13)

Summing (11), ηβ×(12), and
20L2

fC
2
1nη

γB1
×(13) leads to

E

[
F (wt+1)− F ∗ +

η

β
∆t+1 +

20L2
fC

2
1nη

γB1

(
1− γB1

4n

)
Ξt+1

]

≤ E

[
F (wt)− F ∗ +

η

β

(
1− β

2

)
∆t +

20L2
fC

2
1nη

γB1

(
1− γB1

4n

)
Ξt

]
− L2

fC
2
1η

(
5n

γB1
− 3

β

)
E

 1

n

∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2


− η

2
E
[∥∥∇F (wt)

∥∥2
]
− η

(
1

4
− 2L2

F η
2

β2
−

100L2
fn

2C2
1η

2C2
g

γ2B2
1

)
E
[∥∥vt∥∥2

]
+

2βηC2
f (ζ2 + C2

g )

min{B2, B2}
+

40ηγL2
fC

2
1σ

2

B2
.

If γ ≤ 5n
3B1

β, we have 5n
γB1
− 3

β ≥ 0. Set β = min{min{B1,B2}ε2
12C2

f (ζ2+C2
g)
, 2

7}, γ = min
{

B2ε
2

240L2
fC

2
1σ

2 ,
1
5 ,

5n
3B1

β
}

, and η =

min
{

β
4LF

, γB1

30LfnC1Cg

}
. Define the Lyapunov function as Φt := F (wt)− F ∗ + η

β∆t +
20L2

fC
2
1

B1

η
γ

(
1− γB1

4n

)
Ξt. If we

initialize u1 and v1 as u1
i = gi(w

1;B1
i,2) for zi ∈ Bt1 and v1 = 0, we have E [∆1] ≤ C2

fC
2
g and E [Ξ1] ≤ σ2

B2
. Then,

1

T

T∑
t=1

E
[∥∥∇F (wt)

∥∥2
]
≤ 2Λ1

Φ

ηT
+

4βC2
f (ζ2 + C2

g )

min{B1, B2}
+

80γL2
fC

2
1σ

2

B2
, (14)
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where we define Λ1
Φ := ∆F + 1

4LF
C2
fC

2
g +

2LfC1σ
2

3CgB2
≥ E [Φ1]. After

T =
6Λ1

Φ

ε2 max
{

48C2
f (ζ2+C2

g)LF
min{B1,B2}ε2 , 14LF ,

7200nL3
fC

3
1Cgσ

2

B1B2ε2
,

150LfnC1Cg
B1

, 63LfC1Cg,
216LfC1CgC

2
f (ζ2+C2

g)

min{B1,B2}ε2

}
iterations, we have 1

T

∑T
t=1 E

[
‖∇F (wt)‖2

]
≤ ε2.

C. Proof of Theorem 2
Lemma 4. Under assumptions 1, 2 and the µ-PL of F , the k-th epoch of applying Algorithm 2 leads to

E [Γk+1] ≤ E [Γk]

µηkTk
+

E [∆k]

µβkTk
+

20nL2
fC

2
1E [Ξk]

B1µγkTk
+

βkC
2
2

µmin {B1, B2}
+
γkC

2
3

µB2
, (15)

where Γk := F (wk)− F (w∗), C2
1 := C2

g + ζ2/B2, C2
2 := 2C2

f (ζ2 + C2
g ), C2

3 := 40L2
fC

2
1σ

2.

Proof. Since F is µ-PL, we have F (w) − F (w∗) ≤ 1
2µ ‖∇F (w)‖2. We define Γk := F (wk) − F (w∗), ∆k :=∥∥vk −∇F (wk)

∥∥2
and Ξk := 1

n

∥∥uk − g(wk)
∥∥2

. Applying PL condition and Theorem 1 to one epoch of SOX-boost leads

to E [Γk+1] ≤ 1
2µE

[∥∥∇F (wk+1)
∥∥2
]

and

1
2µE

[∥∥∇F (wk+1)
∥∥2
]
≤ 1

2µTk

∑Tk
t=1 E

[
‖∇F (wt)‖2

]
≤ E[Γk]

µηkTk
+ E[∆k]

µβkTk
+

20nL2
fC

2
1E[Ξk]

B1µγkTk
+

βkC
2
2

µmin{B1,B2} +
γkC

2
3

µB2
,

where we define C2
2 := 2C2

f (ζ2 + C2
g ), C2

3 := 40L2
fC

2
1σ

2.

Lemma 5. Under assumptions 1, 2, the k-th epoch of Algorithm 2 leads to

E [∆k+1 + C5Ξk+1] ≤ E [6Γk + 10C4∆k + 7C4C5Ξk]

ηkTk
+

10ηkC
2
2

C4 min{B1, B2}
+

80nC2
3ηk

3B1B2C4
,

where βk ≤ min
{

3B1

50n ,
2
7

}
, γk = 10n

3B1
βk, ηk = βkC4, C4 := min {1/4LF , 1/9LfC1Cg}, C5 := 12L2

fC
2
1 .

Proof. Applying Lemma 3 to single iteration in any epoch of SOX-boost with βk ≤ 2
7 leads to

E [∆t+1] ≤ (1− βk)E [∆t] +
4L2

F η
2
k

β
E [∆t] +

4L2
F η

2
k

βk
E
[∥∥∇F (wt)

∥∥2
]

+ 5βkL
2
fC

2
1E [Ξt+1] +

2β2
kC

2
f (ζ2 + C2

g )

min{B1, B2}
+

3L2
fC

2
1

n
E

 ∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2

 .
Applying Lemma 1 to one iteration in any epoch of SOX-boost with γk ≤ 1

5 leads to

E [Ξt+1] ≤
(

1− γkB1

4n

)
E [Ξt] +

10nη2
kC

2
gE[∆t]

γkB1
+

10nη2
kC

2
gE

[
‖∇F (wt)‖2

]
γkB1

+
2γ2
kσ

2D
nB2

− 1
4nE

[∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2
]
.

The following holds by summing up E [∆t+1] and
40L2

fC
2
1nβk

γkB1
× E [Ξt+1] and noticing

(
1− γkB1

4n

)
≤
(

1− γkB1

8n

)2

.

E

[
∆t+1 +

40L2
fC

2
1nβk

γkB1
Ξt+1

]
≤ E

[(
1− βk +

4L2
F η

2
k

βk
+

400n2η2
kβkC

2
gL

2
fC

2
1

γ2
kB

2
1

)
∆t +

40L2
fC

2
1nβk

γkB1

(
1− γkB1

8n

)
Ξt

]

+

(
4L2

F η
2
k

βk
+

400n2η2
kβkC

2
gL

2
fC

2
1

γ2
kB

2
1

)
E
[∥∥∇F (wt)

∥∥2
]

+
2β2

kC
2
f (ζ2 + C2

g )

min{B1, B2}

+
80γkβL

2
fC

2
1σ

2

B2
− L2

fC
2
1

(
10nβk
γkB1

− 3

)
E

 1

n

∑
zi∈Bt1

∥∥ut+1
i − uti

∥∥2
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If we set γk ≤ 10n
3B1

βk, ηk ≤ βk
4LF

and ηk ≤ γkB1

30LfnC1Cg
.

1− βk +
4L2

F η
2
k

βk
+

400n2η2
kβkC

2
gL

2
fC

2
1

γ2
kB

2
1

≤ 1− βk +
βk
4

+
4βk
9
≤ 1− βk

4
.

If βk ≤ min
{

3B1

50n ,
2
7

}
, we can set γk = 10n

3B1
βk and ηk = βkC4, where C4 := min {1/4LF , 1/9LfC1Cg}. Then,

1− γkB1

8n = 1− 5βk
12 ≤ 1− βk

4 . Besides, we define C5 :=
40L2

fC
2
1nβk

γkB1
= 12L2

fC
2
1 .

E [∆t+1 + C5Ξt+1] ≤
(

1− βk
4

)
E [∆t + C5Ξt] +

3βk
4

E
[∥∥∇F (wt)

∥∥2
]

+
2β2

kC
2
f (ζ2 + C2

g )

min{B1, B2}
+

2γkβkC
2
3

B2
.

Telescoping the equation above from 1 to Tk iterations in epoch k leads to

E [∆k+1 + C5Ξk+1] = E

[
1

Tk

Tk∑
t=0

∆t+1 + C5
1

Tk

Tk∑
t=0

Ξt+1

]

≤ 4C4E [∆k + C5Ξk]

ηkTk
+ 3

1

Tk

Tk∑
t=1

E
[∥∥∇F (wt)

∥∥2
]

+
4βkC

2
2

min{B1, B2}
+

20nC2
3ηk

3B1B2C4
.

Applying (14), we can further derive that

E [∆k+1 + C5Ξk+1] ≤ E [6Γk + 10C4∆k + 7C4C5Ξk]

ηkTk
+

10ηkC
2
2

C4 min{B1, B2}
+

80nC2
3ηk

3B1B2C4
.

Lemma 6. If we set ηk = min
{
µC4 min{B1,B2}εk

6C2
2

, min{B1,B2}εk
60C2

2
, µC4B1B2εk

20nC2
3

, B1B2C4εk
200nC2

3
, 3B1C4

50n , 2C4

7

}
and Tk =

max{ 12
µ ,96C4}
ηk

, γk = 10nηk
3B1C4

, βk = ηk
C4

, we can conclude that E [Γk] ≤ εk and E [∆k + C5Ξk] ≤ εk
C4

, where

ε1 = max
{

∆F , C4(C2
fC

2
g + C5σ

2/B2)
}

and εk = ε1/2
k−1 for k ≥ 1.

Proof. We prove this lemma by induction. First, we define ∆F := F (w1) − F (w∗), Γk = F (wk) − F (w∗), and
ε1 = max

{
∆F , C4(C2

fC
2
g + C5σ

2/B2)
}

, where C4 := min {1/4LF , 1/9LfC1Cg}, C5 := 12L2
fC

2
1 . If we initialize u1

and v1 as u1
i = gi(w

1;B1
i,2) for i ∈ Dt and v1 = 0, we have E [Γ1] ≤ ε1 and E [∆1 + C5Ξ1] ≤ ε1

C4
.

Next, we consider the k ≥ 2 case. Assume E [Γk] ≤ εk and E [∆k + C5Ξk] ≤ εk
C4

. We define εk = ε1/2
k−1 for k ≥ 2. We

choose βk ≤ min
{

3D
50n ,

2
7

}
, γk = 10n

3D βk, ηk = βkC4. Based on Lemma 4, we have

E [Γk+1] ≤ E [Γk + C4(∆k + C5Ξk)]

µηkTk
+

ηkC
2
2

µC4 min{B1, B2}
+

10nC2
3ηk

3µB1B2C4
.

Besides, Lemma 5 implies that

E [∆k+1 + C5Ξk+1] ≤ E [6Γk + 10C4(∆k + C5Ξk)]

ηkTk
+

10ηkC
2
2

C4 min{B1, B2}
+

80nηkC
2
3

3B1B2C4
.

The following choices of ηk and Tk makes E [Γk+1] ≤ εk+1 = εk
2 and E [∆k+1 + C5Ξk+1] ≤ εk+1

C4
= εk

2C4
. We define

C6 := min{λC4,
1
10}.

ηk = min

{
µC4 min{B1, B2}εk

6C2
2

,
min{B1, B2}εk

60C2
2

,
µC4B1B2εk

20nC2
3

,
B1B2C4εk

200nC2
3

,
3B1C4

50n
,

2C4

7

}
,

T =
max

{
12
µ , 96C4

}
ηk

.
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Theorem 4 (Detailed Version of Theorem 2). Under assumptions 1, 2 and the µ-PL of F , SOX-boost (Algorithm 2) can find
an w satisfying that E [F (w)− F (w∗)] ≤ 2ε after

T = C1/µ max

{
6C2

2

µC4 min{B1, B2}ε
,

60C2
2

min{B1, B2}ε
,

20nC2
3

µC4B1B2ε
,

200nC2
3

B1B2C4ε
,

50n log(ε1/ε)

3B1C4
,

7 log(ε1/ε)

2C4

}

iterations, where C1/µ = max
{

12
µ , 96C4

}
.

Proof. According to Lemma 6, the total number of iterations to achieve target accuracy E [Γk] ≤ ε can be represented as:

T =

log(ε1/ε)∑
k=1

Tk

= C1/µ max

{
6C2

2

µC4 min{B1, B2}ε
,

60C2
2

min{B1, B2}ε
,

20nC2
3

µC4B1B2ε
,

200nC2
3

B1B2C4ε
,

50n log(ε1/ε)

3B1C4
,

7 log(ε1/ε)

2C4

}
,

where C1/µ = max
{

12
µ , 96C4

}
.

Proof of Corollary 1. Suppose that w∗ is a minimum of F and ŵ∗ is the minimum of the strongly convexified F̂ . If
E
[
F̂ (w)− F̂ (ŵ∗)

]
≤ ε, we have

E [F (w)] ≤ E
[
F̂ (w)

]
≤ F̂ (ŵ∗) + ε ≤ F̂ (w∗) + ε = F (w∗) +

λ

2
‖w∗‖2 + ε.

Thus, if the minimum w∗ of F is in a bounded domain ‖w∗‖ ≤ C∗ and we choose λ = 2ε
C2
∗

, we also have
E [F (w)− F (w∗)] ≤ 2ε.

D. Proof of Theorem 3
For any iteration t, we can define yt = (wt;πt+1

1 ;πt+1
2 ) and πt+1

1 = [πt+1
1,1 , . . . , π

t+1
n,1 ]>, πt+1

2 = [πt+1
1,2 , . . . , π

t+1
n,2 ]>,

where πt+1
i,1 = ∇f(ut+1

i ) and πt+1
i,2 = ∇gi(wt). We define that y∗ := (w∗; π̄∗1 ; π̄∗2) where π̄∗1 , π̄∗2 are defined as

π̄∗i,1 = arg maxπi,1
〈
πi,1,Li,2(w̄T , π̄∗i,2)

〉
− f∗(πi,1) and π̄∗i,2 = arg maxπi,2

〈
πi,2, w̄

T
〉
− g∗i (πi,2), w̄ := 1

T

∑T−1
t=0 wt.

we can define the gap Q(yt,y∗) as

Q(yt,y∗) = L(wt, π̄∗1 , π̄
∗
2)− L(w∗, πt+1

1 , πt+1
2 ) =

1

n

∑
zi∈D

Li,1(wt, π̄∗i,1, π̄
∗
i,2)− Li,1(w∗, πt+1

i,1 , πt+1
i,2 )︸ ︷︷ ︸

:=Qi(yt,y∗)

 .

The following lemmas are needed.

Lemma 7. For any πi,1 such that πi,1 = ∇f(ui) for some bounded ui, then there exists Cf∗ such that |f∗(πi,1)| ≤ Cf∗ .

Proof. Due to the definition of convex conjugate, we have f(ui) + f∗(πi,1) = πi,1ui. Due to that πi,1 and ui are bounded
and f(ui) is bounded due to its Lipchitz continity. As a result, f∗(πi,1) is bounded by some constant Cf∗ .

Lemma 8. For any π1 ∈ Π and the sequences {π̃t1} and π̂t1 defined as π̃t1 = arg minπ1

〈
ĝ(wt; B̃t2)− g(wt), π1

〉
+

τ ′Df∗(π̂
t
1, π1), π̂t+1

1 = arg minπ1
〈ĝ(wt;Bt2)− g(wt), π1〉+ τ ′Df∗(π̂

t
1, π1), we have

〈
ĝ(wt;Bt2)− g(wt), π1 − π̃t1

〉
≥ τ ′(Df∗(π̂

t+1
1 , π1)−Df∗(π̂

t
1, π1))− Lf

2(τ ′)2

∥∥∥ĝ(wt;Bt2)− ĝ(wt; B̃t2)
∥∥∥2

.
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Proof. The proof of this lemma is almost the same to that of Lemma 4 in Juditsky et al. (2011). Due to the three-point
inequality (Lemma 1 in Zhang & Lan 2020), we have:

Df∗(π̂
t
1, π̂

t+1
1 ) ≥ Df∗(π̃

t
1, π̂

t+1
1 )− 1

τ ′

〈
ĝ(wt; B̃t2)− g(wt), π̂t+1

1 − π̃t1
〉

+ Df∗(π̂
t
1, π̃

t
1), (16)

Df∗(π̂
t+1
1 , π1) ≤ Df∗(π̂

t
1, π1) +

1

τ ′
〈
ĝ(wt;Bt2)− g(wt), π1 − π̂t+1

1

〉
−Df∗(π̂

t
1, π̂

t+1
1 ), (17)

where π1 could be any π1 ∈ Π1. The last term on the R.H.S. of (17) can be upper bounded by (16).

Df∗(π̂
t+1
1 , π1) ≤ Df∗(π̂

t
1, π1) +

1

τ ′
〈
ĝ(wt;Bt2)− g(wt), π1 − π̃t1

〉
+

1

τ ′

〈
ĝ(wt;Bt2)− ĝ(wt; B̃t2), π̃t1 − π̂t+1

1

〉
−Df∗(π̂

t
1, π̃

t
1)−Df∗(π̃

t
1, π̂

t+1
1 )

Considering the strong convexity, we have

Df∗(π̂
t+1
1 , π1) ≤ Df∗(π̂

t
1, π1) +

1

τ ′
〈
ĝ(wt;Bt2)− g(wt), π1 − π̃t1

〉
+

1

τ ′

〈
ĝ(wt;Bt2)− ĝ(wt; B̃t2), π̃t1 − π̂t+1

1

〉
− 1

2Lf

∥∥π̂t1 − π̃t1∥∥2 − 1

2Lf

∥∥π̃t1 − π̂t+1
1

∥∥2

Based on the Young’s inequality, we further have

1

τ ′

〈
ĝ(wt;Bt2)− ĝ(wt; B̃t2), π̃t1 − π̂t+1

1

〉
≤ Lf

2(τ ′)2

∥∥∥ĝ(wt;Bt2)− ĝ(wt; B̃t2)
∥∥∥2

+
1

2Lf

∥∥π̃t1 − π̂t+1
1

∥∥2
.

Re-arranging the terms leads to

〈
ĝ(wt;Bt2)− g(wt), π1 − π̃t1

〉
≥ τ ′(Df∗(π̂

t+1
1 , π1)−Df∗(π̂

t
1, π1))− Lf

2(τ ′)2

∥∥∥ĝ(wt;Bt2)− ĝ(wt; B̃t2)
∥∥∥2

.

We can decompose Qi(yt,y∗) into three terms

Qi,2(yt,y∗) = Li,1(wt, π̄∗i,1, π̄
∗
i,2)− Li,1(wt, π̄∗i,1, π

t+1
i,2 ) = π̄∗i,1

(〈
π̄∗i,2,w

t
〉
− g∗i (π̄∗i,2)−

〈
πt+1
i,2 ,wt

〉
+ g∗i (πt+1

i,2 )
)
,

Qi,1(yt,y∗) = Li,1(wt, π̄∗i,1, π
t+1
i,2 )− Li,2(wt, πt+1

i,1 , πt+1
i,2 )

= π̄∗i,1Li,2(wt, πt+1
i,2 )− f∗(π̄∗i,1)− πt+1

i,1 Li,2(wt, πt+1
i,2 ) + f∗(πt+1

i,1 ),

Qi,0(yt,y∗) = Li,1(wt, πt+1
i,1 , πt+1

i,2 )− Li,1(w∗;πt+1
i,1 , πt+1

i,2 ) = πt+1
i

〈
πt+1
i,2 ,wt −w∗

〉
.

We upper bound these terms one by one by the following lemmas.

Lemma 9. We have Qi,2(yt,y∗) ≤ 0 for any zi ∈ D and any t = 0, . . . , T − 1.

Proof. Since f is Lipschitz-continuous, convex and monotonically increasing, we have 0 ≤ π̄∗i,1 ≤ Cf . Besides,〈
π̄∗i,2,wt

〉
− g∗i (π̄∗i,2) ≤

〈
πt+1
i,2 ,wt

〉
− g∗i (πt+1

i,2 ) due to πt+1
i,2 = arg maxπi,2 π

>
i,2wt − g∗i (πi,2). We can conclude that

Qi,2(yt,y
∗) ≤ 0.

Lemma 10. The term
∑T−1
t=0 E

[
1
n

∑
zi∈D Qi,1(yt,y∗)

]
can be upper bounded as

T−1∑
t=0

E

[
1

n

∑
zi∈D

Qi,1(yt,y∗)

]

≤ 2n(CfCgCΩ + Cf∗)

B1
+
nηCT

B1
+
τnLfC

2
gC

2
Ω

B1
+
LfTσ

2

τB2
+
B1TLfσ

2

nτB2
− τ

2B1
E
[∑T−1

t=0 Df∗(π
t
1, π

t+1
1 )

]
.
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Proof. We define that f∗(π1) :=
∑

zi∈D f
∗(πi,1) for any π1 ∈ Π1, φ(wt, π1) := −

∑
zi∈D πi,1L

i
2(wt;πt+1

i,2 ) =

−
∑

zi∈D πi,1gi(w
t), h(wt, π1) := φ(wt, π1) +

∑
zi∈D f

∗(πi,1). Due to the update of rule of πti,1 (πt+1
i,1 = πti,1 for

i /∈ Bt1) and the convexity, we have

h(wt, πt+1
1 ) = φ(wt, πt1) + (φ(wt, πt+1

1 )− φ(wt, πt1)) + f∗(πt+1
1 )

≤ φ(wt, πt1)−
∑

zi∈Bt1

gi(w
t;Bti,2)(πt+1

i,1 − π
t
i,1) +

∑
zi∈Bt1

f∗(πt+1
i,1 )

︸ ︷︷ ︸
:=¡

+
∑

zi /∈Bt1

f∗(πt+1
i,1 )

+
∑

zi∈Bt1

(gi(w
t;Bti,2)− gi(wt))(πt+1

i,1 − π
t
i,1)

Applying the three-point inequality (e.g. Lemma 1 of Zhang & Lan 2020) leads to

− πt+1
i,1 gi(w

t;Bti,2) + f∗(πt+1
i,1 ) + τDf∗(π

t+1
i,1 , π̄∗i,1) + τDf∗(π

t
i,1, π

t+1
i,1 )

≤ −π̄∗i,1gi(wt;Bti,2) + f∗(π̄∗i,1) + τDf∗(π
t
i,1, π̄

∗
i,1), zi ∈ Bt1.

Add πti,1gi(w
t;Bti,2) on both sides and re-arrange the terms. For zi ∈ Bt1, we have

− gi(wt;Bti,2)(πt+1
i,1 − π

t
i,1) + f∗(πt+1

i,1 )

≤ −git(wt;Bti,2)(π̄∗i,1 − πti,1) + f∗(π̄∗i,1) + τDf∗(π
t
i,1, π̄

∗
i,1)− τDf∗(π

t+1
i,1 , π̄∗i,1)− τDf∗(π

t
i,1, π

t+1
i,1 ).

The ¡ term can be upper bounded by summing the inequality above over all zi ∈ Bt1. Besides, note that πt+1
i,1 = πti,1 for

zi /∈ Bt1 such that
∑

zi /∈Bt1
f∗(πt+1

i,1 ) =
∑

zi /∈Bt1
f∗(πti,1).

h(wt, πt+1
1 ) ≤ φ(wt, πt1)−

∑
zi∈Bt1

gi(w
t;Bti,2)(π̄∗i,1 − πti,1) +

∑
zi∈Bt1

f∗(π̄∗i,1) +
∑

zi /∈Bt1

f∗(πti,1) + τ
∑

zi∈Bt1

Df∗(π
t
i,1, π̄

∗
i,1)

− τ
∑

zit∈Bt1

Df∗(π
t+1
i,1 , π̄∗i,1)− τ

∑
zi∈Bt1

Df∗(π
t
i,1, π

t+1
i,1 ) +

∑
zi∈Bt1

(gi(w
t;Bti,2)− gi(wt))(πt+1

i,1 − π
t
i,1)︸ ︷︷ ︸

:=~

Based on the 1
Lf

-strong convexity of f∗(πi,1), the ~ term for zi ∈ Bt1 can be bounded as

(gi(w
t;Bti,2)− gi(wt))(πt+1

i,1 − π
t
i,1) ≤ Lf

τ

∥∥gi(wt;Bti,2)− gi(wt)
∥∥2

+
τ

4Lf

∥∥πt+1
i,1 − π

t
i,1

∥∥2

≤ Lf
τ

∥∥gi(wt;Bti,2)− gi(wt)
∥∥2

+
τ

2
Df∗(π

t
i,1, π

t+1
i,1 ).

Taking the upper bound of ~ into consideration leads to

h(wt, πt+1
1 ) ≤ φ(wt, πt1)−

∑
zi∈Bt1

gi(w
t;Bti,2)(π̄∗i,1 − πti,1)

︸ ︷︷ ︸
:=¤

+
∑

zi∈Bt1

f∗(π̄∗i,1) +
∑

zi /∈Bt1

f∗(πti,1)− τ

2

∑
zi∈Bt1

Df∗(π
t
i,1, π

t+1
i,1 )

+ τ
∑

zi∈Bt1

Df∗(π
t
i,1, π̄

∗
i,1)− τ

∑
zi∈Bt1

Df∗(π
t+1
i,1 , π̄∗i,1)

︸ ︷︷ ︸
:=©

+
Lf
τ

∑
i∈Bt1

∥∥gi(wt;Bti,2)− gi(wt)
∥∥2
.

Define that ĝ(wt;Bt2) =
∑

zi∈Bt1
n
B1
gi(w

t;Bti,2)ei and g(wt) =
∑

zi∈D gi(w
t)ei, where ei ∈ Rn is the indicator vector
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that only the i-th element is 1 while the others are 0. Note that E [ĝ(wt;Bt2)] = g(wt). Then, ¤ can be decomposed as

¤ = −B1

n

∑
zi∈Bt1

n

B1
gi(w

t;Bti,2)(π̄∗i,1 − πti,1)

= −B1

n

〈
ĝ(wt;Bt2), π̄∗1 − πt1

〉
= −B1

n

〈
g(wt), π̄∗1 − πt1

〉
− B1

n

〈
ĝ(wt;Bt2)− g(wt), π̄∗1 − πt1

〉
= −B1

n

〈
g(wt), π̄∗1 − πt1

〉
− B1

n

〈
ĝ(wt;Bt2)− g(wt), π̄∗1 − π̃t1

〉︸ ︷︷ ︸
:=¨

−B1

n

〈
ĝ(wt;Bt2)− g(wt), π̃t1 − πt1

〉︸ ︷︷ ︸
:=¦

,

where π̃t1 is defined as

π̃t1 = arg min
π1

〈
ĝ(wt; B̃t2)− g(wt), π1

〉
+ τ ′Df∗(π̂

t
1, π1),

π̂t+1
1 = arg min

π1

〈
ĝ(wt;Bt2)− g(wt), π1

〉
+ τ ′Df∗(π̂

t
1, π1),

where τ ′ > 0, B̃t2 is a “virtual batch” (never sampled in the algorithm) that is independent of but has the same size as Bt2.
Based on Lemma 8, ¨ can be lower bounded as〈

ĝ(wt;Bt2)− g(wt), π̄∗1 − π̃t1
〉
≥ −τ ′Df∗(π̂

t
1, π̄
∗
1) + τ ′Df∗(π̂

t+1
1 , π̄∗1)− Lf

2(τ ′)2

∥∥∥ĝ(wt;Bt2)− ĝ(wt; B̃t2)
∥∥∥2

.

Thus, taking the expectation of the equation above w.r.t. the randomness in iteration t leads to

Et
[
B1

n

〈
ĝ(wt;Bt2)− g(wt), π̄∗1 − π̃t1

〉]
≥ τ ′B1

n

(
−Et

[
Df∗(π̂

t
1, π̄
∗
1)
]

+ Et
[
Df∗(π̂

t+1
1 , π̄∗1)

])
− B1σ

2Lf
(τ ′)2B2

.

Note that Et [¦] = Et [〈ĝ(wt;Bt2)− g(wt), π̃t1 − πt1〉] = 0 since both πt1 and π̃t1 are independent of Bt2. Besides, we
have © =

∑
zi∈Bt1

Df∗(π
t
i,1, π̄

∗
i,1) −

∑
zi∈Bt1

Df∗(π
t+1
i,1 , π̄∗i,1) =

∑
zi∈DDf∗(π

t
i,1, π̄

∗
i,1) −

∑
zi∈DDf∗(π

t+1
i,1 , π̄∗i,1) =

Df∗(π
t
1, π̄
∗
1)−Df∗(π

t+1
1 , π̄∗1) and

∑
zi∈Bt1

Df∗(π
t
i,1, π

t+1
i,1 ) =

∑
zi∈DDf∗(π

t
i,1, π

t+1
i,1 ) = Df∗(π

t
1, π

t+1
1 ) because πt+1

i,1 =

πti,1 for i /∈ Bt1.

Et
[
h(wt, πt+1

1 )
]

≤ φ(wt, πt1) +

(
1− B1

n

)
f∗(πt1) +

B1(Et [φ(wt, π̄∗1)]− φ(wt, πt1))

n
+
B1

n
Et [f∗(π̄∗1)]− τ

2
Et
[
Df∗(π

t
1, π

t+1
1 )

]
+
τ ′B1

n
(Et
[
Df∗(π̂

t
1, π̄
∗
1)
]
− Et

[
Df∗(π̂

t+1
1 , π̄∗1)

]
) +

nLfσ
2

(τ ′)2B2
+ τEt

[
Df∗(π

t
1, π̄
∗
1)
]
− τEt

[
Df∗(π

t+1
1 , π̄∗1)

]
+
LfB1σ

2

τB2

=

(
1− B1

n

)
h(wt, πt1) +

B1

n
Et
[
h(wt, π̄∗1)

]
+ τ(Et

[
Df∗(π

t
1, π̄
∗
1)
]
− Et

[
Df∗(π

t+1
1 , π̄∗1)

]
)− τ

2
Et
[
Df∗(π

t
1, π

t+1
1 )

]
+
τ ′B1

n
(Et
[
Df∗(π̂

t
1, π̄
∗
1)
]
− Et

[
Df∗(π̂

t+1
1 , π̄∗1)

]
) +

nLfσ
2

(τ ′)2B2
+ τEt

[
Df∗(π

t
1, π̄
∗
1)
]
− τEt

[
Df∗(π

t+1
1 , π̄∗1)

]
+
LfB1σ

2

τB2
.

Subtract Et [h(wt, π̄∗1)] from both sides and use the tower property of conditional expectation.

E
[
h(wt, πt+1

1 )− h(wt, π̄∗1)
]
≤
(

1− B1

n

)
E
[
h(wt, πt1)− h(wt, π̄∗1)

]
+ τE

[
Df∗(π

t
1, π̄
∗
1)−Df∗(π

t+1
1 , π̄∗1)

]
− τ

2
E
[
Df∗(π

t
1, π

t+1
1 )

]
+
LfB1σ

2

τB2
+
LfB1σ

2

(τ ′)2B2
+
τ ′B1

n
E
[
Df∗(π̂

t
1, π̄
∗
1)−Df∗(π̂

t+1
1 , π̄∗1)

]
.

Let ∆t = h(wt, πt+1
1 )− h(wt, π̄∗1). Thus,

E
[
h(wt, πt1)− h(wt, π̄∗1)−∆t−1

]
= E

[
h(wt, πt1)− h(wt, π̄∗1)− h(wt−1, πt1) + h(wt−1, π̄∗1)

]
= E

[∑
zi∈D

(π̄∗i,1 − πti,1)(gi(w
t)− gi(wt−1))

]
≤ nCfCgηE

[∥∥wt −wt−1
∥∥] ≤ nηCfCg√C2

f (C2
g + ζ2/B2).
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We define C = CfCg
√
C2
f (C2

g + ζ2/B2). Do the telescoping sum for t = 1, . . . , T .

E

[
T−1∑
t=0

B1

n
∆t

]

≤ (∆0 −∆T ) + nηCT + τDf∗(π
0
1 , π̄
∗
1)− τ

2
E

[
T−1∑
t=0

Df∗(π
t
1, π

t+1
1 )

]
+
LfB1σ

2T

τB2
+
B1TLfσ

2

(τ ′)2B2
+
τB1

n
Df∗(π̂

0
1 , π̄
∗
1).

Consider that 1
n

∑
zi∈D Qi,1(yt,y∗) = 1

n

(
h(wt, πt+1

1 )− h(wt, π̄∗1)
)

= ∆t

n .

T−1∑
t=0

E

[
1

n

∑
zi∈D

Qi,1(yt,y∗)

]
≤ ∆0 −∆T

B1
+
nηCT

B1
+
τDf∗(π

0
1 , π̄
∗
1)

B1
+
LfTσ

2

τB2
+
TLfσ

2

(τ ′)2B2
+
τ ′Df∗(π̂

0
1 , π̄
∗
1)

n

− τ

2B1
E

[
T−1∑
t=0

Df∗(π
t
1, π

t+1
1 )

]
.

The numerator in the first term on the right hand side can be upper bounded as follows.

∆0 −∆T = h(w0, π1
1)− h(w0, π̄∗1)− h(wT , πT+1

1 ) + h(wT , π̄∗1)

= −
∑
zi∈D

(π1
i,1 − π̄∗i,1)gi(w

0)−
∑
zi∈D

(π̄∗i,1 − πT+1
i,1 )gi(w

T ) +
∑
zi∈D

f∗(π1
i,1)−

∑
zi∈D

f∗(πT+1
i,1 )

≤ 2nCfCgCΩ + 2nCf∗ ,

On the other hand, if we set π̂0
i,1 = ∇f(u0

i ) and u0
i = gi(w

0), we have Df∗(π
0
i,1, π̄

∗
i,1) = Df∗(∇f(u0

i ),∇f(gi(w̄))) =

Df (u0
i , gi(w̄)) ≤ Lf

2

∥∥u0
i − gi(w̄)

∥∥2 ≤ LfC
2
gC

2
Ω

2 such that Df∗(π
0
1 , π̄
∗
1) =

∑
zi∈DDf∗(π

0
i,1, π̄

∗
i,1) ≤ nLfC

2
gC

2
Ω

2 . The
proof concludes by setting τ ′ = nτ

B1
> 1.

Lemma 11. We have

T−1∑
t=0

E

[
1

n

∑
zi∈D

Qi,0(yt,y∗)

]
≤ ηTC2

fC
2
g +

ηTC2
f (ζ2 + C2

g )

min{B1, B2}
+
C2

Ω

2η
+ τ

2B1
E
[∑T−1

t=0 Df∗(π
t
1, π

t+1
1 )

]
+
B1LfC

2
gC

2
ΩT

nτ
.

Proof. Based on the definition of Qi,0(yt,y∗), we can derive that

T−1∑
t=0

E

[
1

n

∑
zi∈D

Qi,0(yt,y∗)

]
=

T−1∑
t=0

E

[
1

n

∑
zi∈D

〈
πt+1
i,1 πt+1

i,2 ,wt −w∗
〉]

=

T−1∑
t=0

E

[
1

n

∑
zi∈D

〈
πti,1π

t+1
i,2 ,wt+1 −w∗

〉]
+

T−1∑
t=0

E

[
1

n

∑
zi∈D

〈
πt+1
i,1 πt+1

i,2 ,wt −wt+1
〉]

+

T−1∑
t=0

E

[
1

n

∑
zi∈D

〈
(πt+1
i,1 − π

t
i,1)πt+1

i,2 ,wt+1 −w∗
〉]
. (18)

The second term on the right hand side of (18) can be upper bounded by

T−1∑
t=0

E

[
1

n

∑
zi∈D

〈
πt+1
i,1 πt+1

i,2 ,wt −wt+1
〉]
≤ E

[
T−1∑
t=0

(
ηC2

fC
2
g +

1

4η

∥∥wt+1 −wt
∥∥2
)]

.



Finite-Sum Coupled Compositional Stochastic Optimization

The first term on the right hand side of (18) can be upper bounded by

T−1∑
t=0

E

[
1

n

∑
zi∈D

〈
πti,1π

t+1
i,2 ,wt+1 −w∗

〉]
=

T−1∑
t=0

E

〈 1

n

∑
zi∈D

πti,1π
t+1
i,2 −

1

B1

∑
i∈Bt1

πti,1π
t+1
i,2 (Bti,2),wt+1 −w∗

〉
+

T−1∑
t=0

E

〈 1

B1

∑
i∈Bt1

πti,1π
t+1
i,2 (Bti,2),wt+1 −w∗

〉
=

T−1∑
t=0

E

〈 1

n

∑
zi∈D

πti,1π
t+1
i,2 −

1

B1

∑
i∈Bt1

πti,1π
t+1
i,2 (Bti,2),wt+1 −wt

〉
+

T−1∑
t=0

E

〈 1

B1

∑
i∈Bt1

πti,1π
t+1
i,2 (Bti,2),wt+1 −w∗

〉 .
The last equality above uses E

[〈
1
n

∑
zi∈D π

t
i,1π

t+1
i,2 − 1

B1

∑
i∈Bt1

πti,1π
t+1
i,2 (Bti,2),wt −w∗

〉]
= 0. Moreover,

E

〈 1

n

∑
zi∈D

πti,1π
t+1
i,2 −

1

B1

∑
i∈Bt1

πti,1π
t+1
i,2 (Bti,2),wt+1 −wt

〉 ≤ ηC2
f (ζ2 + C2

g )

min{B1, B2}
+

1

4η

∥∥wt+1 −wt
∥∥2
. (19)

According to the three-point inequality (Lemma 1 in Zhang & Lan 2020), we have∑T−1
t=0 E

[〈
1
B1

∑
i∈Bt1

πti,1π
t+1
i,2 (Bti,2),wt+1 −w∗

〉]
≤ 1

2η ‖w
t −w∗‖2 − 1

2η

∥∥wt+1 −w∗
∥∥2 − 1

2η

∥∥wt −wt+1
∥∥2
. (20)

Besides, the third term on the R.H.S. of (18) can be upper bounded as follows based on the Young’s inequality with a
constant ρ > 0.

T−1∑
t=0

E

[
1

n

∑
zi∈D

〈
(πt+1
i,1 − π

t
i,1)πt+1

i,2 ,wt+1 −w∗
〉]
≤
T−1∑
t=0

E

[
C2
gρ

2n

∑
zi∈D

∥∥πt+1
i,1 − π

t
i,1

∥∥2
+

∥∥wt+1 −w∗
∥∥2

2ρ

]

≤
T−1∑
t=0

E

[
LfC

2
gρ

n
Df∗(π

t
1, π

t+1
1 ) +

∥∥wt+1 −w∗
∥∥2

2ρ

]
,

where the last inequality is due to Lf -smoothness of f . Choose ρ = nτ
2B1LfC2

g
. Besides, we also have

∥∥wt+1 −w∗
∥∥2 ≤ C2

Ω.

T−1∑
t=0

E

[
1

n

∑
zi∈D

〈
(πt+1
i,1 − π

t
i,1)πt+1

i,2 ,wt+1 −w∗
〉]
≤ τ

2B1
E

[
T−1∑
t=0

Df∗(π
t
1, π

t+1
1 )

]
+
B1LfC

2
gC

2
ΩT

nτ
. (21)

Plugging (19), (20), and (21) into (18) leads to

T−1∑
t=0

E

[
1

n

∑
zi∈D

Qi,0(yt,y∗)

]
≤ ηTC2

fC
2
g +

ηTC2
f (ζ2 + C2

g )

min{B1, B2}
+
C2

Ω

2η
+

τ

2B1
E

[
T−1∑
t=0

Df∗(π
t
1, π

t+1
1 )

]
+
B1LfC

2
gC

2
ΩT

nτ
.

D.1. Proof of Theorem 3

Theorem 5 (Detailed Version of Theorem 3). Under assumptions 2, 3 and that f is convex, monotone, Lipschitz-continuous,
and smooth while gi is convex and Lipschitz-continuous, SOX with β = 1 can find an w that E [F (w)− F (w∗)] ≤ ε after

T = max
{

18n(CfCgCΩ+Cf∗ )

B1ε
,

81nL2
fC

2
gC

2
Ωσ

2

B1B2ε2
,

81LfC
2
gC

2
Ω

B2ε2
,

81L2
fC

4
gC

4
Ω

ε2 ,
81nCC2

Ω

2B1ε2
,

81C2
fC

2
gC

2
Ω

2ε2 ,
81C2

fC
2
Ω(ζ2+C2

g)

2 min{B1,B2}ε2

}
iterations by setting η = min

{
B1ε
9nC ,

ε
9C2

fC
2
g
, min{B1,B2}ε

9C2
f (ζ2+C2

g)

}
and τ = max

{
9Lfσ

2

B2ε
, 9B1

nB2ε
,

9B1LfC
2
gC

2
Ω

nε

}
.
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Proof. Based on Lemma 9, Lemma 10, and Lemma 11, we have

E

[
1

T

∑
t=0

Q(yt,y∗)

]

≤ 2n(CfCgCΩ + Cf∗)

B1T
+
nηC

B1
+
τnLfC

2
gC

2
Ω

B1T
+
Lfσ

2

τB2
+

B1

nτB2
+ ηC2

fC
2
g +

ηC2
f (ζ2 + C2

g )

min{B1, B2}
+

C2
Ω

2ηT
+
B1LfC

2
gC

2
Ω

nτ
,

where F (w̄T ) = L(w̄, π̄∗1 , π̄
∗
2), w̄ = 1

T

∑T−1
t=0 wt and Li,1(w∗, πt+1

i,1 , πt+1
i,2 ) ≤ f(gi(w

∗)) such that we have
1
n

∑
zi∈D Li,1(w∗, πt+1

i,1 , πt+1
i,2 ) ≤ 1

n

∑
zi∈D f(gi(w

∗)) = F (w∗).

E

[
1

T

∑
t=0

Q(yt,y∗)

]
= E

[
1

T

∑
t=0

(L(wt, π̂1, π̂2)− L(w∗, πt+1
1 , πt+1

2 ))

]
≥ E [F (w̄)− F (w∗)]

Thus, to ensure that E [F (w̄)− F (w∗)] ≤ ε, we can make

η = min

{
B1ε

9nC
,

ε

9C2
fC

2
g

,
min{B1, B2}ε
9C2

f (ζ2 + C2
g )

}
, τ = max

{
9Lfσ

2

B2ε
,

9B1

nB2ε
,

9B1LfC
2
gC

2
Ω

nε

}
,

T = max
{

18n(CfCgCΩ+Cf∗ )

B1ε
,

81nL2
fC

2
gC

2
Ωσ

2

B1B2ε2
,

81LfC
2
gC

2
Ω

B2ε2
,

81L2
fC

4
gC

4
Ω

ε2 ,
81nCC2

Ω

2B1ε2
,

81C2
fC

2
gC

2
Ω

2ε2 ,
81C2

fC
2
Ω(ζ2+C2

g)

2 min{B1,B2}ε2

}
.

E. Extensions for A More General Class of Problems
In this section, we briefly discuss the extension when fi is also a stochastic function such that we can only get an unbiased
estimate of its gradient, which has an application in MAML. To this end, we assume a stochastic oracle of fi that given
any g(·) returns ∇fi(g(·); ι) such that E[∇fi(g(·); ι)] = ∇fi(g), E[‖∇fi(g(·); ι) − ∇fi(g(·))‖2] ≤ χ2. We can extend
our results for the smooth nonconvex problems by the modifications as follows: First, we need to assume that ∇fi(·; ι) is

Lipschitz-continuous; Second, the
2β2C2

f (ζ2+C2
g)

min{B1,B2} term in Lemma 3 should be replaced by
2β2(χ2C2

g+(C2
f+χ2/B3))(ζ2+C2

g)

min{B1,B2,B3} ,
where B3 is the batch size for sampling ι. Note that Lemma 1 remains the same and Theorem 1 does not change (up to a
constant factor).


