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Abstract

Recent advances in deep learning have allowed neural networks (NNs) to successfully replace traditional numerical solvers in many applications, thus enabling impressive computing gains. One such application is time domain simulation, which is indispensable for the design, analysis and operation of many engineering systems. Simulating dynamical systems with implicit Newton-based solvers is a computationally heavy task, as it requires the solution of a parameterized system of differential and algebraic equations at each time step. A variety of NN-based methodologies have been shown to successfully approximate the trajectories computed by numerical solvers at a fraction of the time. However, few previous works have used NNs to model the numerical solver itself. For the express purpose of accelerating time domain simulation speeds, this paper proposes and explores two complementary alternatives for modeling numerical solvers. First, we use a NN to mimic the linear transformation provided by the inverse Jacobian in a single Newton step. Using this procedure, we evaluate and project the exact, physics-based residual error onto the NN mapping, thus leaving physics “in the loop”. The resulting tool, termed the Physics-pRojected Neural-Newton Solver (PRoNNS), is able to achieve an extremely high degree of numerical accuracy at speeds which were observed to be up to 31% faster than a Newton-based solver. In the second approach, we model the Newton solver at the heart of an implicit Runge-Kutta integrator as a contracting map iteratively seeking a fixed point on a time domain trajectory. The associated recurrent NN simulation tool, termed the Contracting Neural-Newton Solver (CoNNS), is embedded with training constraints (via CVXPY Layers) which guarantee the mapping provided by the NN satisfies the Banach fixed-point theorem; successive passes through the NN are therefore guaranteed to converge to a unique, fixed point. Explicitly capturing the contracting nature of Newton iterations leads to significantly increased NN accuracy relative to a vanilla NN. We test and evaluate the merits of both PRoNNS and CoNNS on three dynamical test systems.
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1. Introduction

Across many applications, Neural Networks (NNs) are being increasingly constructed, and subsequently utilized, as iterative self-mapping functions (Chen et al., 2018):

\[ x^{(i+1)} = f(x^{(i)}, \theta), \]  

where the NN mapping \( f : \mathbb{R}^n \to \mathbb{R}^n \) is parameterized by some input \( \theta \). Residual Networks (ResNets) (He et al., 2016), normalizing flows (Kobyzev et al., 2020), and even standard Recur-
rent Neural Networks (RNNs) (Yu et al., 2019) all approximately leverage this self-mapping structure (Chen et al., 2018). The observation that (1) can be interpreted as a forward Euler step (Lu et al., 2018; Haber and Ruthotto, 2017) of some underlying continuous dynamical system has lead to the re-emergence (Massaroli et al., 2020; Cohen and Grossberg, 1983) of research which treats NNs as dynamical systems (Li et al., 2019). Notable recent works include, for example, Neural ODEs (Chen et al., 2018) with its many variants (Massaroli et al., 2020; Tzen and Raginsky, 2019; Poli et al., 2019; Zhang et al., 2019), and Deep Equilibrium Models (Bai et al., 2019, 2020). These approaches, collectively referred to as Continuous Deep Learning Models (CDLMs), provide a variety of computational and modeling benefits, but they are also able to directly leverage a century worth of tools from the differential equations community.

The CDLM perspective arises by treating (1) as a discretized Euler step of some continuous system; in the limit, (1) transforms into a true derivative (i.e., \( \dot{x} = f(x, \theta) \)), and CDLMs naturally emerge (Chen et al., 2018). In this paper, we offer an alternative perspective: rather than having (1) (or its continuous counterpart) directly model the evolution of some system of interest, we instead use it to model the iterative steps taken by the numerical solver of the system. Learning the behaviour of a numerical solver (rather than the behaviour of a system itself) can be advantageous for a number of reasons, including the learned solver’s ability to provide arbitrary levels of simulation accuracy. In this paper, we focus exclusively on implicit Runge-Kutta (IRK) integration methods which require the solution of a (potentially nonlinear) system of equations at each time step; such IRK methods are typically solved with a Newton-based root-finding tool and are therefore computationally expensive (Iserles, 2008). NN-based models can be used to help reduce this computational effort. Modeling Newton’s method with a NN has two salient alternatives; one can use a NN \( \Phi \) to either (i) predict the linear transformation provided by the inverted Jacobian inside of a Newton loop, or (ii) directly predict iterative state updates via \( x^{(i+1)} \leftarrow \Phi(x^{(i)}) \). In this paper, we outline novel frameworks for both of these approaches, and we compare and contrast their merits.

**Predicting linear transformations:** We first use a NN to predict the expensive linear transformation (i.e., Jacobian inverse \( J^{-1} \)) mappings which are at the computational heart of a Newton routine. In doing so, we exploit the fact that Newton steps can include some degree of error and still iteratively arrive at the desired root. In this paper, we use a NN to learn these linear transformations, and then we iteratively project the residual error of future time domain trajectory points onto these linear transformations. We thus refer to the resulting tool as the Physics-Projected Neural-Newton Solver (PRoNNS), since it projects physics-based residuals directly into the NN at each iteration.

**Directly predicting state updates:** We also explore removing the physics-based residual function altogether to learn a fully data-driven iterative solver. By directly modeling a numerical solver, we can equip (1) with a particular mathematical property that few dynamical systems actually possess: contraction. A self-mapping system contracts if a distinct set of inputs are farther apart than the outputs to which they map (Pata, 2019). Thus, we use (1) to model a contracting numerical solver. If certain conditions are satisfied (e.g., conditions for the Newton-Kantorovich Theorem (Ortega and Rheinboldt, 2000)), then Newton’s method is guaranteed to contract around the fixed point it is seeking. By ensuring that the Newton solver always iterates in a locally contracting region, we can train a NN which both mimics Newton’s iterative contracting behavior and, furthermore, is guaranteed to converge. The resulting NN is termed the Contracting Neural-Newton Solver (CoNNS).

**Paper Contributions:** In this paper, we design two approaches for modeling IRK numerical solvers. Through PRoNNS, (i) we develop a model which learns the linear transformations required at each Newton solver step, and (ii) we overcome the problem of training on residuals whose norms
decay to 0 by implementing a normalization procedure which preserves the mappings of the underlying linear transformations. Through CoNNS, (iii) we derive conditions under which a NN of the form (1) is guaranteed to contract and thus satisfy the Banach fixed point theorem, and (iv) we pose these contraction conditions as simple, semidefinite programming constraints which can be implemented with open source tools (CVXPY Layers (Agrawal et al., 2019)) inside of a NN training routine. Finally, (v) we provide a comparison between these alternative numerical solver modeling approaches and showcase their capabilities on several dynamical test systems.

2. Related work

The direct modeling of dynamical systems using NNs has a rich history (González-García et al., 1998; Milano and Koumoutsakos, 2002; Kosmatopoulos et al., 1995; Tiumentsev and Egorchev, 2019); subsequent simulation of the resulting parameterized models, though, requires the use of classical numerical solvers. Recently, attention has shifted towards constructing models which are capable of directly predicting the time domain response of a dynamical system, thus bypassing the need for a numerical solver. In particular, the so-called Physics Informed Neural Network (PINN) (Raissi et al., 2019), which uses physics-based sensitivities to regularize the training loss function, has achieved great success in extrapolating the solutions of Partial Differential Equations (PDEs), both in continuous and discrete time applications. A variety of follow up works (Pang et al., 2019; Shin et al., 2020; Lu et al., 2021; Misyris et al., 2020) have quickly improved upon the method, adding additional training constraints and extending it into new domains. In particular, (Roehrl et al., 2020) formally extends PINN modeling to ODEs; ODEs are the primary focus of this paper.

Rather than directly parameterizing a NN with an input time variable $t$, which is often necessary with PINNs, an alternative approximation scheme uses a flow map interpretation of dynamical systems (Ying and Candes, 2006); in this case, a NN-based flow map function learns to directly advance a dynamical system state from $x(t)$ to $x(t + \Delta t)$. This is accomplished with a feedforward NN in (Pan and Duraisamy, 2018) and a ResNet in (Qin et al., 2019). The standard ResNet approach is improved upon in (Liu et al., 2020), where a hierarchy of ResNets is used in order to overcome the problem of numerical stiffness in dynamical systems. NNs which mimic flow maps, however, must implicitly model both the dynamics of a system and the application of a numerical integration tool (Luchtenburg et al., 2014) (e.g., implicit Runge-Kutta) all at once, and there is no way to control the accuracy of the prediction they provide (other than increased training).

Ultimately, both PINNs and flow maps directly learn the trajectories associated with dynamical systems. Such trajectories, however, are usually computed with implicit numerical solvers. An even more fundamental approach to learning dynamical trajectories is to therefore directly learn the iterative steps taken by the associated numerical solver. While this approach has not been applied to the problem of time domain simulation, to the authors’ knowledge, it has been applied in limited cases to other engineering problems (Baker, 2020; Mathia and Saeks, 1995). However, system physics has never been incorporated inside the iterative solver loop (as we do with PRoNNS), and the stability of the NN-based solver has not been explicitly addressed (as we consider with CoNNS).

The convergence of our second solver, CoNNS, coincides with the convergence of its RNN model. There is extensive work which analyzes the stability of RNNs, beginning with (Simard et al., 1988). Rigorous energy function formulations are offered in (Cao and Wang, 2005; Mostafa et al., 2011; Hu and Wang, 2002; Yi, 2013). When deriving CoNNS, we target contraction, which is a stronger notion than stability, but has sparsely been addressed in the discrete RNN literature until
more recently, (Steck, 1992) was one of the first papers which derived sufficient conditions for the contraction of a single layer RNN with bounded activation functions. Subsequently, (Mandic et al., 2000) developed analytical conditions related to the slope of the sigmoid activation function and the size of the weighting parameters. Most recently, (Miller and Hardt, 2018) investigated the stability of RNNs from the perspective of so-called \( \lambda \)-contractive sets. These methods are improved upon and analyzed in (Revay and Manchester, 2020), where projected gradient descent is used to project the NN model into a contracting space. In both (Miller and Hardt, 2018) and (Revay and Manchester, 2020), however, contraction of the RNN is utilized only as a conservative proxy to achieve stability; in neither case is convergence to a unique fixed point an explicit goal for the underlying RNN.

3. Mathematical background

We denote \( \varsigma_m(.\right) \) as the maximum singular value operator, i.e., \( \varsigma_m(A) = \max\{\sqrt{\lambda(A A^T)}\} \) (Horn and Johnson, 1990). Notably, the largest singular value provides the bound \( \|A x\|_2 \leq \varsigma_m(A)\|x\|_2 \).

3.1. Implicit Runge-Kutta Integration

We consider a time-invariant system of nonlinear ODEs given as \( \dot{x}(t) \triangleq \frac{d}{dt} x(t) = f(x(t)) \). The goal of time domain simulation (Liu et al., 2020) is to integrate \( x(t) \) forward in time via

\[
x(t + \Delta t) = x(t) + \int_t^{t+\Delta t} f(x(\tau)) d\tau.
\]  

(2)

Since the closed form solution of (2) is rarely available, \( x(t) \) is typically integrated using a Runge-Kutta time-stepping approach. Depending on how the parameters of the integration scheme are chosen, Runge-Kutta methods can take the form of many popular integrators (e.g., backward Euler); these methods can be classified as either explicit or implicit. In this work, we exclusively consider implicit integration schemes, since they are commonly used in many physics-based applications; they are, however, computationally expensive to solve. In the Implicit Runge-Kutta (IRK) method (Iserles, 2008), the future state \( x(t + \Delta t) \) is written as the sum

\[
x(t + \Delta t) = x(t) + \Delta t \sum_{i=1}^{s} b_i k_i,
\]  

(3)

where \( s \) is the number of “stages” associated with the IRK method, and \( k_i \) is a vector of trajectory derivatives at various points \( t + c_i \Delta t \) between \( t \) and \( t + \Delta t \). These derivative terms are computed as

\[
k_i = f\left(x(t) + \Delta t \sum_{j=1}^{s} \alpha_{i,j} k_j\right), \quad i \in \{1, \ldots, s\}.
\]  

(4)

The parameters \( \alpha_{i,j}, b_i, \) and \( c_i \) are given coefficients from the Butcher tableau. Notably, the Runge-Kutta step given by (3)-(4) represents an implicit, nonlinear system of equations. Typically, an iterative root finding tool, such as Newton’s method, is used to drive this system of nonlinear equations to 0 at each time step. Without loss of generality, this paper will focus on the trapezoidal integration method (Iserles, 2008), since it is the primary workhorse behind many ODE solvers (Milano, 2010). With trapezoidal integration, the implicit system of equations associated with (4) is given by

\[
0 = k_2 - f(x(t) + \Delta t_2 k_1 + \Delta t_2 k_2) \triangleq r(k_2),
\]  

(5)
where \( k_1 = f(x(t)) \). System (5) is typically solved by linearizing \( r(k_2) \approx r(k_2^{(0)}) + J(k_2^{(0)})\Delta k_2 \), setting the expression equal to 0, and then defining the iterative self-map

\[
k_{2}^{(i+1)} = k_{2}^{(i)} - J(k_{2}^{(i)})^{-1}r(k_{2}^{(i)}) \triangleq g(k_{2}^{(i)}). \tag{6}
\]

The primary computational bottleneck associated with IRK integration comes from solving nonlinear system (5) by iterating on (6). For convenience, \( k \triangleq k_2 \) in the remainder of this paper.

### 3.2. Fixed points of contracting systems

**Definition 1 (Contraction Mapping (Pata, 2019))** A function \( f : \mathbb{R}^n \to \mathbb{R}^n \) is said to be contracting, or a contraction mapping, if, for any \( x, y \in \mathbb{R}^n \), there exists \( 0 \leq \mu < 1 \) such that

\[
\|f(x) - f(y)\|_2 \leq \mu \|x - y\|_2.
\tag{7}
\]

**Theorem 2 (Banach Fixed-Point Theorem (Pata, 2019))** Let \( f : \mathbb{R}^n \to \mathbb{R}^n \) be contracting on the complete metric space of \( \mathbb{R}^n \). Then, \( f \) has a unique fixed point \( x^* \), such that \( x^* = f(x^*) \). Moreover, for any \( x \in \mathbb{R}^n \), the sequence \( f \circ \cdots \circ f(x) \) converges to \( x^* \).

### 4. The Physics-pRojected Neural-Newton Solver (PRoNNS)

Panel (a) of Fig. 1 depicts the computational bottleneck associated with Newton iterations which are at the heart of any IRK method. In order to alleviate this bottleneck, we use a ReLU-based NN to learn the linear transformation which maps a residual error vector function \( r(k^{(i)}) \) to a Newton step via \( \Delta k = -J(k^{(i)})^{-1}r(k^{(i)}) \). ReLU-based NNs naturally provide piecewise linear input-output mappings, so they are particularly well-suited for learning the linear transformation codified by \( J(k^{(i)})^{-1} \). Thus, we replace this linear transformation with ReLU-based NN \( \Phi_p \) which takes the residual error, the current state trajectory estimate \( k^{(i)} \), and the current state value \( x(t) \) as inputs:

\[
k^{(i+1)} = k^{(i)} - \Phi_p \left( r(k^{(i)}), k^{(i)}, x(t) \right).
\tag{8}
\]

Learning the linear mapping \( J(k^{(i)})^{-1}r(k^{(i)}) \) from simulated datasets is practically challenging, since the norm of the residual error vector \( r \) decays to 0 as \( k \) converges to its fixed point. To overcome this challenge, we normalize \( r(k^{(i)}) \) by its own norm, and we additionally scale the output step by the same size. The updated Newton iterations are equivalent to

\[
k^{(i+1)} = k^{(i)} - \| r(k^{(i)}) \| J(k^{(i)})^{-1} \frac{r(k^{(i)})}{\| r(k^{(i)}) \|}.
\tag{9}
\]

When training a NN to mimic (9), we treat \( r(k^{(i)}) / \| r(k^{(i)}) \| \) as an input, and the output emulates \( J(k^{(i)})^{-1}r(k^{(i)}) / \| r(k^{(i)}) \| \). We re-scale the NN output by \( \| r(k^{(i)}) \| \) when implementing PRoNNS:

\[
k^{(i+1)} = k^{(i)} - \| r(k^{(i)}) \| \Phi_p \left( r(k^{(i)}) / \| r(k^{(i)}) \|, k^{(i)}, x(t) \right).
\tag{10}
\]

Despite the input scaling in (10), \( \Phi_p \) is still trained to match the same linear transformation provided by the Jacobian transformation in (6). Finally, we note that even in the presence of linear transformation prediction error, routine (10) still has the potential to find the fixed point \( k^* \). In the left-hand panel of Fig. 2, we show representative steps taken by a Newton solver. In the right-hand panel, we show how steps taken by PRoNNS, even in the presence of gross linearization error, can still converge to the fixed point of the residual function \( r(k) \). Such convergence, however, is not guaranteed. In the following section, we introduce a NN-based solver whose convergence is guaranteed.
5. The Contracting Neural-Newton Solver (CoNNS)

In this section, we build a NN which effectively emulates the Newton solver routine in (6), but we apply training constraints to ensure contraction of the NN mapping. We begin by casting the Newton iterations from (6) as a contracting system which is searching for a fixed point. Generally, Newton may not contract for an arbitrarily large time step $\Delta t$ or arbitrarily chosen initial conditions. However, in this work, we assume these values are chosen such that Newton does represent a contracting system. Contraction in some region can be guaranteed by applying conditions from the Newton-Kantorovich Theorem (Ortega and Rheinboldt, 2000) or, more simply, by ensuring the gradient magnitude of the Newton map over some convex set is bounded to be less than 1. We may define analogous sufficient conditions in $n$-dimensions by taking the multivariable derivative of map (6) with respect to $k_2$ and ensuring the Jacobian singular values are bounded by unity:

$$\varsigma_m \left(J^{-1} \left[ \left( \frac{\partial}{\partial k_2_1} J \right) J^{-1} r \quad \left( \frac{\partial}{\partial k_2_2} J \right) J^{-1} r \quad \cdots \quad \left( \frac{\partial}{\partial k_2_n} J \right) J^{-1} r \right] \right) < 1, \quad \forall k \in \mathcal{K}. \quad (11)$$

5.1. Conditions for guaranteed contraction of a neural network

We define an $h$-layer NN $k^{(i+1)} = \Phi_c(k^{(i)}, x(t))$, equipped with ReLU activation $\sigma(\cdot)$, via

$$k^{(i+1)} = \sigma \left( W_h \cdots \sigma \left( W_2 \sigma \left( W_1 k^{(i)} + U x(t) + b_1 \right) + b_2 \right) \cdots + b_h \right) \triangleq \Phi_c(k^{(i)}, x(t)). \quad (12)$$

We now present conditions which are sufficient to ensure the self-mapping routine (12) will contract.

**Remark 3** For all vectors $x, y \in \mathbb{R}^n$, the ReLU operator $\sigma : \mathbb{R}^n \to \mathbb{R}^n$ satisfies

$$\|\sigma(x) - \sigma(y)\|_p \leq \|x - y\|_p, \quad \forall p \in \{1, 2, \ldots, \infty\}. \quad (13)$$

**Lemma 4** Consider the $i^{th}$ layer of (12). If $\varsigma_m(W_i) < 1$, then this layer is a contraction mapping.
Proof We directly apply the definition of contraction (7) for arbitrary inputs $x$ and $y$. The result yields $||\sigma(W_i x + b_i) - \sigma(W_i y + b_i)||_2 \leq ||W_i (x - y) + b_i||_2 \leq \varsigma_m(W_i) ||x - y||_2$. \hfill \blacksquare

**Theorem 5** A sufficient condition to ensure (12) satisfies the Banach Fixed-Point Theorem is

$$\sup_{i \in \{1, \ldots, h\}} \varsigma_m(W_i) < 1.$$ (14)

Proof Write (12) as a sequence of mappings, such that

$$\sigma(W_i x + b_i) = \sigma(W_i k + U x(t) + b_i), \quad g_2(k) = \sigma(W_2 g_1(k) + b_2), \ldots, g_h(k) = \sigma(W_h g_{h-1}(k) + b_h).$$

By Lemma 4, each of these functions represents a contraction if (14) is satisfied. The composition of functions $\Phi \triangleq g_h \circ \cdots \circ g_2 \circ g_1$ which are individually contracting results in a new function which is also contracting. Thus, $\Phi(k, x(t))$ is contracting and necessarily satisfies the Banach FPT. \hfill \blacksquare

Directly constraining the singular values of a matrix (i.e., via (14)) is challenging. Instead, we seek to use semidefinite programming (SDP) tools which can efficiently constrain matrix eigenvalues. Furthermore, such tools are conveniently available through CVXPY Layers (Agrawal et al., 2019). Note that $\sigma(W) < 1$ implies $\lambda(WW^T) < 1$, and furthermore, $I - W^{-1} W^T > 0$. By the Schur complement lemma (VanAntwerp and Braatz, 2000; Revay and Manchester, 2020)

$$\begin{bmatrix} I(1 - \epsilon) & W \\ W^T & I(1 - \epsilon) \end{bmatrix} \succeq 0 \Rightarrow \varsigma_m(W) < 1.$$ (15)

The contraction condition (14) can be satisfied for all square matrices by imposing (15) via conventional SDP tools; non-square matrices $W_1$ and $W_h$ are dealt with by defining and dealing with augmented matrices, e.g., $\tilde{W}_i = [W_i | M_i] \in \mathbb{R}^{n \times n}$. At each training step, CVXPY Layers is used to optimally projects the unconstrained matrix $W_i$ into a constrained space via

$$\min_{\tilde{W}_i} \left( \left\| W_i - \tilde{W}_i \right\|_F^2 \right), \quad \forall i \in \{1, \ldots, h\}, \text{ s.t. (15)}. \quad (16)$$

Constrained matrices $\tilde{W}_i$ then replace their unconstrained counterparts $W_i$ in (12). The projected training routine (16) guarantees (12) will converge to a unique fixed point $k^*$. Notably, SDP constraints are only enforced during training; NN evaluation uses standard matrix vector products and ReLU activations. Panel (c) of Fig. 1 portrays ConNNS, which iterates until convergence.

### 6. Numerical test results

In this section, we provide test results associated with three simulated systems: a two-state cubic oscillator (Liu et al., 2020), a three-state Hopf bifurcation (Liu et al., 2020), and a 10-state electrical power system, known as the Kundur system (Kundur et al., 1994).

**Cubic Oscillator:**

$$\dot{x} = -0.1x^3 + 2y^3$$

$$\dot{y} = -2x^3 - 0.1y^3$$

**Hopf bifurcation:**

$$\dot{\mu} = 0$$

$$\dot{x} = \mu x + y - x(x^2 + y^2)$$

$$\dot{y} = \mu y - x - y(x^2 + y^2)$$

**Kundur system:**

$$\dot{\delta}_i = \omega_i$$

$$\dot{\omega}_i = p_i \dot{\omega}_i - \sum_{j \in I} B_{ij} \sin(\delta_i - \delta_j)$$

$$\forall i \in I.$$
To collect training data, we defined a set of initial conditions associated with each system, and we randomly perturbed these conditions in order to generate strong system perturbations. We then simulated the resulting deterministic trajectories via the standard Newton-based trapezoidal integration method of (5)-(6). We used a step size $\Delta t$ between 0.025s and 0.001s, and Newton convergence tolerance was set to $\epsilon = 10^{-9}$. Additional settings can be found directly in the code (Chevalier, 2021). After collecting 50 trajectories for each system, we appropriately trained both PRoNNs and CoNNS on the Newton step data. Training was performed with PyTorch (Paszke et al., 2019), and we used CVXPY Layers (Agrawal et al., 2019) to solve (16). We used Adam (Kingma and Ba, 2014) with learning rates set between $10^{-3}$ and $10^{-5}$ (see code). All simulation and training was performed on a Dell XPS laptop equipped with an Intel i7 CPU @ 2.60GHz 16 GB of RAM.

6.1. Results: PRoNNs

To model PRoNNs, we trained NNs containing three hidden layers; the NNs were respectively given 10 (cubic oscillator), 10 (Hopf), and 20 (Kundur) nodes per layer. We evaluated the performance of PRoNNs by testing it on 50 trajectories stemming from the same initial condition distributions as the training set. We then computed the 2-norm error across all variables and all time for every trajectory; the error associated with the $j$th trajectory, therefore, is $e_j = \| \hat{x}_i(t) - x_i(t) \|$, $\forall t, \forall i$, where $\hat{x}_i(t)$ is the $i$th state predicted by PRoNNs. Test results are depicted in Fig. 3. Notably, PRoNNs was able to accurately solve for trajectories across a wide region of initial conditions and in temporal regions well beyond its training (e.g., it was trained on 45 seconds of simulation data for the cubic/Hopf systems, but it could generalize well beyond these times). Error statistics are reported in Table 1; from these data, PRoNNs performed almost equally well on both unseen test trajectories and on training data. In Fig. 4, we depict the error accumulated by PRoNNs in various regions of state space for the cubic oscillator.

![Figure 3: Simulated trajectories pulled from test data, generated by Newton (benchmark) and PRoNNs.](image)

**Timing Analysis:** In order to obtain a first impression of the computational properties, we conducted a timed comparison of the calculation of a single time step $\Delta t$ using Newton iterations and PRoNNs for a range of states $x_0$, using thousands of repetitions and selecting the lowest run-time to reduce noise. For the cubic oscillator, PRoNNs required about 65% more time than the Newton iterations. For the Hopf Bifurcation system, the two methods matched each other very closely. Lastly, for the Kundur system, the largest among the test cases, PRoNNs required 31% less time than Newton; i.e., 0.075 ms for Newton’s 0.108 ms. Absolute times are strongly influenced by $\Delta t$ and $x_0$ as...
Table 1: Training and test error, computed as the 2-norm of the trajectory approximation error.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Data</th>
<th>Cubic oscillator ($\times 10^{-3}$)</th>
<th>Hopf bifurcation ($\times 10^{-4}$)</th>
<th>Kundur ($\times 10^{-4}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$|x - \hat{x}|_2$</td>
<td>$|y - \hat{y}|_2$</td>
<td>$|\mu - \hat{\mu}|_2$</td>
</tr>
<tr>
<td>mean</td>
<td>Training</td>
<td>1.008</td>
<td>1.004</td>
<td>4.418 $\times 10^{-5}$</td>
</tr>
<tr>
<td>mean</td>
<td>Test</td>
<td>0.978</td>
<td>0.969</td>
<td>4.456 $\times 10^{-5}$</td>
</tr>
<tr>
<td>sd</td>
<td>Test</td>
<td>0.652</td>
<td>0.652</td>
<td>2.846 $\times 10^{-5}$</td>
</tr>
<tr>
<td>max</td>
<td>Test</td>
<td>2.654</td>
<td>2.597</td>
<td>10.72 $\times 10^{-5}$</td>
</tr>
</tbody>
</table>

Figure 4: Error accumulated by PRoNNS trajectory steps in state space after training on the cubic oscillator. The red swirl shows the evolution of the training trajectory which evolved at the farthest region of state space.

well as the NN size, but the trend in the relative comparison matches the following consideration. Newton’s method is dominated by system solve $J^{-1}r$ and scales with $O(n^3)$. Meanwhile, evaluating $h$-layer NNs with $m$ nodes per layer scales with $\sim O(m^2)$, since $m \gg h$. Thus, computational benefit of PRoNNS is realized more saliently in large systems whose size satisfies $n > m^{2/3}$.

6.2. Results: CoNNS

We trained NNs containing four hidden layers with 40 (cubic), 50 (Hopf), and 100 (Kundur) nodes per layer. Notably, these NNs had to be several factors larger than the PRoNNS NNs in order to achieve acceptable error characteristics. We evaluated the performance of CoNNS by testing it on 50 trajectories stemming from the same distribution as the training set, and we bench-marked against an equivalently sized NN which was trained with no contraction constraints; both networks were trained to the same level of loss. Panels (a), (b), and (c) of Fig. (5) compare the performance of CoNNS to both the unconstrained NN and Newton for all three dynamical systems. CoNNS clearly outperforms the vanilla NN in the case of the cubic and Kundur systems. In panel (d), where a larger perturbation is applied to the system, the unconstrained NN shows sharp, incoherent trajectories which are very poor predictors of the true underlying dynamics.

Table 2 reports the cubic oscillator training and test results for both the constrained and unconstrained NNs.; similar statistics were computed for the Hopf and Kundur systems as well. Across all statistics, the results definitively suggest that CoNNS provides a more reliable prediction compared to the unconstrained NN predictions; furthermore, CoNNS required notably fewer iterations to converge. However, we required a relatively large NN to achieve these results (approximately 5x larger than PRoNNS in all cases), and the time domain error was relatively larger than the error accumulated by PRoNNS; compare, for instance, Fig. panel (c) of Fig 3 and panel (c) of Fig. 5.
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Figure 5: Panels (a)-(d) show system trajectories simulated with Newton, CoNNS and an unconstrained NN. Singular values of the Kundur NN weighting matrices are shown in panel (e)-(f).

Table 2: Training and test trajectory error. Iterations is the cumulative count of passes through CoNNS or the unconstrained NN for a given trajectory (Newton required a maximum of 8950 iterations, for reference).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Data</th>
<th>Cubic oscillator (constrained)</th>
<th>Cubic oscillator (unconstrained)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$|x - \hat{x}|_2$</td>
<td>$|y - \hat{y}|_2$</td>
</tr>
<tr>
<td>mean</td>
<td>Training</td>
<td>0.3685</td>
<td>0.3620</td>
</tr>
<tr>
<td>mean</td>
<td>Test</td>
<td>0.7297</td>
<td>0.7279</td>
</tr>
<tr>
<td>sd</td>
<td>Test</td>
<td>0.8200</td>
<td>0.8230</td>
</tr>
<tr>
<td>max</td>
<td>Test</td>
<td>4.0938</td>
<td>4.2462</td>
</tr>
</tbody>
</table>

7. Conclusion

With the goal of accelerating time domain simulation speeds, this paper developed two learning-based methods for emulating numerical solvers. The Physics-pRojected Neural-Newton Solver (PRoNNS) modeled inverted Jacobian transformations, and it was found to very successfully emulate trapezoidal integration, accumulating very low degrees of trajectory error ($\leq 10^{-3}$) across hundreds of tests, and achieving up to a 31% speed-up over a Newton-based benchmark. This result was achieved on a relatively small, 10-state system, and computational advantages will certainly scale with system size. While no convergence guarantees were derived, PRoNNS was found to reliably converge to meaningful solutions. We also developed a fully data-driven solver, termed the Contracting Neural-Newton Solver (CoNNS), which incorporated training constraints to guarantee iterative convergence. CoNNS was found to consistently outperform a vanilla-NN benchmark, offering an order of magnitude more accurate test performance on both the cubic oscillator and Kundur systems. This level of accuracy, however, did not meet the level of PRoNNS, and it came at the cost of incorporating $5 \times$ more hidden neurons, resulting in slower-than-Newton performance.
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