
Proceedings of Machine Learning Research 172:1–15, 2022 Full Paper – MIDL 2022

Hidden in Plain Sight: Subgroup Shifts Escape OOD
Detection

Lisa M. Koch1 lisa.koch@uni-tuebingen.de
1 Institute for Ophthalmic Research, University of Tübingen, Germany
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Abstract

The safe application of machine learning systems in healthcare relies on valid performance
claims. Such claims are typically established in a clinical validation setting designed to be
as close as possible to the intended use, but inadvertent domain or population shifts remain
a fundamental problem. In particular, subgroups may be differently represented in the data
distribution in the validation compared to the application setting. For example, algorithms
trained on population cohort data spanning all age groups may be predominantly applied in
elderly people. While these data are not “out-of distribution”, changes in the prevalence of
different subgroups may have considerable impact on algorithm performance or will at least
render original performance claims invalid. Both are serious problems for safely deploying
machine learning systems. In this paper, we demonstrate the fundamental limitations of
individual example out-of-distribution detection for such scenarios, and show that subgroup
shifts can be detected on a population-level instead. We formulate population-level shift
detection in the framework of statistical hypothesis testing and show that recent state-of-
the-art statistical tests can be effectively applied to subgroup shift detection in a synthetic
scenario as well as real histopathology images.
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1. Introduction

Machine learning (ML) tools for medical image analysis have been approaching human-
level performance in controlled settings in various application areas such as ophthalmology,
breast, skin and lung cancer detection, respiratory diseases and orthopaedics (Liu et al.,
2019). However, major hurdles still obstruct the wide adoption of machine learning in
clinical practice. When ML is applied in a clinical setting, its outputs are typically used to
ultimately inform treatment decisions. Therefore, as a flipside to their vast potential, ML
algorithms can also indirectly cause harm to the patient. For example, failure to detect the
presence of tumour cells on histopathology samples may lead to inappropriate treatment
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