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Abstract

Progress in machine learning is typically measured by training and testing a model on samples drawn from the same distribution, i.e. the same domain. This over-estimates future accuracy on out-of-distribution data. The Visual Domain Adaptation (VisDA) 2021 competition tests models’ ability to adapt to novel test distributions and handle distributional shift. We set up unsupervised domain adaptation challenges for image classifiers and evaluate adaptation to novel viewpoints, backgrounds, styles and degradation in quality. Our challenge draws on large-scale publicly available datasets but constructs the evaluation across domains, rather than the traditional in-domain benchmarking. Furthermore, we focus on the difficult “universal” setting where, in addition to input distribution drift, methods encounter missing and/or novel classes in the test set. In this paper, we describe the datasets and evaluation metrics and highlight similarities across top-performing methods that might point to promising future directions in universal domain adaptation research. We hope that the competition will encourage further improvement in machine learning methods’ ability to handle realistic data in many deployment scenarios. See http://ai.bu.edu/visda-2021/
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1. Introduction

In machine learning, “dataset bias” happens when the training data is not representative of future test data. Finite datasets cannot include all variations possible in the real world, so every machine learning dataset is biased in some way. Yet, machine learning progress is traditionally measured by testing on in-distribution data: almost every new approach is trained and evaluated on i.i.d samples from the same original distribution. This traditional evaluation obscures the real danger that models will fail on new data distributions. For example, a pedestrian detector trained on pictures of people in a sidewalk could fail on...
Figure 1: The **Universal Domain Adaptation** task addressed in our competition. Given a labeled dataset (source) and an unlabeled dataset (target), the task is to achieve the best possible performance on the target dataset. “Universal” refers to the fact that, in addition to the input distribution shift, there will be a category shift between the source and target domains unknown a priori. The unknown category shift may include either all classes being shared, or missing classes in source, or missing classes in target, or both (Saito et al., 2020).
Robustness or Domain Generalization is a closely related problem that involves performing well on OOD data without training on it. Common methods for this problem include clever augmentations of the training data (Hendrycks et al., 2020; Hendrycks* et al., 2020) and image stylization (Geirhos et al., 2018). Our UniDA task is similar, but allows model adaptation via training on the unlabeled target data, and also requires models to handle missing and novel classes in the target.

This is the fifth edition of the VisDA challenge on domain adaptation (see appendix for past competitions). Compared to previous editions, it focuses on a new task: universal domain adaptation (UniDA) where we have unknown overlap between the source and target classes. In past challenges, all target data was assumed to come from known categories. We also put emphasis on handling multiple types of realistic distribution shifts at once.

Why is the UniDA problem important? Distribution shift occurs in many, if not all, real-life application scenarios. When models are trained on offline datasets and deployed in the real world (e.g., a self-driving car, a hospital, etc.) the kinds of data they see inevitably shifts and changes relative to the static training distribution. Collecting more labelled training data in each new domain is not always feasible and interferes with the operation of the system. On the other hand, even very large labeled datasets like ImageNet have been found to have a distribution shift from similar datasets collected in the same way (Recht et al., 2019), so dataset bias is an inevitable problem with finite datasets.

Considering the ubiquity of the problem, there is a strong need for machine learning algorithms that generalize beyond their training data, or at least have the ability to adapt to novel distributions without requiring human supervision. Such algorithms would significantly impact many applications of machine learning. Our competition focuses on visual data (although the problem also occurs in other modalities), where applications could include: autonomous vehicles navigating in a new environment, a robot encountering objects in the real world and dealing with changing pose, lighting and other factors, or a medical imaging application receiving data from a novel facility, sensor or population.

2. VisDA-21 Competition

In this section we describe how we built the challenge dataset and measured the performance of participating methods. We also discuss rules and evaluation protocol we used to ensure fair competition.

2.1. Datasets

We used ImageNet (Russakovsky et al., 2015) as our source domain. This is a large-scale annotated dataset containing 1.4M images from 1,000 categories collected from the Web. While deep learning models work well on the test set in ImageNet, they can learn representations biased to incorrect texture cues (Geirhos et al., 2018) and often do not perform well on data which contains domain shift, including changes in artistic visual style, viewpoints, illumination, or even just re-collecting the test set (Recht et al., 2019).

The target domains in this competition contained images from the following sources:

- ObjectNet (Barbu et al., 2019) contains 50,000 images containing 313 object classes. Only 113 classes out of the 313 classes overlap with ImageNet. The dataset is both
easier than ImageNet – objects are largely centered and unoccluded – and harder, due to controlled variations in pose, background and viewpoints;

- ImageNet-R (Hendrycks et al., 2020) contains 30,000 images of the 200 classes in ImageNet (partial DA). The images contains different visual styles and textures;
- ImageNet-C (Hendrycks and Dietterich, 2019) contains the same validation images with 1,000 classes in ImageNet (closed set DA) but consists of 15 diverse corruption types, such as blur or noise, with different level of severity;
- ImageNet-O (Hendrycks et al., 2021) is a dataset built for out-of-distribution detection using imagenet models. It contains a set of 2000 images from Imagenet-22K which do not appear in Imagenet-1K, and are typically classified with high confidence by Imagenet-1K classifiers;
- ImageNet-G is a subset of Imagenet-val images distorted using a geometrize operation\(^1\) illustrated in Figure 5 in the Appendix;
- Imagenet-val: We also included images from the original Imagenet-1K validation set.

2.2. UniDA Task

The objective of the competition was to leverage labeled data in the source domain and unlabeled data from the target domain to classify each target example as either a member of one of the source classes, or as an unknown class. Since our setting involves unsupervised domain adaptation, we allowed access to each unlabeled target domain during training. The domain label (i.e. which target sub-domain the image comes from) was not provided during the competition, but was used later to analyze results.

In accordance with the universal domain adaptation problem definition (Saito et al., 2020), both source and target domains had classes not present in the other domain. More concretely, we constructed the data to have all label overlap scenarios, including full class overlap (closed set), missing classes in the target (partial set), novel classes in the target (open set), and a mix of these (open-partial domain adaptation). For the images from classes only in the target domain, the task was to label them as a “novel” class not found in the source domain, without any further classification into categories.

2.3. Metrics

For each target example participating models predicted the most likely source class label and a novelty score, representing how likely the input is to be from an “unknown” target class not present in the source. We used two metrics to evaluate predictions and ranked models according to the average rank across the two metrics, as described below.

**Area Under the ROC Curve (AUC).** One desirable characteristic of a UniDA model is to be able to identify which target samples in the evaluation data belong to novel classes not present in the source data. To do this, we computed Area Under the ROC Curve (AUC) for the binary novelty detection task using the novelty score generated by participating methods.

\(^1\) https://github.com/fogleman/primitive
Accuracy (ACC). We also computed the class label prediction accuracy, averaged over all samples belonging to classes present in the source data.

Final ranking. To obtain the final ranking for the leaderboard, we computed the ranking for each metric (ACC and AUC), took the average over these two rankings, and broke ties using ACC. For example, if Alice is 1st in terms of ACC and 3rd in terms of AUC (2.0 average rank), and Bob is 2nd in both (2.0 average rank), and Carol is 2nd in ACC and 3rd in AUC ranking (2.5 average rank), then Alice and Bob have a tie, but Alice wins because her ACC ranking is higher, so the final ranking is: Alice (1st), Bob (2nd), Carol (3rd). This is consistent with the way prior challenges (Liu et al., 2020) ranked participants across multiple metrics.

2.4. Phases

The competition was run in two phases. During phase I, besides source images (Imagenet-1K) participants had access to a development set of images with class labels. This dataset is a combination of subset of Imagenet-C, -R and -O and ObjectNet introduced in Section 2.1. The number of images drawn from each datasets is summarized in the top half of Table 1. This set is meant to be used for model development and hyperparameter tuning. Participants could upload their model’s predictions on the validation set to our evaluation server, and this information was used to populate entries on the validation leaderboard.

Phase II was a brief two week long period during which participants were provided the images from our test set without the ground truth labels. The content of the test dataset is summarized in the bottom half of Table 1. While the four out of five datasets we used to build the test set were also used in the validation set, we ensured that a significant domain shift between validation and test was present. First, the information about the content of the test split was not shared with participants. Second, different proportions datasets were used: while dev set contained predominantly images from ImageNet-C, the test set was for

<table>
<thead>
<tr>
<th>Split</th>
<th>Original Dataset</th>
<th>Classes</th>
<th>Images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ID</td>
<td>ID</td>
</tr>
<tr>
<td>Dev</td>
<td>Imagenet-C</td>
<td>1000</td>
<td>9080</td>
</tr>
<tr>
<td></td>
<td>Imagenet-R</td>
<td>53</td>
<td>8224</td>
</tr>
<tr>
<td></td>
<td>Imagenet-O</td>
<td>-</td>
<td>1034</td>
</tr>
<tr>
<td></td>
<td>Objectnet</td>
<td>30</td>
<td>5026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>5029</td>
</tr>
<tr>
<td>Test</td>
<td>Imagenet-C</td>
<td>1000</td>
<td>9094</td>
</tr>
<tr>
<td></td>
<td>Imagenet-R</td>
<td>147</td>
<td>21776</td>
</tr>
<tr>
<td></td>
<td>Imagenet-G</td>
<td>1000</td>
<td>9019</td>
</tr>
<tr>
<td></td>
<td>Objectnet</td>
<td>83</td>
<td>26860</td>
</tr>
<tr>
<td></td>
<td></td>
<td>170</td>
<td>12069</td>
</tr>
<tr>
<td></td>
<td>Imagenet-O</td>
<td>-</td>
<td>1036</td>
</tr>
<tr>
<td></td>
<td>Imagenet-val</td>
<td>100</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 1: Development (dev) and Test Set Compositions. ID (“in-domain”) are classes in source distribution, OOD (“out-of-domain”) are classes out of source distribution.
Table 2: Test set performance of baselines and top-3 methods from the competition. We do not report AUC on C+R+G because it has no outliers. *Resnet-50 backbone.

the most part drawn from ObjectNet. Finally, we used non-overlapping subsets of outlier classes from ImageNet-O and ObjectNet in dev and test.

**Rules.** To ensure equal comparison, we did not allow training on any other external data or any form of manual data labeling. To encourage improvements in universal domain adaptation, rather than optimization of underlying model architectures, model size was limited to a total size of 100M parameters. During the test phase, participants were limited to a maximum of 5 uploads to the evaluation server to ensure that the participants could not exploit the test set to tune hyperparameters. Other rules are provided on our website.

**Development Kit.** The competition provided a development kit\(^2\), containing links to the training, development and test data. It provided baseline code and instructions on how to submit results to the evaluation server, along with the evaluation code itself.

### 2.5. Baselines

We provide the two baseline methods: Source Only (SO) and OVANet (Saito and Saenko, 2021). SO is trained on the source data (*i.e.*, ImageNet); we directly use the pre-trained model provided in PyTorch (Paszke et al., 2017). OVANet is the state-of-the-art open-set domain adaptation method, which uses one-vs-all classifiers to detect outliers in the target domain. We tuned the hyper-parameters of OVANet on the validation set.

### 3. Competition Results

Over 140 teams registered on the evaluation server throughout the challenge, submitting over 170 predictions to the test leaderboard, summarized in the appendix Figure 6. Table 2 contains the test performance of the top-3 methods along with two baselines. Besides the overall accuracy and AUC on the test set, it also includes the performance of the methods on different partitions of the test set. Compared to the standard in-domain ImageNet task the accuracies are not very high, speaking to the difficulty of the problem of accurately determining image class under distribution shift while detecting outliers. However, the top ranked teams made impressive improvements to both ACC (56%, compared to 25% for baselines) and AUC (76% compared to 61% for baselines.) Implementations of the top

---

The first place solution from Tayyab and Chua (2021) used BEiT (Bao et al., 2021) self-supervised pre-training: a linear sequence of patches, with a random subset of patches masked out, is fed into a transformer along with their positional embeddings. The transformer encoder and a masking head are trained to predict labels of masked out patches generated using a DALL-E tokenizer.

three performing methods will be made available at our github solutions repo\(^3\). A brief overview of each approach is provided below.

### 3.1. First Place Solution

The first place solution from Tayyab and Chua (2021) used a transformer backbone pre-trained on a BERT-like (Devlin et al., 2018) self-supervised task. It was then fine-tuned for classification on the challenge source dataset. To generate anomaly scores, authors introduced an additional outlier class consisting of inlier images corrupted with random augmentations, and trained a classifier on the resulting dataset with 1000 inlier classes and one outlier class.

More specifically, the model was first pre-trained on the Imagenet-1k dataset using a self-supervised masked image modeling task. Authors used the backbone and pre-training strategy of BeiT-B (Bao et al., 2021) briefly described below. The backbone is a 12-layer transformer with 12 attention heads and a hidden dimension of size 786. In this stage, each input image was resized to 224x224 and then divided into a grid of 14x14 patches 16x16 pixels each. Each patch was tokenized using an off-the-shelf DALL-E tokenizer\(^4\) (Ramesh et al., 2021) with a codebook of 8192 visual tokens. Similar to Bao et al. (2021), a linear sequence of patches with 40% of patches randomly masked out, along with their corre-

---

Figure 3: An overview of the second place solution from Rajagopalan. An EfficientNet-B7 convolutional backbone based classifier is trained in three stages. It is first trained on the source domain data without augmentations. This trained network is then used to generate soft labels for all source data which are used as the pseudo-labels in the final finetuning stage.

sponding positional embeddings, were passed to a transformer-based encoder and a masked modeling head, trained to predict masked-out visual tokens (see Figure 2).

Next, the masked modeling head was replaced with a classification head that was trained to classify images across 1000 ImageNet classes and a single outlier classes. The additional outlier class was generated by corrupting the same inlier images with random augmentations: random changes in hue and saturation and random cropping. The logit of the outlier class was used as the anomaly score. It is worth noting that the method did not use any unlabeled images from the target domain for training. For the first 400 epochs, an image size of 224x224 pixels was used. For the remaining 100 epochs, an image size of 384x384 pixels was used with the same patch size: the length of the patch sequence fed to the encoder increased, but the embedding size remained same. The final pipeline took 12 days to train on four Tesla V100s (32 GB each).

We acknowledge that, since a large proprietary dataset with 250 million samples (Ramesh et al., 2021) was used for unsupervised pre-training of DALL-E tokenizer, the first place solution used data outside of Imagenet-1K, and therefore technically violated the rules of the challenge. Nevertheless, we note that El-Nouby et al. (2021) showed (see Table 2 in that paper) that BeiT performs equally well with a random codebook instead of a DALL-E tokenizer, suggesting that pre-training on a large scale dataset is, in fact, not necessary to achieve high performance on ImageNet. We refer readers to our VisDA github solutions repo3 with solutions for updated experiments with a random codebook.

3.2. Second Place Solution

The second place solution from Rajagopalan (2021), used an EfficientNet-B7 convolutional backbone (Tan and Le, 2019). The model was pre-trained and finetuned in two stages shown in Fig. 3. During pre-training, the model was trained on all source domain images (i.e. Imagenet-1K) without augmentations. Outputs of this trained model were then collected
to use as pseudo-labels in the final finetuning stage, as a form of teacher-student training to smooth labels.

Both training stages used a cosine learning rate schedule and model weights were updated using an exponential moving average with coefficient 0.9998. Pre-training used a cross-entropy criterion and fine-tuning used binary cross-entropy for each class output, both stages using label smoothing with a parameter 0.1. The finetuning stage involved cutmix (Yun et al., 2019) and mixup (Zhang et al., 2017). It also used dropconnect (Wan et al., 2013) for additional regularization.

During inference, this method predicted the inlier classes with the highest probability, and used the negative maximal probability across these inlier classes, $1 - \max_y p_y$, as the anomaly score, where $p_y$ is the output probability for the class $y$. Like the first place solution, this method also did not make use of any target unlabeled data during training.

### 3.3. Third Place Solution

The third place solution from Liao et al. (2021) also employed a transformer backbone in the form of VOLO (Yuan et al., 2021). The participants used a VOLO model pre-trained on Imagenet-1K to initialize their backbone. They added one-vs-all classifiers to the backbone as in OVANet (Saito and Saenko, 2021) and trained the model in two stages.

The first stage optimized following objectives: (1) A cross-entropy loss from all the source labeled examples computed using the output of a closed-set classifier. (2) A domain discriminator loss (cross-entropy based on predicting the domain of the input), which is computed based on a linear domain discriminator. The linear discriminator was trained to minimize the loss, while the backbone was trained to maximize it. (3) Multi-negative classifier loss computed using the appropriate positive and a collection of “nearest negative class” one-vs-all classifiers. This loss is similar to the hard negative classifier sampling of
OVANet described by Saito and Saenko (2021) in Sec 3.1, with the difference being in the use of multiple hard negatives instead of just the one. (4) Open-set entropy minimization, which minimizes the average one-vs-all classification entropy over the different output classifiers, is also one of the criteria used in OVANet.

The second stage removes the domain discriminator and its accompanying loss term, and trains only to optimize the remaining three objectives. Finally, inference is done using the trained model by taking 5 crops of an input image and averaging the model’s output on them. Similar to OVANet, the anomaly score for a given image is the negative class probability output by the one-vs-all classifier corresponding to the closest class according to the output of the closed-set classifier. A modular outline of the approach is in Fig. 4.

4. Discussion

Methods proposed throughout this competition made great advances in performance compared to the prior state of the art method OVAnet (Saito and Saenko, 2021) (See Fig 6 in appendix). These results, while impressive compared to the baseline, are still far from perfect, showing there is quite some room for improvement. This also suggests a new benchmark might be necessary to foster future research on universal domain adaptation. The challenging benchmark proposed in this competition serves as a good potential candidate.

The winners all used stronger backbones (transfomers or EfficientNet) than our baseline backbone (ResNet-50), which is evident in the in-distribution ImageNet val ACC results in Table 2 and very likely contributed to the improved out-of-domain peformance. The 1st place solution far outperformed the runner-ups. This might point to the efficacy of the large transformer model and BEiT pre-training in overcoming dataset shift, but would need to be confirmed in ablations.

All three of our winning solutions made effective use of data augmentation techniques to improve both domain generalization and out-of-distribution detection. Additionally, the fact that two of our three winners had solutions based on transformer backbones, is an indication that they are effective tools for robustness to distribution shifts. This is supported by recent work from Bai et al. (2021), which finds that transformers are fundamentally better at generalization on target domain samples. The original report by Liao et al. (2021) provides careful ablations for their 3rd place method and identifies components important for their method; they find that the domain discriminator, 5-crop inference, and token labelling are all are very useful. It’s worth investigating whether these techniques could make the 1st and 2nd place solutions even more effective.

5. Conclusion

Generalization and adaptation to images that contain distribution shift and outliers is a hard problem for image classifiers. However our challenge revealed that new benchmarks can push the field to quickly improve on this task. While prior state-of-the-art performance was unimpressive on our benchmark, participant entries more than doubled accuracy and also significantly improved outlier detection. Methods used by VisDA21 participants indicate tools that are effective for this problem. Further experimentation with careful ablations should be used to probe the validity of these indications in future work, informing subsequent research about best approaches to similar problems.
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