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Abstract

The 2021 Image Similarity Challenge introduced a dataset to serve as a benchmark to evaluate image copy detection methods. There were 200 participants to the competition. This paper presents a quantitative and qualitative analysis of the top submissions. It appears that the most difficult image transformations involve either severe image crops or overlaying onto unrelated images, combined with local pixel perturbations. The key algorithmic elements in the winning submissions are: training on strong augmentations, self-supervised learning, score normalization, explicit overlay detection, and global descriptor matching followed by pairwise image comparison.

Keywords: Competition, image copy detection

1. Introduction

The Image Similarity Challenge organized in 2021 aimed to assess the efficacy of image copy detection algorithms using a large dataset with robust image edits. The challenge design aimed to reflect practical requirements for large-scale copy detection systems, where most queries do not match references in the dataset, and it is important to efficiently separate copies from non-copies.

The challenge consisted of two tracks: a descriptor track, and an unconstrained matching track. In the descriptor track, participants provide descriptor vectors in $\mathbb{R}^{256}$ for each image in the dataset, and matching is performed using L2 distances between the vectors. In the matching track, any matching techniques can be used, including pairwise image comparisons. The challenge organizers created and released the DISC21 dataset for use in
this challenge and beyond, as a benchmark for image copy detection. DISC21 includes a large reference set of images and a smaller set of query images, where the goal is to find the subset of matches between the two. See (Douze et al., 2021) for more details about the creation of the dataset. The challenge drew over 200 participants in its final phase, including strong solutions. The main takeaways for image copy detection from this challenge include the following. (1) Strong and non-standard image augmentations that mimic typical cases of image copies are very beneficial in the training. (2) Self-supervised learning by instance-discrimination is crucial, not only for pre-training, but also as the main training task. (3) Score normalization, either explicitly in the matching track, or implicitly by descriptor processing in the descriptor track, has a significant impact. (4) Explicit overlay detection is a task-tailored approach that has proven useful. (5) The use of regional representation and matching is able to significantly improve copy detection performance compared to global descriptor approaches.

This paper presents the main findings of the challenge. Section 2 presents an in-depth analysis of the results that were submitted. Section 3 describes what components the most successful participants used for their winning entries.

2. Analysis of the results

This section takes an outside view of the results without any insight into the methods used by the participants. The following analysis is based on the raw submission files to the final track. It includes results from participants that were disqualified (e.g. because they broke participation rules). For most results we included only the top submissions to improve the readability.
2.1. High-level comparisons

The matching track is less constrained than the descriptor track; in fact a valid descriptor submission can be converted into a matching submission. Most participants to the descriptor track submitted to the matching track as well. We compare the submissions to assess the performance gain by the matching. Figure 1 (left) shows a maximum performance difference between the two track equal to 0.2 and almost equal performance for some submissions like teams TITANSHIELD, CHHMTX, LYAKAAP. There is one outlier case where the descriptor submission is better than the matching one.

Per-query comparison. The default evaluation metric, namely $\mu$AP, considers all queries jointly. We provide a finer analysis of the results, with the following per-query measure of performance. We consider only the 10k queries that actually match one of the reference images and discard the 40k distractors, and compute the average precision for that query, which coincides with the inverse of the rank of the true positive result. Averaging this measure over the 10k queries results in the so-called mean average precision (mAP). The mAP can be computed on subsets of queries, in which case we indicate $n$, the number of query images of the subset.

Figure 1 (right) shows how mAP compares to $\mu$AP per submission. The two measures are not directly comparable, but a larger gap between mAP and $\mu$AP is a sign of ineffective score normalization; $\mu$AP is designed to evaluate how well matching scores are normalized across queries, see (Douze et al., 2021, Section 4.4). For example, it is possible that for the matching track, the VISIONFORCE team’s score normalization is worse than that of SEPARATE.

Analysis per data source. The DISC21 dataset is built from two different sources and uses two different ways to apply the transformations.

Face images vs. generic images. DISC21 is built from two data sources, namely generic images from YFCC100M (Thomee et al., 2016) that contain no images of people and 5%
Figure 3: Example false positive matches (pairs of query images and detected references images) from SEPARATE’s matching track submission. The ranks are in the ranked list of (query, database) pairs. The smaller the ranking of a false positive is, the more it harms the evaluation metric.

is made up of face images from the DFDC challenge (Dolhansky et al., 2020). The plot in Figure 2 (left) shows that the scores for queries of face images is lower than that for generic images for all submissions. Figure 3 shows that false positive results often depict the same object/face from a slightly different viewpoint, which is a mismatch from a copy detection point of view and forms a very challenging case. There are more pairs of images with such small variations in the images of faces, and they are more likely to be returned as results. 

Manual vs. automatic transformations. The image manipulations are either performed manually or via a series of carefully calibrated automatic transformations. Figure 2 (right) compares the performance of the submissions depending on the type of transformations. It appears that the manual transformations are generally easier than the automatic ones.

2.2. Analysis per transformation

The automatically generated transformations were built by applying 2 to 6 transformations, in different steps, to all images. The random sampling of transformations was calibrated on the baseline matching methods at our disposal.

Marginalized mAP measurements. Assessing the impact of each transformation type is not easy, because (1) there are only 132 query images that are produced with a single transformation, (2) the intensity of most transformations depends on random parameters that are different between query images and (3) the impact on a retrieval measure like AP depends on the image content. Therefore, there are not enough observations, i.e. query images, to measure the impact of each transformation precisely. To mitigate this, we group the query images that have common transformation characteristics and compute the mAP within these groups. This marginalizes over the transformations of the sequence.

Analysis per number of transformations. Since the focus of DISC21 is on difficult queries, the sampling was tuned to favor a large number of transformations, e.g. 2340 query images are transformed with 4 steps, vs. 132 with a single one. The transformations are grouped
Figure 4: Performance (mAP) per number of transformations applied to create the query images, in the matching track (left) and the descriptor track (right). The labels on the x-axis also indicate on how many images this mAP was computed.

in classes (geometric, overlay, etc.) and at most one transformation per class is applied. All the query images with 5 transformations include an adversarial attack step.

Figure 4 shows the impact of the number transformations on mAP. We observe that every additional transformation causes a larger performance drop than the previously added one. The impact of a transformation is not independent of that of others: for an image that is already hard to recognize, one additional transformation degrades the retrieval more than if it is applied to the original image. Hence, the gap between methods is more significant for images with many transformations (more than 0.2 mAP) than for those with one (below 0.05 mAP).

2.3. Penalty analysis

To further analyze the impact of each transformation, we use a penalty analysis based on a simplistic model: for a given submission, we associate a fixed penalty to each of the 31 transformations, \((P_t)_{t=1..31}\). For a query image that undergoes transformation steps \((t_1, t_2, ..., t_N)\), we model the resulting AP for that query as:

\[
AP = 1 - \sum_{i=1}^{N} P_{t_i}
\]

This model is very rough, but its advantage is that the \((P_t)\) values can be estimated easily in the least squares sense from the AP measurements.

Table 1 shows that in general the hardest transformations are when the source image is inserted on top of an unrelated image. This is hard to match with global descriptors in the descriptor track.
Geometric transformations are generally quite mild. Some submissions have particularly low performance on specific transformations, e.g. VISIONFORCE has low performance on the vertical flip (vflip) transformation, and teams CHHMTTX and GOODNIGHTFIGHT struggle with rotations. It is likely that these geometric transformations were not included at training time for these submissions. The clip transformation seems to have a positive impact on on the retrieval accuracy. This could be because the descriptor extraction at inference time often benefits from a stronger cropping than what is applied by default, See (Touvron et al., 2019).

The penalties for the matching track are generally less severe than for the descriptor track. When using the full scale of matching techniques, some submissions like VISIONFORCE or VISIONGROUP become quite insensitive to geometric transformations where a large fraction of the image detail is removed.

The crop and overlay transformations are the hardest ones to handle, even in the matching track. Strong matching submissions like the VISIONFORCE one are able to retrieve an image half of the cases if only 6-12% of the original image surface remains. Similarly, if the image is overlaid over another one, representing less than 20% of the image surface, the method can recover it almost 80% of the time.

3. Top-ranked methods

The methods of top-ranked teams for the two tracks are presented. We refer to top-ranked methods simply as methods and to top-ranked participants as participants in the following. The major components that are common among methods are identified and used to structure this section; method details are provided per component while similarities and differences are discussed. The top three methods, starting from the top-ranked for the matching and descriptor track are denoted by VISIONFORCE-mt1 (Wang et al., 2021a), SEPARATE-mt2 (Jeon, 2021), IMGFP-mt3 (Sun et al., 2021), and LYAKAAP-dt1 (Yokoo, 2021), S-SQUARED-dt2 (Papadakis and Addicam, 2021), and VISIONFORCE-dt3 (Wang et al., 2021b), respectively.

Deep backbone and classical features. All submissions rely on a neural net to analyze the images. We report the architecture here and discuss the training approach in the next subsection.

VISIONFORCE-mt1 uses all three ResNet-50, ResNet-152, and ResNet50-IBN as backbones followed by GeM pooling (Radenović et al., 2019), combined with WaveBlock (Wang et al., 2022), and finally append a final projector module that consists of linear and non-linear layers and increases the dimensionality to 2048. WaveBlock can be seen as a type of augmentation method at the feature level. VISIONFORCE-dt3 from the same team and exploits the same backbones for both tracks. SEPARATE-mt2 uses ViT (Dosovitskiy et al., 2021) (“vit_large_patch16_384”) to map an image to a global descriptor for the first ranking stage, and another ViT backbone (“vit_large_patch16_224”) that receives an image pair in the form of a horizontally concatenated image as input and outputs a binary prediction for matching or non-matching. IMGFP-mt3 uses EsViT (Li et al., 2021) with Swin-B transformer (Liu et al., 2021), adjusted as follows. Global average pooling is performed on the feature maps of each of the last blocks whose number of channels is [512, 512, 1024, 1024], respectively. The outputs are concatenated and a fully connected layer is used to generate a 256-D global descriptor. This is the only method using classical local features too, in particular SIFT descriptors (Lowe, 2004).
Table 1. Relative penalties for all transformations. The transformations are classified into 5 types: G = geometric, L = local pixel transformation, O = source image is partially occluded, P = photometric transformation, I = insertion on another image.

LYAKAAP-dt1 uses EfficientNetv2 with GeM pooling and reduce the dimensionality of the final descriptor by a linear layer with batch norm that is followed by l2 normalization. S-squared-dt2 uses multiple backbones: EfficientNetV2 1, EfficientNetV2 s, EfficientNet b5, and NfNet 11. Each backbone is followed by GeM pooling (Radenović et al., 2019) and a linear layer to reduce the dimensionality and L2 normalization.

**Training approaches.** There were various training approaches for the given architectures, often decomposed into several phases that we describe here.

*Pre-training on external data.* External datasets are used by all participants in the pre-training stage: either an existing pre-trained network is used or the participants performed the pre-training themselves. ImageNet is used in all cases, with supervised learning for SEPARATE-mt2, LYAKAAP-dt1, and S-squared-dt2, and with unsupervised learning for VISIONFORCE-mt1, IMGFP-mt3, and VISIONFORCE-dt3.

*Training augmentations.* All methods compose an augmentation set that is richer than the conventional augmentation used to train classifiers, with transformations that mimic the task of copy detection. Such examples are more extreme geometric and photometric transformations and image/text/emoji overlays. VISIONFORCE-mt1 validates the impact of the enriched augmentations, which is quantified to be significant. This is not surprising, as the copy detection task is close to self-supervised learning, where data augmentation is the only source of intra-class variability (Dosovitskiy et al., 2014; Chen et al., 2020).

*Training on ISC training set.* The main training is performed on the provided training set, with augmentations that mimic the query attacks. This step is performed in a self-supervised way for all participants since the training set is not labeled. This process follows the concept of instance discrimination (Wu et al., 2018) where each image in the training set forms its own class, and any of its augmentations belongs to that class. If not mentioned otherwise, the training optimizes a backbone network to generate a global image descriptor.

Deep metric learning is used by VISIONFORCE-mt1 with a combined classification and triplet loss, for which hard samples are mined. SEPARATE-mt2 trains with SimCLR (Chen et al., 2020) where an augmented image is matched to the original one using InfoNCE loss. Similarly, IMGFP-mt3 uses a triplet loss. LYAKAAP-dt1 uses a contrastive loss and cross-batch memory (Wang et al., 2020) where one augmentation of the training image is performed with the enriched augmentation set and the other augmentation of the same image with the conventional augmentation set. S-squared-dt2 uses the ArcFace loss (Deng et al., 2019) and additionally combine ImageNet with the ISC training set in this step. The large output space raises challenges in the training, handled by gradually increasing the number of classes in the training. IMGFP-mt3 uses triplet loss with hard-negative mining combined with cross-entropy loss.

*Fine-tuning on ISC query/reference set.* The competition rules allow training using the provided labels in Phase I, i.e. ground-truth that defines the correspondences between the provided 5k queries that are not distractors and the reference images. Only IMGFP-mt3 and LYAKAAP-dt1 perform such a fine-tuning process, which is shown to noticeably boost the performance. All other participants rely on their own augmentations applied to the training images in order to mimic query transformations, as described in Section 3.

**Sub-image region detection and feature extraction.** Detecting regions appears to be important for the matching track. VISIONFORCE-mt1 uses a fixed set of crops, regions detected by Selective Search (Uijlings et al., 2013), and regions detected by YOLOv5 (Jocher,
trained to detect overlays of other images or emojis. Overlays of the former are used in further processing, while overlays of the latter are ignored. ImgFP-mt3 trains a pasted-image detector to obtain crops of possibly overlaid images during inference. Similarly to the approach of VisionFORCE-mt1, positive examples are synthetically created, but standard uninformative overlaid images such as emojis are considered negatives.

Only VisionFORCE-dt3 uses region detection for the descriptor track; i.e. the same YOLov5 is used as in VisionFORCE-mt1.

Feature extraction. VisionFORCE-mt1 feeds the whole image but also each crop to the backbone and obtains a descriptor per case. Note that 33 backbones are used for the whole image, but only 3 of them are used for the region descriptors. This is done both for query and reference images. Separate-mt2 feeds the whole image or the concatenated one to ViT. ImgFP-mt3 uses the whole reference and query image as input to the backbone, and additionally the region, if any, provided by the overlay detector on the query image. Moreover, SIFT is used for local feature detection and descriptor extraction on all images.

Methods for the descriptor track feed the whole input image to the backbone and obtain a global descriptor. An exception is VisionFORCE-dt3 that replaces the full image with the region, if any, that is obtained with the Yolo-based overlay detector.

Ensembles. Model and similarity combination is done in different ways. We point out the case of combining different backbones, e.g. different architectures or multiple training runs of the same architecture, representation from fixed geometric augmentations performed at test time, or global and local representation. Some methods use more than one of these ensemble types.

Backbone ensemble. S-squared-dt2 ensembles the representation of the different backbones by concatenation and dimensionality reduction with PCA. The backbones not only differ in terms of the architecture, but are also a result of training with a different number of training classes. In total, 7 backbones are ensembled. VisionFORCE-mt1 keeps the maximum similarity over 33 different backbones. The three previously mentioned backbone networks are pre-trained in a self-supervised way; each backbone is pre-trained with either BYOL (Grill et al., 2020) or Barlow-Twins (Zbontar et al., 2021). Additionally, each backbone is trained 11 times, each one with a different augmentation set. A special case, not directly fitting into this category, is Separate-mt2 who fuses the two ViT models, i.e. the one for single image to obtain descriptor and the one for the concatenated image pair to obtain a relevance confidence. If the reference image is top-ranked with descriptor similarity, then relevance confidence is used to re-rank.

Test-time augmentation ensemble. VisionFORCE-dt3 ensembles multi-resolution representations, simply by averaging and re-normalizing the descriptor obtained for input images at 4 different resolutions. ImgFP-mt3 horizontally flips the query and maintains the maximum similarity over the two query versions.

Global/local ensemble. Matching track methods use an ensemble of global and local/regional processing. VisionFORCE-mt1 computes the similarity between the whole query image and each crop of a reference image and vice versa (reference versus query) and the maximum similarity is maintained. ImgFP-mt3 uses SIFT to estimate the SIFT-score by counting the number of correspondences that are formed between query descriptors and the closest descriptor among all reference images whose similarity is above a certain threshold, and satisfy the ratio test (Lowe, 2004). The SIFT-score is used for all images that appear in
the top similar images which are estimated in three different ways and then accumulated if an image appears in multiple top-ranked image shortlists. The three ways are (i) with CNN global descriptor from the full query, (ii) with CNN descriptor from the cropped query image according to the pasted-image detector, and (iii) with SIFT-score. The SIFT-score is estimated on the full query image in the first case, but in the detected region in the other two. In this way, information from the SIFT and CNN representations are fused.

Score normalization. Score normalization is shown to be useful in the baselines provided with the DISC2021 dataset (Douze et al., 2021). In particular, the similarity score is normalized w.r.t. the similarity between the query and images in the training set. This approach is used by VISIONFORCE-ml1 in the matching track. All participants propose new ways to achieve a similar normalization in the descriptor track. Note that it is more challenging in that case, because any normalization needs to be applied a priori to the descriptor itself. All three methods try to move the query or reference image descriptor far from descriptors of the training set. The performance impact of descriptor normalization is significant for all participants.

Discussion. It turns out that top results are achieved with a variety of different approaches. The backbones that are used are either CNNs or ViTs; losses are either classification-based, pairwise, or both, while regional representations come from fixed regions, trained detectors, or even SIFT. As common winning components we identify score normalization, strong augmentations that mimic image copies, and ensembles. Ensembles are a common winning component for research competitions without computational complexity constraints. Note that the top matching method relies on up to 33 different backbones and multiple image regions that are represented separately. The memory that is required to store the representation of all references images is around 900Gb, which is two orders of magnitude greater than the 1Gb needed for the global descriptor track approaches. Achieving high performance with limited resources is a challenging task and an interesting future direction.

4. Conclusion

We organized the Image Similarity Challenge with the intention to introduce a benchmark for image copy detection and to push the state of the art in this field. The solutions from participants were of high quality, some of which introduce interesting new research directions. The main ingredients for the top submissions were careful tuning of data augmentation at training time, score normalization, explicit overlay detection and local-to-global comparison. We hope that this competition will spur more progress in the field of image copy detection, using the DISC21 dataset as a benchmark. A longer version of this analysis is on ArXiV (Papakipos et al., 2022).
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