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Abstract

We contribute to advancing the understanding of Riemannian accelerated gradient methods. In
particular, we revisit “Accelerated Hybrid Proximal Extragradient” (A-HPE), a powerful framework
for obtaining Euclidean accelerated methods (Monteiro and Svaiter, 2013). Building on A-HPE,
we then propose and analyze Riemannian A-HPE. The core of our analysis consists of two key
components: (i) a set of new insights into Euclidean A-HPE itself; and (ii) a careful control of
metric distortion caused by Riemannian geometry. We illustrate our framework by obtaining a few
existing and new Riemannian accelerated gradient methods as special cases, while characterizing
their acceleration as corollaries of our main results.
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1. Introduction

Convexity admits an elegant generalization beyond vector spaces to geodesic metric spaces. There,
through the lens of geodesic convexity one obtains a rich class of tractable nonconvex optimization
problems, which makes the study of geodesically convex optimization potentially of far-reaching
value. Main examples where geodesically convex optimization has been studied include certain
Riemannian manifolds (Rapcsdk, 1991; Udriste, 2013; Boumal, 2022; Sra and Hosseini, 2015; Wiesel,
2012), Hadamard spaces (Bacdk, 2014), and non-commutative groups (Biirgisser et al., 2019).

The interest in geodesic convexity is paralleled by the development of optimization algorithms.
Early works prove convergence for Riemannian proximal-point (Ferreira and Oliveira, 2002; de Car-
valho Bento et al., 2016) and Riemannian analogs of many other Euclidean methods (Rapcsdk, 1991;
Smith, 1994; Absil et al., 2009), though these works in general do not exploit geodesic convexity,
and limit their analyses to asymptotic results. The work (Zhang and Sra, 2016) is the first to pro-
vide non-asymptotic rates (and iteration complexity) of first-order methods for geodesically convex
optimization on Hadamard manifolds. Subsequent works establish iteration complexities for other
optimization methods on Riemannian manifolds, such as variance-reduced methods (Zhang et al.,
2016; Sato et al., 2019), adaptive gradient methods (Kasai et al., 2019), Newton-type methods (Hu
et al., 2018; Agarwal et al., 2021), among many others.

A key open question is whether it is possible to develop accelerated gradient methods on
Riemannian manifolds. Zhang and Sra (2018) develop the first such method, and they show that the
method achieves acceleration in a small neighborhood of the global minimum. Later, Ahn and Sra
(2020) show that a Riemannian version of Nesterov’s method converges globally, at a rate strictly
faster than gradient descent and eventually attains full acceleration, which is defined as follows:
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Definition 1 We say that a gradient-based method eventually achieves acceleration if for optimiz-
ing an L-smooth, p-geodesically strongly-convex function f, it outputs a sequence {wy}i>1 with
computational complexity O(k) that satisfies

flwg) = fF=0(1-m)1—72) (1 -7)), ¢))

where T, > clf for some constant ¢ > 0, and limy_, 1 o 7, = Q(\/#/L).

Motivation of this work. The abovementioned work leads one to wonder whether we can develop
methods that attain full acceleration from the start, without a “burn in” period. Unfortunately, recent
work (Hamilton and Moitra, 2021; Criscitiello and Boumal, 2021b) shows that full acceleration is
impossible in general, which suggests that the best we can hope for is eventual acceleration.

Despite this recent progress on lower and upper bounds characterizing Riemannian acceleration,
there is a considerable gap between the study of acceleration in Euclidean space versus Riemannian
manifolds.! While numerous Euclidean accelerated methods beyond the canonical one of Nesterov
have been studied, it is still unknown whether they also generalize to the Riemannian setting, and as
such, a systematic understanding of Riemannian acceleration is still lacking.

This gap motivates us to study Riemannian acceleration more closely. We start by revisiting
Accelerated Hybrid Proximal Extragradient (A-HPE), a powerful framework for convex optimiza-
tion (Monteiro and Svaiter, 2013). Indeed, it can be shown that Nesterov’s optimal method is a special
case of A-HPE; Monteiro and Svaiter (2013) also propose a second-order method A-NPE, which
is a specific implementation of their framework and has complexity O (5_2/ 7) for e-suboptimality.
A hitherto unknown property of A-HPE is that it can recover a wide range of accelerated methods
that have been independently proposed in past literature, e.g., the accelerated extragradient descent
method of Diakonikolas and Orecchia (2018), the algorithm with an extra gradient descent step in
(Chen and Luo, 2019, Section 4), the extra-point method of Huang and Zhang (2021), among others.

The A-HPE framework also has implications beyond usual first-order methods. A-NPE is used
to design optimal second-order method in (Arjevani et al., 2019), and more generally, a number of
works (Bubeck et al., 2019; Jiang et al., 2019) show that A-HPE can also induce optimal higher-
order methods for smooth convex functions. Carmon et al. (2020) considers a different setting
where one has access to a ball oracle, and they show that combining A-HPE with line search yields
an accelerated method that is near-optimal. Moreover, A-HPE was extended to strongly-convex
functions in (Barré et al., 2022; Marques Alves, 2022).

Overview and main contributions. In light of the above motivation, we believe that A-HPE can
help us uncover fundamental ideas behind the acceleration phenomenon. The main goal of this paper
is to propose a Riemannian version of A-HPE and provide global convergence guarantees for this
framework. To that end, the key contributions of our work may be summarized as follows:

— We revisit Euclidean A-HPE in Section 2, and propose to view it as the linear coupling of two
approximate proximal point iterates. This viewpoint produces a simple, new analysis of A-HPE.

— We introduce Riemannian A-HPE in Section 3, which we analyze by following our Euclidean
approach, while localizing the challenges posed by Riemannian geometry. Specifically, we
discover that besides the metric distortion that appears in previous works (Zhang and Sra, 2018;
Ahn and Sra, 2020), there is an additional distortion that must be controlled.

1. We limit our discussion to the convex case, and refer the reader to the recent work (Criscitiello and Boumal, 2021a)
that studies acceleration for non-geodesically-convex problems on manifolds.
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Algorithm 1 Accelerated hybrid proximal extragradient (A-HPE) method
Input : Objective function f, initial point xg, step size A\, > 0,k = 1,2,---, a sequence {0y} in
[0, 1], initial weight Ay > 0
Zo = Xo
fork=1,2,--- do
(1+2ﬂAk)/\k+l+\/(1+2ﬂAk)2)‘i+1+4(1+MAk)Ak/\k+l
41 < 2

Ak+1 $— Ak; + Ak+1

ap1(1+pAg) _
Yo <= T+ App1t+p(ar11Ar+ArAk11) (Zk xk)

az 2
€k 20 Aep)? [k+1 — il
choose (Tk+1, Vk+1) € iprox(Yk, Ak, €x)
a
Zht1 < 2k + iy (4 (Trg1 — 2k) — Vk41)

end

— In Section 3.4, we first consider the case without additional distortion, for which we prove
global eventual acceleration that not only generalizes (Ahn and Sra, 2020), but also offers global
guarantees for some other Riemannian counterparts of Euclidean first-order accelerated methods.

— In Section 3.5, we then tackle the general case with additional distortion, which we handle by
leveraging geometric bounds on Riemannian manifolds. For this general case, we obtain new local
acceleration results akin to (Zhang and Sra, 2018).

— Finally, in Section 4, we discuss a number of accelerated first-order methods as special cases.

Notation and terminology. Throughout the paper (-,-) denotes inner product in a Euclidean

space, and || - || its induced norm. For a closed convex set X € RY, we define the projection
Px(z) := argmin,y ||z — y||. For a convex function f : R? — R, the proximal mapping of
[ is given by prox,(z) := argmin,cpa f(u) + 3llu — z||%. For a p-strongly convex function

[+ RY — R, we define the quadratic function f,,(z) := f(w) + (z — w, V) + §|lz — wl? for
w € R%and V € 9f (w), so that f,(x) < f(z) for all z.

2. A New Analysis of Euclidean A-HPE

We now revisit the Euclidean A-HPE framework—see Algorithm 1. We propose to analyze A-HPE
via the proximal point method, leading to a novel analysis that is simpler and more intuitive (in our
opinion) than previous approaches (Barré et al., 2022; Marques Alves, 2022). More importantly, this
analysis helps us develop Riemannian A-HPE, our main focus.

Throughout this section we assume that f is y-strongly-convex. Our description follows (Barré
et al., 2022) and relies on the key concept of inexact proximal operators. Our definition below is
equivalent to the one in (Barré et al., 2022, Definition 2.3) that relies on the primal-dual gap of a
proximal function. We use our version for ease of analysis. Appendix A provides additional intuition
on this concept by relating it to e-subgradients.

Definition 2 (Barré et al., 2022, Lemma 2.4) We write (x,v) € iprox;(y, A, €) if

1
sl —y -+ l* +

U
0+ )2 (f@) = fw) = (@ —w,v) + Tlle —wl*) <&, @)

14 Ay
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where w € R? satisfies v — px 4+ pw € 0f (w) and € > 0.

If e =0and w = z, thenv € Jf(x) and x + \v = y, which recovers the exact proximal operator.
With Definition 2 in hand, up to the specification of the sequences {\;} and {0y}, all steps of
Algorithm 1 are implementable. Hence, we are ready to state the main result of this section.

Theorem 3 For the iterates produced by Algorithm 1, we have the function suboptimality bound

xo) — f(a* Lroado o0 — 2% |2 _
flan) Sty < PO ZLED LTI =L 610 (1mac{pn, vk ) ™)

Assuming that f is also L-smooth, a number of first-order methods (including Nesterov’s method)
can be considered as a special cases of Algorithm 1, with the choice \; = O(1/L). Theorem 3
then implies that these methods have the optimal convergence rate of (’)((1 + \/MTL)_k ) We do
not present concrete examples here since this is not our main focus, but we will include detailed
discussions about such special cases for the Riemannian setting later in the paper.

2.1. Overview of the proof of Theorem 3

We now overview our proof technique for Theorem 3, which sheds light on the specific parameter
choices and updates that comprise Algorithm 1. To aid exposition, we trade simplicity for rigor in
our overview below, and defer a fully rigorous proof to Appendix B.

Motivated by (Allen-Zhu and Orecchia, 2017; Ahn, 2020), we view Algorithm 1 as a combi-
nation of two approximate PPM (proximal point method) updates, each using a different notion of
approximation. The first uses the inexact proximal operator from Theorem 2, while the second arises
from minimizing a quadratic lower-approximation of f. When properly combined, these two steps
allow us to prove the following theorem that immediately implies Theorem 3.

Theorem 4 The potential function py, := f(xzx) + %A’“ |z — x*||? is decreasing for all k > 0.

The potential function in Theorem 4 has two terms: the objective f(z}) and a distance term
involving ||z, —2*||%. We analyze these terms separately; they are associated with the two approximate
PPM steps alluded to above, and the amount they change with k£ must be carefully combined to
ensure pg > pgr1. We start with Theorem 5 to bound the change in function value.

Lemma 5 Denote Vi1 = Vg1 + p(Wit1 — Tr1) € Of (wit1); when €, is small, we have

Flarin) S flwpn) + g5 (lokeal? = Vi l?) (3a)

< flor) = Blloe — zegr + o oega I + ﬁHkaHQ- (3b)

The proof of Theorem 5 is given in Appendix B. Inequality (3b) is not exact; we omit an
additional term that depends on ¢, for ease of presentation. Inequality (3) can be understood as a
descent inequality for the function value at xy, albeit with an error term ||v41||. When this term is
large, we may no longer be able to control the change in function values.

Next, we bound the change in the distance term. Observe that Line 8 of Algorithm 1 is nothing

1+pAg - : 14+pA
but zj41 < 1+Zikil 2+ 15254211 (w41 — ' Vigr) = argmin, { fu,,, (2) + ﬁ”z — ze[|?},
where fu, ., (2) = f(Wi1)+(Vig1, 2 — Wey1)+5 || z—wp1||? is a lower quadratic approximation

of f. Theorem 6 then helps us bound this change.
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Lemma 6 (Approximate distance change) When ¢y, is small, we have

. 1+pA
TR 2 — 27| — P 2y — 2|

2p

14+pA — 2
2 k1 (f(2pe1) — f(27)) + %MH% = appr +p o | = B ol @b)

* . 14+pAg — 2
> a1 (flwpsr) — F(2%) + SR 12—y + 7 V| = %2 Vi |® @)

Note that (4a) is very similar to the prox-grad inequality (Beck, 2017, Theorem 10.16) and the
fundamental inequality of mirror descent (Allen-Zhu and Orecchia, 2017, Section 2.2) that imply
contraction of distance with a proximal iteration. Inequality (4b) is not exact since it depends on &y
Again, the term ||vg1|| prevents us from directly deducing contraction of the distance to z*.

The inequalities in Theorem 5 and Theorem 6 reveal a challenge faced when proving descent of
the potential function: we must control the magnitude of vy,1. Specifically, consider the situation
where the positive terms ||z, — 241 + ' vg1| in (3b) and ||z — 21 + p vy in (4b) are
small but ||vy1]| is large. But when ¢, is small, Theorem 2 also implies that X1 — Yr & —A\kUkt1,
which further implies that y, — g1 + ,u_lvlﬁ_l ~ (u_l + )\k) vi+1 18 large. This observation
suggests that a contradiction is arrived at if we choose y;, on the line segment connecting zj, and
2k, 1.€., yp = 7ok + (1 — 7)2,. Why? Since in this case, if yx — zx41 + ,Uz_l'Uk-+1 is large, then
we can directly deduce that (a convex combination) of the terms ||z — @41 + g, 1] and
|2k — 1+ p~ g1 is large using Cauchy-Schwarz. Remarkably, this argument suggests that we
should choose 7 such that 7 : 1 — 7 is equal to ratio of the coefficients of ||z3, — 241 + p  vpp1]?
and ||z — 211+ tvgs1||%. Therefore we can use these terms to cancel out the error induced by
vi+1, and ultimately attain the desired potential function descent, leading to Theorem 4.

3. From Euclidean to Riemannian A-HPE

We are now ready to generalize Euclidean A-HPE to the Riemannian setting (more precisely, to
Hadamard manifolds). In Section 3.1 we recall key notation for the Riemannian setting, and
Section 3.2 is dedicated to the analysis of our proposed framework, Riemannian A-HPE.

3.1. Riemannian preliminaries and notation

We refer the readers to standard textbooks, e.g., (Lee, 2006; Jost, 2008) for an in-depth introduction;
we recall below key notation and concepts.

A smooth manifold M is called a Riemannian manifold if an inner product (-, -)  is defined in
the tangent space 1, M for all z € M and the inner product varies smoothly in z. In this section, we
use the notation (-, -) and omit the dependence on z, since it is clear from the context. We define
|| - || to be the norm induced by the inner product i.e., ||v|| := +/(v, v).

A curve on M is called a geodesic if it is locally distance-minimizing. The exponential map,
denoted by Exp_, maps a vector v € T, M to a point y € M such that there exists a geodesic
v : [0,1] — M such that v(0) = z, (1) = y and +/(0) = v. We assume that the sectional
curvature of M is non-positive and lower bounded by — K, where K is a positive real number. Under
this assumption, any two points on M are connected by a unique geodesic, and thus the inverse
exponential map Exp, ! : M — T, M is well-defined.

We use d(z, y) to denote the Riemannian distance between z and y. The definition of exponential
map implies that d(z,y) = ||Exp, ' (y)||. We will also use the tangent space distance: dy,(z,y) :=
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|Exp,,! () — Exp,,' (). Note that dy,(z,y) < d(x,y) for all w, z,y € M. We say that a function
f+ M — Ris p-geodesically-strongly-convex for . > 0, if for any € M there exists a non-empty
set 0f(z), such that for all y € M and v € Jf(x) we have

fy) > f(@) + (v,Exp,  (y)) + d°(z,y).

Thus f,(y) := f(z) + (v,Exp; *(y)) + 4d*(x, y) is a lower approximation of f.

We use I'Y, to denote the parallel transport from T, M to T, M along the geodesic connecting
z and y. Using parallel transport, we can define a natural generalization of L-smoothness to the
Riemannian setting. We say that f : M — Ris L-smooth if for all z,y € M, we have

IV f (@) = Vil < L-d(z,y). ©)

3.2. The proposed Riemannian A-HPE framework

In this section, we first present a straightforward generalization of Euclidean A-HPE (Algorithm 1)
to the Riemannian setting—see Algorithm 2. Then, we introduce a number results useful in its
convergence analysis. Our presentation largely follows the Euclidean setting, except for a number of
new challenges posed by Riemannian geometry. Throughout, we assume that f is u-geodesically
strongly convex, and that the sectional curvature of M lies in [— K, 0].

Algorithm 2 Riemannian accelerated hybrid proximal extragradient method
Input : Objective function f, initial point x(, ‘reference’ step size A > 0, o € (0, 1) and initial
weights Ag, By > 0
20 < X0
for k=0,1,--- do
choose a valid distortion rate ¢ according to Theorem 10
0, < the smaller root of By(1 — 6)? = u\0 ((1 —0)By + %5kAk)
Bit1 g%lg“k’ g1 < 2071 (1 = 0x) Byr and Ap gy < Ag + agpa

0 _
Uk < Exp,, (5500 Expy, (2))

2
. Wr41 . _ g 2
choose (g1, Vk+1) € iprox, (Yks Ak, €x) With g, = mdwk+l(xk+l,yk)

Zk1 4 Expy, (1= 0k)Expy,, (2141) + O4Expy, ,  (2k) —

m kvkﬂ)

end

Beyond the natural replacement of vector space operations with their Riemannian counterparts,
there are two key differences between Algorithm 1 and Algorithm 2: (i) the latter uses a Riemannian
version of the iprox operator; and (ii) it uses additional parameters (B and d) in its updates. We
define the Riemannian iprox operator as follows.

Definition 7 (Riemannian inexact proximal operator) Forz,y,w € M, v € T,y M and )\, e >
0, we write (z,v) € iprox§ (y, A, €) if we have the inequality

|Exp,," () — Expy, ' (y) + Ml | Af (@) = f(w) = (Exp,, ' (z),v) + d*(x, w))

<
2(1+ Ap)? 14+ Ap =& ©

and v — pExp,t(z) € Of (w).
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Key among the additional parameters is 0y, the distortion rate that is used to model the non-linearity
of the exponential map. The concept of distortion rate is not new, and was introduced in (Ahn and
Sra, 2020) to analyze potential function decrease. We will formally define it in Theorem 9. By
setting 0y = 0 and By, = %, Algorithm 2 recovers Algorithm 1 in the Euclidean setting. Before
discussing technical details, let us give an informal statement of our main result. In subsequent
sections, we sketch its proof and provide the formal statements, while full, rigorous proofs are
deferred to Appendix C.

Theorem 8 (informal version of Theorem 13 and Theorem 18) Under mild conditions on the
choice of w41, for p-strongly convex and L-smooth function f, the following statements hold:

(1). Suppose wy.1 lies on the geodesic between xy, and zy, then the iterates {x} generated by
Algorithm 2 eventually achieve acceleration (cf. Theorem 1) with arbitrary initialization.

(2). In the general case, the iterates {xy} achieve acceleration as long as the initialization is in a

(@) (K_l/2 (/L) 3/4) neighbourhood of x*.

As we will see later, the Riemannian analogs of Nesterov’s method considered in (Zhang and Sra,
2018) and (Ahn and Sra, 2020) belong to the first case in Theorem 8, and thus, follow as corollaries
of our main result. We will also discuss additional instances of each case in Section 4.

3.3. Potential Function Analysis for Riemannian A-HPE

Similar to the Euclidean setting, we define the potential function

pr = Ap - (f(ar) — f(2*) + By - dy, (21, 2%). )

Note that in the above definiton, we use the tangent space distance d,,, rather than the Riemannian
distance d. Indeed, when generalizing our analysis to the Riemannian setting, we need to work with
vectors in tangent spaces, so that it is more convenient to use the tangent space distance here.

Our Euclidean analysis is based on a separate analysis of two approximate PPM schemes, one
leading to Theorem 5 for function value, and the other leading to Theorem 6 for distance to x*. While
it is straightforward to generalize Theorem 5 to the Riemannian setting by using strong-convexity and
Theorem 7, it is hard to bound the distance term By, - d2, (zi, %) — Bpy1 - dﬁjkﬂ (2k+1,x*) because
it involves vectors in two different tangent spaces T, M and Ty, , , M. Taking cue from (Ahn and
Sra, 2020), we also use the notion of distortion rates to overcome this issue.

Definition 9 We say that §;, > 0 is a valid distortion rate ifd?ukﬂ (21, ) < Okd2,, (21, 2%).

To be able to use valid distortion rates in an actual algorithm, it is crucial to avoid dependence
on the unknown optimal point x*. To that end, the next lemma shows that one can obtain a valid
distortion rate in terms of d(wy, zx) instead.

Lemma 10 ((Ahn and Sra, 2020, Lemma 4.1)) For any points x,y, z € M, we have d*(x,y) <
Tk (d(x, 2))d?(x,y), where the function Tk (-) is defined as

VKr sinh(2vK )\ 2 ,
TK<T) — max{1+4(m—1)7(w) }, lf7“>0,

1, ifr =0.

In particular, 6y, = Tk (d(wg, 2zx)) is a valid distortion rate.
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Assuming access to valid distortion rates, we can obtain the Riemannian analog to Theorem 6.
Lemma 11 Suppose that 6y, > 0 is a valid distortion rate, and By, 1 = ef—(’;k, then
Bydy, (21, 3%) — Bk+1dik+1(zk+1, z*) > (1- ek)Bk+1(%(f(wk+1) — f(z")) — %HVHIHQ
_ _ _ 2
+ GkHExpwiH(zk) — Expwiﬂ(xkﬂ) + i 1vk+1H )

Now, it remains to combine the two PPM schemes (based on function value and distance to z*)
to obtain a bound for the potential function. Specifically, we can prove the following key lemma.

Lemma 12 Letap, 1 = A1 — A = %(1 — 0k)By.11, and py, be given by (7). Then,

_ _ _ 2
Pk — Prer1 > 5(Okarir + Ap)||Expy, (k) — Expy, (zg1) + 4 opa |

Ap — _ 2
+ 2/\:;1;@, HEXpwiH (yk) o EXpwiH (55k+1) — MVk+1 H ®)
0 A 2 A 2 A 2
* 2(}2%% wia (T 26) = Uk?/\]?ldwﬂl(xk“’yk) — i okl
where
/ A -1 Ora -1
Yr = Expy, (mEXPwkH (z) + %EXPWH(%))- )]

The main feature of Theorem 12 is the presence of a new point y;. in (8). In the Euclidean setting,
we combined the two approximate PPM schemes by choosing ;. on the line segment between xj, and
zr. Generalizing this update rule to the Riemannian setting, we naturally choose y;, on the geodesic
connecting xj and z;. However, here a subtle complication arises: since we are working with
vectors in the tangent space 7y, ,, What we really want is that EXPE;H (yx) be a convex combination
of EXP;;H (zx) and EXP;viH (2x). This subtlety explains why ;. as defined by (9) appears in the
bound (8). Further, note that since y;C depends on wy 1, it cannot be used as the update rule of yy.

In Euclidean A-HPE, y;. does not complicate matters since we always have y;, = .. However,
Yk # Y, in general for the Riemannian setting, which prevents us from mimicking the Euclidean
analysis. Indeed, Theorem 12 highlights an additional distortion that arises for Riemannian A-HPE
and is not present in previous works that focus on Nesterov’s method (Zhang and Sra, 2018; Ahn
and Sra, 2020). Indeed, the algorithms analyzed in these previous works are a special case of the
general A-HPE framework, where the particular specialization of the updates bypasses the additional
distortion that arises more generally. We expand on these observations below.

3.4. Basic A-HPE: convergence without additional distortion

We first consider the special case where y;, = ;.. This equality holds as long as wy.1 is chosen on
the geodesic connecting x; and z. In this case, we can derive potential decrease from Theorem 12
by using an analysis similar to the Euclidean setting. Doing so, we obtain the following main result
regarding the convergence rate of Riemannian A-HPE.

Theorem 13 Suppose in Algorithm 2, we choose N\, = A and wy.1 lies on the geodesic connecting
xy, and zj, such that d(wy1,yr) = O(1), then we have

flag) = f(z*) <wofay, and  lim Awei/ay =14 pA+/pA(1+ pd). (10)

k——+o0



RIEMANNIAN PROXIMAL EXTRAGRADIENT FRAMEWORK

Proof sketch: The first inequality follows directly from potential decrease. Define {;, = ax/4,, then it

suffices to show that limy_, 1 o & = % The proof relies on the following recursive equation:

k€rr1 (§ps1 — PN 142) = & (1 — &) (11)

If 6, = 1, then we can show that {{;} converges to the fixed point of (11), which is % In our
setting, dx, is not constant, but potential decrease implies that 0 — 1 converges to 0 at a linear rate.
Therefore, we can still obtain the desired result. O

The assumption d(wg+1,yx) = O(1) ensures that the iterates of Algorithm 2 are uniformly
bounded; otherwise the distortion error can become arbitrarily large. This assumption is trivially true
when wy1 = Yk, which holds for a number first-order methods that we will discuss in Section 4.
Theorem 13 also immediately implies the following result, which plays a crucial role when studying

first-order methods as special cases of Algorithm 2.

Corollary 14 Suppose that f is L-smooth and \; = X\ = © (1/L). Under the conditions in
Theorem 13, Algorithm 2 eventually achieves acceleration.

Finally, we bound the number of iterations sufficient for achieving full acceleration.

Theorem 15 Under the assumptions in Theorem 13, if f is L-smooth and A\, = X\ = O(1/L), then

U
14-pA

Algorithm 2 achieves acceleration in at most O(L/y) iterations.

after T = O(L/y) iterations, where O hides logarithmic terms. As a result,

1
we have §j. > 5

3.5. The general case of A-HPE: handling additional distortion

In general, we do not have y;, = y;, so that an additional distortion appears in the analysis of
Riemannian A-HPE. To overcome the challenge posed by this distortion, we take an approach that is
based on deriving an upper bound for the tangent space distance between yj, and y;.. We need the
following lemma, which is a variant of (Sun et al., 2019, Section B.3).

Lemma 16 (Sun et al., 2019, Lemma 3) Let x € M and y,a € T, M. Let z = Exp_(a), then
d (Exp,(y + a),Exp, (I'7y)) < min{{|al], [[y[|}Sk (llal + ¥l
where Sg (1) = cosh(v/Kr) — sinh(VET)/\/Er,

Note that a key feature of the function S is that lim, o Sk () = 0. By using Theorem 16, we
can obtain an upper bound on d., , , (Y&, ¥;,) in terms of Sk (-) and a distance term.

Lemma 17 We have for all k > 1 that

dwg oy Wi ) < 2" (Wige15 Ths 21) - Sk (d(@n, 21) + d* (W1 T, 21)) (12)

where d*(w; x, z) := min {d(w,y) | y = Exp,(t - Exp, ! (2)),t € [0,1]} is the distance from w to
the geodesic connecting x and z.
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When dfykﬂ (Y, y},) is small, we can imagine that the algorithm still behaves similar to the
yr = Yy}, case studied in Section 3.4. From a technical standpoint, to lower-bound the potential
difference py — px1, the key difference between the Riemannian setting with the Euclidean setting
is the presence of an additional negative term that depends on d%UH (UK y;.). As aresult, potential
decrease can still be guaranteed if the RHS of (12) is smaller than the positive terms. This yields our
main result for the convergence of Algorithm 2 in the general case, as stated below.

Theorem 18 (informal) Suppose that f is L-smooth, o, = o € (0,1) and \, = X\ = O(Y/L).
Under regularity conditions on the choice of w1, if the initialization satisfies d(zg,z*) =

O(K~"*(w/L)**) and By = § Ao > 0, then potential decrease holds, and &), := T = o 14/{;/\1)\)'

Proof sketch: The proof is by induction on k. When k£ = 0, by using regularity conditions on w1,
we can derive an upper bound for the RHS of (12), which implies potential decrease. Now suppose
that potential decrease holds for k. By the definition of the potential function pj, we can show that
d?(zp, 2*) and d?(zy, %) = O(K = (w/L)"/?).

Note that the distortion rate oy < 1 4+ O (K d?(wy,, zk)), and under regularity conditions on wy
we can bound 6 by 1 + (’)(\/PLTL); &k11 can then be lower-bounded using the recursive equation
(35) and the lower bound for &;. Finally, the RHS of (12) can be directly upper-bounded using the
bounds for x, 2z, and regularity conditions on w1, which implies potential decrease for k£ + 1. [

The regularity conditions on the sequence {wy, } are described formally in Theorem 41, and they
play a crucial role in Theorem 18. In short, they require that {wy} is not too far away from the
sequence {x} and {zy}, since otherwise the algorithm may suffer from large distortion error.

Theorem 18 implies that as long as the initialization is inside a O (K ~"/?(1/L)**) neighbourhood
of the global minimum x*, then it can achieve the accelerated rate.

Corollary 19 Under the assumptions of Theorem 18, we have

Flax) = F(2*) < el KT'L(/L)2 - (1= ean/wL)",

for some numerical constants c1,ca > 0.

4. Special cases of Riemannian A-HPE: acceleration of several first-order methods

Inspired by Nesterov’s method, a number of different accelerated methods have been proposed in the
Euclidean setting (Diakonikolas and Orecchia, 2018; Chen and Luo, 2019; Huang and Zhang, 2021).
These methods are empirically observed to be superior in some aspects (e.g., robustness to noise,
possibly smaller constants in convergence bounds, etc.) However, they are derived using a variety of
very different techniques, which obscures their common origin. In contrast, we observe that all of
them can be deduced from A-HPE quite naturally and straightforwardly.

At the same time, in the Riemannian setting only a generalized version of Nesterov’s method
is known to achieve acceleration (Zhang and Sra, 2018; Ahn and Sra, 2020). Can we design other
accelerated methods, similar to those in the Euclidean setting? The answer is “yes,” and we discuss
below several special cases obtained from our Riemannian A-HPE framework. We divide these
special cases into two categories: (i) those without additional distortion (Section 3.4), and which
eventually attain acceleration with arbitrary initialization due to Theorem 13; and (ii) those that
can suffer additional distortion studied in Section 3.5, for which local acceleration is ensured by
Theorem 18. Detailed derivations of the methods studied in this section are given in Appendix D.

10
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4.1. Accelerated methods without additional distortion

Riemannian Nesterov’s method. Nesterov’s method has a direct generalization to the Riemannian
setting, as proposed and analyzed in (Zhang and Sra, 2018; Ahn and Sra, 2020); it takes the form:

0 _
Yr = Exp,, (#’%EXPMI(%))’
Tr1 = Expy, (=AVf(yi)), (13)
Ze41 = Exp,, (OkExp,, (z1) — = (1 — 0k)V f (yk)-
We can derive this algorithm from Algorithm 2 by choosing w11 = Y, Tk+1 = Exp,, (= V f(yk))
and viy1 = Vf(yr) + ,uExp;k1 (zx+1). Additional distortion is not present since wiy1 = yg. We

also recover the result of Ahn and Sra (2020) that (13) can eventually achieve acceleration; the local
acceleration result of Zhang and Sra (2018) can also be directly deduced from Theorem 18.

Riemannian Nesterov’s method with multiple gradient steps. We can also perform multiple
gradient descent (GD) steps from y;, to obtain xx 1. Chen and Luo (2019, Algorithm 3) present a
method of this type in the Euclidean setting. Here we consider a Riemannian version of their method:

yr = Exp,, (%EXPQ(%)),
Tpi1 = Expy, (=AVf(yr)),
Th+1 = Expz,  (ZAV S (Trt1)),
k1 = Expy, (0kExp,,! (21) — 7' (1 = 0k)V £ (yr)).-

(14)

Method (14) can be derived from Algorithm 2 by choosing x4 as the result of two GD steps; the
other variables the same as Riemannian Nesterov’s method.

4.2. Accelerated methods with additional distortion

Riemannian accelerated extra-gradient descent (RAXGD). We consider a Riemannian version of
the accelerated extra-gradient method (AXGD) proposed by Diakonikolas and Orecchia (2018):

Ora _
Yk = Expxk (Aki;atirl Expxkl (zk))v
Tp+1 = Expy, (—AV f(yr)), (15)
Zke1 = Exp,, (OExp) (z) — p (1= 0p)V f(2141))-

Method (15) can be recovered from Algorithm 2 by choosing v = V f(xg+1), and wg41 = 41 =
Exp,, (—A:V f(yx)). While Diakonikolas and Orecchia (2018) obtain AXGD via a specifically
chosen discretization of suitable continuous-time dynamics, we observe that (R)AXGD can be
deduced from A-HPE quite straightforwardly.

We can also derive from Algorithm 2 a generalized version of RAXGD; please refer to Ap-
pendix D for more details and discussions.

The extra-point framework of Huang and Zhang (2021). Recently, a general framework was
proposed by Huang and Zhang (2021) for obtaining accelerated methods in the Euclidean setting (cf.
eq., (26) therein). We observe that their framework has a natural interpretation via the PPM viewpoint
discussed in Section 2, though upon using a less general version of update rules compared with

11
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A-HPE. A detailed comparison between their framework and A-HPE is provided in Appendix D.3,
where we also present a Riemannian generalization of their algorithm. Using our approach of
analyzing Riemannian A-HPE, local acceleration can be shown for the resulting algorithm, while
for a special case (corresponding to the algorithm described in (Huang and Zhang, 2021, eq.(38))),
global eventual acceleration can also be achieved.

5. Conclusion and future directions

In this paper, we propose an alternative viewpoint of the Euclidean A-HPE framework of (Monteiro
and Svaiter, 2013) via the proximal point method. This viewpoint allows us to derive a simple and
novel convergence analysis of A-HPE; it also plays a pivotal role in obtaining Algorithm 2, our
proposed generalization of A-HPE to the Riemannian setting. While most of our Euclidean proof
generalizes to the Riemannian setting, there is an additional distortion caused by the non-linearity of
the exponential map that we must overcome; we model this distortion by leveraging geometric tools
to complete the convergence analysis. Our main results include local acceleration of Riemannian
A-HPE in its most general form, which we sharpen to global (eventual) acceleration whenever
additional distortion is not present. We demonstrate the generality of our framework by discussing
several accelerated first-order methods as special cases, recovering the recent results (Zhang and Sra,
2018; Ahn and Sra, 2020) as special cases, obtaining Riemannian counterparts of other accelerated
(Euclidean) algorithms, and deriving new algorithms from our framework.

An aspect more basic worth noting is that this work also contributes toward a more thorough
understanding of accelerated methods on Riemannian manifolds. Even on Euclidean spaces, our
PPM-based approach may be of independent interest, since it provides a unified way for analyzing
several accelerated methods that have been proposed in the literature and analyzed using a number of
different techniques. Nonetheless, there are some important questions that remain unanswered.

First, we only show local convergence in the general case where additional distortion arises. It
is unclear whether Riemannian A-HPE can indeed fail to converge in some cases, or whether the
locality restriction is a shortcoming of our analysis. Nevertheless, we believe that some regularization
conditions on the specification of the iprox operator (e.g., the conditions in Theorem 41) are necessary,
since large distortion error would unavoidably impact the rate of convergence.

Second, in this paper we focus on accelerated first-order methods for strongly-convex functions
on non-positively curved manifolds. The main challenge of the convex setting is that the effect of
metric distortion would not asymptotically vanish as in the strong-convex setting. For manifolds with
positive curvature, it is necessary to restrict the iterates inside a convex set, for example by using
projection operators, but this may hurt the analysis of acceleration. Also, as discussed in Section 1,
the A-HPE framework can also lead to optimal higher-order methods in Euclidean setting. However,
to the best of our knowledge, optimal higher-order methods and their convergence rates are not
known in the Riemannian setting. It may be useful (and feasible) to design such methods based on
the Riemannian A-HPE framework introduced in this paper.

Finally, a broader goal in the study of acceleration is to develop theory and algorithms for
non-Euclidean settings beyond those offered by Riemannian geometry.

12
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Appendix A. Connection between iprox and c-subgradient

In this section, we show the equivalence between the iprox operator (cf. Theorem 2) and the notion
of e-subdifferential (Brgndsted and Rockafellar, 1965, Section 3).

Definition 20 Suppose that h : R — R is p-strongly convex and & € R%. We say that u € R? is an
e-subgradient of f at x if the inequality

) > f@)+ (wy =) + Slly —|* — <
holds for all y € R<.
Note that the condition v — pz + pw € Jf(w) in Theorem 2 implies that 0 € 0P (w), where
(z) = f(2) = £(2) = (@ = 2,0} + Sl — 2|

Moreover, ®(z) is concave since f is p-strongly convex. Hence w € arg max, ®(z), and for any z

we have
1+ Ap

A

F(2) > (@) + (z = 20) + Slle — 2| - e.

In other words, v is an %e-subgradient of f at x. The inequality (2) further implies that z+A\v = y.
Thus Theorem 2 indeed defines an approximation to the exact proximal point, for which x + Av =y
andv € Of (z).

Appendix B. Details and proofs of Section 2

We define the potential function

l—i—,u,Ak

5 Nl =27 (16)

e = Ap(f(zr) — f(27)) +

our goal is to show that the sequence {px} is non-increasing, so that we can obtain a bound for
flag) = fa®).

In the work (Barré et al., 2021) the authors also use a potential function approach to show
convergence of A-HPE. Motivated by our linear coupling viewpoint, we present our analysis in a
clearer way, which is helpful for addressing the key challenges that may arise in the Riemannian
setting.

We first present a simple lemma which will be used to simplify our analysis. It can be checked
using simple algebraic calculations, so we omit its proof here.

Lemma 21 (Interpolation implies contraction) For all p,q € R such that p + q > 0, we have

q

? Pq
Ly 4 Py
p+q

2 2 p 2
pllz||” +q|ly :p‘f‘QHQU‘f‘ yH r—=y
B4l lyll* = ( )p+q prarp [
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We define Vi1 := vg41 + 4 (Wgt1 — Tgt1) € Of (wg41), so the last line of Algorithm 1 can
be re-written as

14+ pAy Hag41 Gf+1
— Zk W41 — —————
1 + ,LLAk+1 1 + MAk+1 + 1 + MAk+1

21 Vit (17)

The following lemma deals with the squared-distance terms in the potential function.

Lemma 22 We have

1 A 1 A
ank,x*“? _ MH

5 5 21 — T? > ap (f(wis1) — F(2™))

(13)
pag1 (1 + pA) -1 2 Qi1 2
— \% — \%
Proof: First note that
1+ pAg * 1+ pAy *
— - [& 5 | [&
2

pagsr || 1+ Ak o 1+ pAg .

= 2+ 2 (2hgr — 2%) — ——— (2 — %) (19a)
Hag+1 Hag1
(1 + pAg) (1 + pAgy1) 2

- CH el i Beei) sy =

_ Mg pagi1 (1 + pAy)

|2k — Tpy1 + /flkaHZ (19b)

|2 — wii1 + p Ve |? -

where Theorem 21 is used in (19a), and (19b) follows from (17). Thus, by strong convexity of f and
the definition of w1 (see Theorem 2) we have

J@) 2 fwig) + (Vien o™ = wig) + 5o = wipa

_ 1
= flwren) + g le" = wnr + 57 Vil = 5o Vi |

so that
a1 (F@7) = Flwpi1) 2 — R a2 = SR g a2
pak+1(1 + pAy) -1 9 Qk+1 2
2k — Wkt + 1 Vig||” — V41
S | et Vi P = G Vi
as desired. O

Remark 23 The derivation of (19) reveals the connection between the choice of parameters in
the update (17) and the growth of coefficient of the distance term in the construction of potential
function. This observation will provide guidelines for choosing parameters in the Riemannian setting
(cf. Theorem 11).
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Now it suffices to deal with the function value terms. Strong convexity implies that

_ 1
Flaw) 2 ) + Sl = whp + 1 Vel = 5o 1Vl 20)

and
_ 1
Flarn) 2 flwpe) + 50 o = 5o Ve @D

while the definition of w1 implies

2

o2
Ek lzker — yel® > =l eken — vk + Mo ||

DN | =

(22)

(14 A (f (ane1) = f (wr0) + o (19 - \|vk+1|2)>

We now seek a correct linear combination of the above inequalities to match the coefficient of
Pr — Pr+1. Note that adding (21) and (22) leads to the following simpler inequality

[ Zrt1 — Y + Mevr1||* < ofllzrtr — vrll® (23)

The following lemma proves non-increasing of the potential function, which is based on the
above observations and results.

Lemma 24 We have for all k > 0 that

(1— U;%)Akﬂ
2\

o PARAR(L + pAy)

Dk — Dk4+1 = 5 lzx — 21| + k41 — yil?
Qk+1

Proof: By combining the inequalities (18),(20),(22) we have

Pk — Pk+1
1—1—,uAk " 1—|—Ak 1 x "
= (2||Zk - H2 - %szﬂ -z ||2 +apy1 (f(z%) — flwrgr))

use T"heorem 22
+ Ar(f(zr) — f(wrs1)) + Apra (f(wigr) = f(2r41))
use (20) use (22) (24)
o Hakp (L + pAy)
2(1 + pAg1)

_ pA _
2k — Trr1 + p o | + 5 Nl = @ + 4 Lo |

At 2, Arn1 9 9
- \Y% \V4 _
oy Vel + =0 (IVk41lI? = lloks1]?)
Aps1 <1 2 O} 2
+ 7 | Sl — vk + Ao — ke —
e (14 App) 2“ k1 = Yk + AUk | 9 k41 — il

We now show that the last expression in the above inequality is positive. Recall that in Section 2.1
we made the intuitive argument which shows that the “positive term” of form 0,z — xg41 +
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1 1

p e 1]|? 4+ Ozlze — Tha1 + oy ||? cannot be small. Formally, the choice of v implies that
pak1 (1 + pAi)
2(1 + pAp1)
o # (A + plap i A + ApAry))
B 2(1 + pAgy1)
ARk (1 + pAy)
(Agt1 + plag1 A + Ap A1

2
Mgt

_ Ay _
ot = i+ o [P 5 ke — i+ o]

lyr — 21 + M71Uk+1||2

+ [ETE
2 )

pARAR (L + pAy)

-1 2 2
= Y — Tht1 + Vg + L — 2k
S Tyl ke el o ||
where we have used the following equation
a1 = M (Appr + plagr1 Ay + AgAgir)) (25)

to simplify the expression. We can now deduce from (23) that the right hand side of (24) is lower
bounded by

2
Hak iy 1 o | PARAR(L+ pAy) 9
Y — Th+1 T 0 Vkt1||” + Ty — 2k
2/\k(1+MAk+1)H + +1l 2anit [ [
Akl o, Akt g 2 _ o} 2
- 2 lvps1]]” + A (§||90k+1 — Yk + MV |7 — 7||4U1<:+1 — ui| )

Now except from the ||z — 2¢||? term which is non-negative, the rest can be written as

allzper — yell® + 28 (@1 — Yo Vi) + Yl ows | (26)
where )
o — Ha 1 1 -0} Ag
2/\k(1 + pAgi1) 2 Ak
2 2
_ Ajt1 1 _ M
B = —SAkm =5 —
2/\k(1 + ,uAk+1) 2 2(1 + ,uAk+1)
2
At 1 A1 1
Y= - + S A Ak+1
2Ne(1+ pdpyr)  2u 27T
1 aj PARGE

= A Ak — =
2 T O pd) 21+ pAg)
where we have used (25) to simplify the expressions. Now it’s easy to see that the desired inequality

holds. =
We now make some remarks on the previous lemma.

1. Firstly, we can see from the proof that the choice of ax; guarantees that the quadratic function
(26) is non-negative. The correct way of obtaining a1 is to first deduce the quadratic function
and then determine a proper choice of a4 such that the function is always non-negative.
This approach will be used to derive the update rule of ax; in the Riemannian setting, where
additional parameters need to be introduced due to the distortion phenomenon.
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2. Secondly, as we have discussed before, x; and z; can both be regarded as an approximate
proximal point iterate, and the point yy, is chosen on the segment between x; and z in order
to combine these two approaches. The ratio ||z — yx|| : ||yx — 2&|| follows naturally from the
analysis and Theorem 21, which suggests the correct way of doing this combination.

Theorem 3 is now a direct corollary of Theorem 24.

Theorem 25 (Theorem 3 restated) For the iterates produced by Algorithm 1, we have

1

lan) = %) < 4 (Aot Gao) = £ + 400 - a7 )

-1
=0 (1t (1 max o Vi) )
Proof: Since py > pr > Air(f(zr) — f(z*)), we have
2

Fa) - 1) S 4om =4 (Ao<f<mo> = faty) + 2, :c*H2> .

Note that

(14 20A8) At + /(14 20A40)7 Ny + 4 (1 -+ pAr) Aphin
2

g1 = Apy1 — A =

> A max {u)\k_H, \/M} )

so that the conclusion follows. OJ

Appendix C. Details of Section 3

C.1. Some useful properties of Algorithm 2

The following lemma characterize the growth rate of sequence { A}, which is closely related to the
convergence rate of Algorithm 2.

Lemma 26 Forall k > 0, we have A1 = (1 + pdi)(Orag+1 + Ag).
Proof: Since 1
(1 —0k)Bi = (1 — 0k)0k0 B 1 = §9k5kak+lu
the equation By (1 — ;)% = uA0x ((1 — 0;)By + %5kAk) can be equivalently written as

(1- Qk)ngﬁskakﬂ = pA0y - %5k(Ak + Okag+1)

& (1= 0r)ars1 = pAp(Ag + Orari1)
S A1 = A+ ag1 = (1 + U)\k)(Ak + Hkak+1).
The conclusion follows. O

The next lemma reveals the relationship between the ratio of coefficients Ay and By and an
important quantity &, = j—’z (defined in the proof of Theorem 13). Recall that in the Euclidean

setting, we have the equation By = %, but the situation is more complex in the Riemannian
setting due to the distortion rate Jy.
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Lemma 27 For any k > 0, we have

By _ 1+ ph (ak—H >2 1 +N>\k€2
Agt1 20 \ Akt 2\, CErr

Proof: Recall that we have Ap 1 = (14 pAg) (Orar+1+ Ax) = (1+ pAg) (Ags1 — (1 —0k)agt1),
so that

 pA AR
1-60,=———"""""—.
(L4 pAk)ag+1
‘We can then obtain )
By 1 _K G+1 _ 1+ p)g (ak;—H >
Apir 21 = 0k) Ak 20 \ Ak
as desired. OJ

C.2. Potential function analysis

Lemma 28 (restatement of Theorem 11) Suppose that 6, > 0 is a valid distortion rate and
Biy1 = 2%, th

2 1
Byd?, (2% — Bid, (z41.2%) > (1 — 6) By (M<f<wk+1> fa) - Mgnvmn?)

2
+ 0(1 — k) Brt1 HEXP;iH(Zk) — Exp,,, ,, (@k11) + M_lkaH
Proof: Since ¢y, is a valid distortion rate, we have

« ~ Bk «
Bydy, (2, %) > Edim%x ) 27

This implies that

Bk+1d12”,c+1 (241, 2") — Bida, (21, 2%) < Bk+1d12uk+1(2k+1; ) — akBk—',-ld%UkH(Zka z*)

(28a)
1 . O o)’
= (1 — Hk)Bk+l mdwlwfl (Zk+1, x ) — mdwarl (Zk, €T ) (28b)
O . 2
- 1_ Hk (dwk+1 (2k+1,$ ) - dwk+1 (zk,:v ))
2
= (1 = 0k)Biy1 HEXPfui+1 (%) = Expy,,, (k1) + 7 0k H (28¢)

2
= 0k(1 = 00) By [Expy),, (21) — Expil, (@is) + 0 vpa |

where (28a) follows from (27) and 0 By+1 = ?—:, (28b) uses Theorem 21, and (28c) follows from
the definition of zx1. On the other hand, by strong convexity of f, we have

* — * H —
f(@®) = f(wgt1) > <EXPwi+1($ ) Vlc+1> + §HEXPw,1+1 I?

_ K -1 * —1 2 1 2
= §||EXPwk+1(x )+ 17 Viall” = ﬂ”vk+l”

Iz 1 s - - 2 1
= 5 Bl 0~ Bxpul, (rsn) 0 | = Vi
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The conclusion follows by plugging this inequality into (28). Note that the steps after (28a) are
essentially the same as the Euclidean setting, because all the calculations are done in the tangent
space T3, ., M O

k+1 *
We then proceed to derive a Riemannian analog of Theorem 24, where we proved the potential
decrease in the Euclidean setting. By following the same approach as Theorem 24, we can see that
the inequality would involve an additional point ¥, .

Lemma 29 (restatement of Theorem 12) Suppose that a1 = A1 — Ak = %(1 — 0r) By,
then

i ~ B - 2
P = Prer1 2 5 (Okarrr + Ar) HEXPw:H(@//@) — Expy,,, (Th41) + 17 kg H

21‘;’;; [Expal., () — Expl, (i) — M| (29)
2(2??;;:) o (T 21) — Uk;\’:rl s (T 1, UE) — A;; [y
where
yi = Exp,, <mExp;i+l (k) + mExp;;ﬂ (zk>) (30)

Proof: Recall the the argument in Theorem 24 basically uses strong convexity and the definition of
Euclidean iprox to lower bound the potential decrease with a quadratic function, and the choice of
parameters ensure that the quadratic is positive definite. In the Riemannian setting, since ‘vector’ on
a manifold is undefined, we need to work with vectors in a tangent space instead. In the following,
we work in the tangent space Ty, , . This choice is quite natural, since straightforwardly generalizing
of the proof of Theorem 24 would involve exponential maps at wg.1. In Ty, our goal is to derive
a quadratic function to lower bound py — pgy1-

k412

Strong convexity implies that

I _ _ 1
k) = flwp) + SIExpy, (k) + 17 Vi |* = @HWHHZ

and
f(z N By -1 2 1 v 2
k1) = f(wig1) + 9 [0 g1 ] 2#” sy
and the definition of Riemannian iprox operator (6) implies that

2
o _ _ 1 _ _
o IExpoy, (k1) = Bxpy, (e)lI* > SIExpy,, (2r1) — Expy,, (uk) + Asvrsa |

(L A (f(ka ~ Fwr) + 5= (IVerl? - van?))
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Combining the above inequalities, we have

Pr — Drgr = (Bkdik (30") = Bradl,, (Giroa”) 4 2= 0 Bra(F(a) ~ Flun) )
(31a)
Ar(f(xr) — f(wrs1)) + Aper (f(wis1) — f(@r41))

2
-1 —1
HEXPwk+1 (Tk) — Expy,,, (Tht1) + 4 Uk-i-lH

2
+ 50k@k+1 Exp;i+1 (2) = Expt_u11+1 (karl) + ,UJ_lUkJrl H
Ak-‘rl -1 1 9
kAR

Akt 2
2)\k; dwk+1 (xki-f'l’yk) - 2# Hvk"rl”

where we use the condition ag = %(1 — 0))Bg+1 in (31a). Finally, Theorem 21 implies that

k -1 -1 -1 2
EOE |Bxpat., (@) = Expy! (ai) + 17 v
+Bpa Exp,l (zx) —Exp,l (zpe1)+pto ’
o Vkk+1 Puw, 1%k Puwj 1 Th+1 K Uk41

" ~ ~ ~ 2
=5 (Orari1 + Ap) HEXPwiH(@/E) — Expy, , (@r11) + 4 1’Ukz+1H

plrar1 A o
2(Ag + Opagyr)

(Tk, 2k)-

The conclusion follows. The final equation in the proof explains why ;. would appear in (29). O

C.3. Convergence without the additional distortion

In the Riemannian setting, it is not guaranteed that yj, is the same as y;, and this may give rise
to the additional distortion, as shown in Theorem 12. However, recall that our definition of iprox
allows flexible choices of xx41, wiy+1 and vg11. We can see that in some special cases, we still have
Yk = Y. The following proposition provides sufficient condition for this to hold. It can be easily
derived from the definition of y;, and y; .

Proposition 30 Suppose that w1 lies on the geodesic connecting xj, and zy, then yj, = Y.

We now move on to theoretical analysis under the condition y;, = y,. The right hand side of (8)
is a quadratic function of Exp;;+1 (yx) — Exp;i+1 (zg+1) and vgy1, after ignoring the non-negative
duw,,, (Tx, 21;) term. We can then prove the following lemma for potential decrease. The equation
Ags1 = (1 + pXg)(Ogarr+1 + Ag) plays a crucial role in the proof.
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Lemma 31 Suppose that oy, < 1, then

(1 — o) Akt1 L B . ) ,
Q—Mdikﬂ(mkﬂj he) < 5(9kak+l + Ak HEXpw;iﬂ(yk) - Expwi+1($k+1) +p 1vk+1H
Apsa ||~ B ,
+ 2)\k HEXpwi+1 (yk) - EXpw;+1 (xk-+1) — )\kvk+1 H
oAk At ,
2N\ wier (Tht1, Uk) — o |vg+1l

Proof: First note that the difference of the right hand side and left hand side of the inequality can

be written in the following form (where we omit the dfﬂkﬂ (zk, z)) term, which is non-negative):

RHS — LHS = ad2, (w1, v) + 28 (Expy.,, () — Expyl, (x40, vesr ) + g

where (1 1A A 1
w — Ok)Ak+1 k+1 I — Ok
@ = 5 (Orak1 + Ak) + A 5 <1+W\k+ " )
1 Akt Ap+1 Mk
B =5 Okars + Ay) = —5 5 Tt
1 MeApi1 Apyr  Appr B
v QM( K+ + Ap) + = o 5 Tt
Note that (1 1A
2 _ (g LT OK)FkA1
B = <a 20 > s
we can thus obtain (1 1A
— Ok )Ak+1
RHS — LHS > Tdikﬂ(ﬂfk—&-la Yr)
as desired. O

Combining Theorem 11 and Theorem 31, we can see that the potential sequence {py} is non-
increasing:

Corollary 32 Suppose that y, = vy, then the following inequality holds:

pOrar 1 Ax o
Ak +0kak+1) We+1

In particular, we have py1 < py, so that py, < pg forall k > 1.

(1- Uk)Ak+1d2
DV

Pk — Pk+1 > (Tht1, i) + 5 (ks 21)-

Finally, we can prove the following theorem, which says that if w1 is chosen on the geodesic
connecting x; and zg, then Algorithm 2 provably achieves eventual acceleration with arbitrary
initialization.

Theorem 33 (restatement of Theorem 13) Suppose that in Algorithm 2, we choose N\, = \ and
w1 lies on the geodesic connecting xy, and zy, s.t. d(wg11,yx) = O(1), then we have

flan) — f@") < %, &, (zat) <2< 20 (32)

Moreover, we have

A
lim —Fl =14 U + A/ A (L + pA)

k—4oo Ay
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Proof: The first two inequalities follow from Theorem 32 and
aps1 = (1= 0p)—— =2u" (1 — ) Bry1 < 2u ' Bipy1, Vk>0. (33)
We now prove (33). This is equivalent to

I ag UA
m — = .
k—4oo Ay, 1+ /J/\

Define &, = Z—’Z for k > 1. Note that the update of 6, and a1 in Algorithm 2 implies that

5kai+1 —2X (gékAk + Bk> ag+1 — 2M\Ax B, =0

Thus u

5]90’]%;-}-1 = 2)\ (Bk;Ak+1 + E(SkAkCLk_’_l)
(34)
(1+ pA)ag 1 = 20, N g (Bk + %5kak+1) = 2MAp+1 B

Bj, _ 14pA
As aresult, we have I = o

o =1/ 13‘”\ ﬁ—:, so that for all £ > 0, rewrite the equation By, = ?—: + %ak_l,_l in terms of & as

5,%. The above derivations only holds for k£ > 1, we artificially define

1+ pA 1+ pA

i
5kT§l§+l = Tf}%(l —&pg1) + §5k+1€k+1

or equivalently,

Sk€iyr = En(1 — &rp1) + Or€r41 (35)

UA
14 pA
Before proceeding to analyze the recursive equation (35), we first prove that limy_, 1 o, x = 1. This

is in fact necessary since otherwise {&;} would not converge to the fixed point 4/ %
Since limy,_, oo Ay = +00, we have 2, — 2™ and dy, , , (Tx41, yx) — 0, by Theorem 32. By

assumption, d(wy.1, yx) is bounded, so that

(g1, Yk) < dugeyy (Thop1; Yr) + 2d(Wet1, Y )

is bounded, which implies that the sequence {yy, } is bounded. Thus {wy,} is also bounded.

Since Agy1 > (142uX) A, wehave a1 = Ag1— Ak > 2ur Ay, so that limy_, | o ap = 00
and dfuh“ (2k,2%) < B2 — 0. Since wy,+1 = O(1), the distortion inequality Theorem 10 implies that
d(zg,z*) — 0. Note that w1 lies on the geodesic connecting xj, and 2y, and M has non-positive
curvature, we have

d(wgy1, ") < max{d(xg, x*),d(zk, z*)} — 0.

Hence 0, = Tk (d(wg, zi)) — 1 as k — +o0.
We now return to (35). We first show that for any € > 0, we have

- BA
1 f& > (1—
p e = =T
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Since d(wg+1,Yyx) < Dy — 0 by assumption, and y;, — x*, we have wy; — x*. The definition of
) then implies that limg_, 1 o, 0, = 1.
The recursive relation (35) can be rewritten as

0rks1 <§k+1 - ) = &(1 = &)

7
1+ pA
Note that: if §; becomes larger and &, becomes smaller, then 5 k+1 also becomes smaller. Based on

this observation, we first choose kg such that d, < 1 + ¢ for all k¥ > kg, and then construct a

1+ T+pX
reference sequence {(j,}r>r, defined as

UA
1+ pA

Cho = Ekos OCk+1 (Ck+1 1 i)\ )\> Rl =Cry1), d=1+4¢

Then we have &, > (i, for all £ > ky. Alternatively, we can write the recursion above as (i1 =
©(Cx), where

ola) = L [ A 52y (w2 P 2+4<5x2 (36)
14 pA

We have
+,u)\ ) + 26x

#(x) = (
¢< 0 4 a0
>

0. On the other hand,

The observation made above implies that ¢’ (z)

2 2
' 2 pA 2 2 PA 2
cp(x)<1<:}(m (:1: 1+H}\5)+25m> < (x+9) ((x 1+M)\5> +45:1:>

2
< 452° <x2 ~ 7 ﬁl/\(S) +46%22 < (x4 6)% - 402?

(37)

which trivially holds, since § > 1. Since ¢ is continuously differentiable, we have sup,c(o 1) ¢’ (2) <
1 i.e.  is a contraction mapping. Since (; € [0, 1], Vk > ko, it converges exponentially fastto a
fixed point of ¢, which is the positive root of the equation 2 + (§ — 1)z — 0 = 0. It’s easy to

check that this root is larger than (1 — &),/ %, so that

1+,u)\

. - 1%
1 £& >1 £ > (11—
R

To prove the desired result, it remains show that

lim su <
k—>+o£) S < L+ pA
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This can be similarly shown by constructing a reference sequence with § = 1 in the recursion, and
the reference sequence converges to the fixed point corresponding to § = 1, which is 4/ % g
Although Theorem 13 shows that Algorithm 2 eventually achieves acceleration in the sense of

Theorem 1, it might also be helpful to know how fast the sequence {71} (cf. Theorem 1) achieves

the order of O <\/%) i.e. how long the ‘burn-in’ period takes to achieve full acceleration. Since at

this point we are focusing on acceleration for smooth strongly-convex functions, in the following we
always assume that f is L-smooth.

Lemma 34 Suppose that d(wi41,yx) = O(1), and A\, = X = ¢, where ¢ € (0, 1) is a numerical
constant, then

5 — 1< Cp (1+C%)7k

where Cy is a constant that may depend on L, i and initialization, but independent of k.

Proof: Let D be a uniform upper bound of d(wy1,yx). Since ap > cF Ay, > cff (1 + c%)k A,
we have

. 2L —k
dik+l(zk,x ) < A (1 —i—c%) Do

Recall that in the proof of Theorem 13 we have shown that {wy, } is bounded, and it’s easy to see that
the upper bound only depends on initialization and d(wy1, yx ), by Theorem 10 we have

o —k
t+er)
( +CL Do

2C1 L

d2 * <
(") < cp? Ao

for some C'; > 1 that only depends on initialization and D. Since wy1 lies on the geodesic between
. and z;, we have

d*(wp41, %) < max {dQ(a:k, x*), d* (2, m*)}

< max {2,U_1(f($k) - f( d2 Zk7 } < QClL ( _‘_Cﬁ)—kpo

A, L
As aresult,
12C, L —(k=1)

P lwg, 2) <2 (P (wa?) + Pl a) < e (Lhep) T T 09)

Finally since Tk (1) = 1 + O(r?) for small r, we have
[~k
o))
Ok @ < + CL )

as desired. O

Theorem 35 (restatement of Theorem 15) Suppose that d(wg11,y;) = O(1) and N\, = A =

@) ( ) then we have & > 1 /1 ﬂb)\ after T = o (ﬁ) iterations, where O hides logarithmic terms

which may depend on L, and the initialization. As a result, Algorithm 2 achieves acceleration in at

most O (% iterations.
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Proof: We consider the recursive equation of &, derived in the proof of Theorem 13:

pA 2
4] — =& (1 — 3
k€k+1 (§k+1 1 +M>\> &i(1 = &rtn) (39
The previous lemma implies that
UA
0r <1 40
RSl /7T 3 (40)

holds after O <ﬁ> iterations, where O hides logarithmic terms. In the following, we study how many

iterations are needed for &, > %\ /1 i‘z 5, after (40) is guaranteed to hold.
Indeed, note that smaller J, and larger &, implies a larger 1 in (39), it suffices to consider the

case 0, =0 =1+ ﬁ

Now we study the behavior of ¢(z) defined in (36) more carefully. Its derivative ¢’(z) can be
written as

24 pA
1+,u)\6x

/
¢ (x) =
(x2-+-%$5§5> \/x4-+»ﬁi35?5x2-+ <x4-+»%§%%?5x2)

1

Hence for all 0, z > 0 we have ¢/(z) < This implies that with a constant ¢, (36) converges to its

ﬁ-
fixed point in 6(1) iterations. Since for 6 = 1 + %, its fixed point is larger than 1 + % %,
we conclude that a total number of O (%) iterations are needed for & > %1 / % to hold. g

C.4. The general case

This subsection provides details and proofs of our main results for the general case, where the
additional distortion is present. We begin with the following result, which shows that we need to
control the distance between y;, and y;.

Lemma 36 Suppose that o, < 1, then

(1 — O'k)Ak+1

2 wOkar 1 Ax o
Pk — Pkt1 = wak+l(xk+1, Yk) + 2

Ap + Opagr) VR

(Tk, 2x)

n (1 —ok) A1 oy
6 1+ /L)\k

dwk+1 ($k+]_, yk‘) Hvk+l ”

— w(Okars1 + Ag)duwy (U, Yi) - HEXPEJ;H(%) —Exp,,.  (zh1) + ;flkaH
41
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Proof: Note that
E —1 AN E —1 1
XPuwy 14 (yk) XPwiiq (karl) T U Uk4
1 1 _1 2
Z ’Expwk+1 (yk) B Expwk+1 (:Ek’“l‘l) + lu’ Uk+1 ‘

+2 <EXPZU,1+1 () — Expy,,, (), Expy,  (yk) — Expy,  (@rs1) + M’lvk+1>
‘2

> ’EXPZU;H (Yr) — Expyy (1) + 1 0k
= Uy (U ) - [Expt,, () = Expil, (@) + 07 vk |

where the last line follows from Cauchy-Schwarz inequality. The remaining steps of the proof is simi-
lar to Theorem 31, except that we also need to incorporate the <EXP;;+1 (yx) — Exp;;+1 (Tg+1), vk+1>
into the bound. Indeed we have

a2, (o, ) + 28 (Bxpy), (k) — Expyl (win), vk ) + Yo

(1—o0k)Art1 o Ty (1 — o) g Pk
=y Do ) e |\ A T T ) T

[Expul, (o) = Expyl, (@ies) | o

(1 - Uk)Ak+1
> Tdi,ﬁl@kﬂ, Yk) +

(1 —0ox)Ars1 Pk
6 1+ ,u/\k

Ay (Tht15 Yo [V 1|
where «, 5 and ~y are the coefficients defined in Theorem 31. Hence, by Theorem 29 we have

2
Pk — Pkt1 = %(Qkak+1 + Ag) HEXP;,1+1(:U2) — Exp,,, (Th11) + MﬂkaH

Ap1 _ B )
o HExpwiﬂ(yk) —Exp,! (2re1) AkkaH
HOkari1 Ao ok Ak+1 Ap1 2
- d _
2(Ag + Okag41) wrs (Ths 2k) Ik wieps (Tht15 Yk) o [y

> ady, | (wre1,uk) + 28 <EXPZU;+1 (yx) — Exp,,  (zk11), Uk+1> + Vv |?

pOrar1Ax o
2(A + Opagyr)

— (Okars1 + Ag)duwy (Y, Yi) - HEXPEi+1 (yr) — Exp,,,  (zh11) + ,u_lvk—HH
o (L= oR)Ap

(Tk, 1)

plrar1Ax -

d2
= AN W1 (Th+1,Yk) + 2(Ap + Opagsy) (ks 2k)
(1—ok)Akr1 | pe
5 1 +M)\kdwk+1(wk+layk)””k+1”

— 1(Brarir + Ay (s ) - [Expil, () = Bxpil (o) + 17 v

as desired. O
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In order to ensure potential decrease, it suffices to control the magnitude of the error term

duwy 1 (Yks Y),)» as shown in the corollary below:

W41
Corollary 37 Suppose that
1—op .
dwarl (y/ﬁyllq) S Tmln { M)\k, ]-} dwk+1 ('Ik‘-i-l,yk‘)a
then we have the following inequality which implies potential decrease:

(A~ ar)Ap+1
12X Wht1

porag 1A o
Ag + Oragyq) U

Pk — Dk41 > (1, Yk) + 3 (xk, 21)-

Proof: Under the given condition, we can see that

(1—0p)Art1 Uk
Lok 6 1 ,
SCENDII Ay) - L
o VAR A ) (Orapn + Ar) - o Vion w1 (UK Uk)

> (GkakH + Ak)dwk+1 (ykv y;{:)

Y

and

(1 — Uk)AkH
6

14+ puA
Ay (Tht1, Yi) = )\5 * Oransr + Ap)duy,, W Yi) > 1(Okarir + Ap)duy ,, (Yrs Yh)

Plugging the above inequalities into (41), we obtain the desired result. ([l

Lemma 38 (restatement of Theorem 16) Suppose that x € M and y,a € T, M. Let z =
Exp,(a), then we have

d (Exp,(y + a),Exp, (I7y)) < min{||al], [ly[|}Sk ([l + [lyl))

where
sinh <\/E T)

Sk (r) = cosh (\/Er) By,

Proof: Define v(t) = Exp,(ta) and the curve
t—e(rt) = EXp., () (rl";(t) (y+ (1 — t)a))
for fixed . Let J°™(r) = %c(r, t), then it is shown in (Sun et al., 2019, Section B.3) that
1
d (Exp,(y + a),Exp, (T7y)) < / [ J ()] dt
0

Moreover, for fixed ¢ € [0, 1], let Z = T2 (y + (1 — t)a) and p; = |jy + (1 — t)a|| = |||, then its
easy to see that ||z|| < ||y|| + ||a/|, and the proof in (Sun et al., 2019, Section B.3) implies that

lall - Iyl lall - NIyl
JEMD) ]| < JFT0)|| Sk (pr) < ——=Sk(pt) < ————=Sk(||al + ||y,
[JE (D] < | FE"(0)]] Sk (pe) o (pe) T ([lall + Nyl
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where the last step follows from the observation that »~1 S (r) is increasing in 7, by Taylor’s
expansion. Hence the result follows. g

The following lemma gives an upper bound of dy, ., (yk,y;,) in terms of function Sy, and a
distance term.

Lemma 39 (restatement of Theorem 17) We have for all k > 1 that

w1 Wi ) < 24" (Wige1s Ths 21) - Sk (d(@n, 21) + dF (Whp1; T, 21))

where d*(w; z, z) = min {d(w,y) : y = Exp, (¢ - Exp, '(2),t € [0,1]} is the distance from w to
the geodesic connecting x and z.

3 _ Oragia o
Proof: Let7T = Aot Braniy’ then by definition

Yy = Exp,, ., ((1 — T)Exp;iﬁ(:vk) + TEXP;iH(Zk))
Suppose that w is a point on the geodesic connecting zj, and 2, then
Yk = Exp,, (1 — 7)Expy, ' (24) + TExpy,' (21))
We moreover define
Yy = EXp,, ((1 — Mo Expyt (zg) + 700 Exp (21) + Exp;i+1 (w))
Applying Theorem 38 with x = w, z = wgy1 gives
d(yr, yr) < d(wpy1,w) - Sk (d(zk, 2) + 2d(wpy1, w))
On the other hand,
u s (W ) < (1= 1) (s, B, (T Bxp, () + Bxp), (w) )

+7d (xk, EXpwk+1 (F%k-&-lEXP;l(zk) + E:xp;;+1 (w)))
< (1= 7)d(wps1, w) - Sk (d(w, zk) + 2d(w, k1))

- rd(wy1,w) - Sic (dw, 2) + 2d(w, i)
< d(wg41, w) - Sk (d(@k, 21) + 2d(w, We41))

Combining the above inequalities, we obtain
dwk+1 (yku y;e) < Qd(warla w) - Sk (d($k7 zk) + 2d(w7 warl))

The conclusion now follows from the definition of d*. O

Corollary 40 Suppose that

12d* (w13 Tk, 28)- Sk (d(Tk, 21) + 2d* (Wkt15 Tk, 21)) < (1—0%) min {\/ P, 1} Awyoiy (Tht 15 Y),
(42)
then we have the following inequality which implies potential decrease:
(A = 0x) ki1
12 Wht1

porag 1A o
Ap + Opag1) “FHY

Pk — Dkl = (1, Yk) + 3 (xk, 21)- (43)
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The corollary can be seen as a generalized version of the potential-decrease result we obtained in
Theorem 32. Indeed, when wy1 lies on the geodesic between x, and 2, then the left hand side of
(43) equals zero, so that (43) is guaranteed to hold.

We are now ready to prove our main result.

Theorem 41 (formal version of Theorem 18) Assume f is L-smooth, and suppose that
* op=0€(0,1).
o The sequence {wy,} satisfies d*(wg, 2*) < wmax {d(z;,z*),0 < i < k;d(z;,2%),0 < j <k —1}.
* d"(Wkt1; T, 26) < Prduyy, (Th41, Yx) and d* (Wg15 Tk, 21) < p2 max {d(zg, %), d(2g, %) }.

o The step size \, = A = % where ¢ € (0,1) is a fixed constant.

1 3
* The initialization satisfies d(zo, ") < 55K 2 (%) * and By = § A > 0, where

25(1 — o)
7 < min .
2w +5)7\ 2p1(7 + 10,02
then for all k > 0, the following statements hold:

(1). Potential decrease (43) holds.

1
2). Pan,a®) < (E+1) d(ao,a”) < FpK (1)
(3). The distortion rate 5, < 1 + 2572 \/%

9 12y k
270’/1+u>\ andhenceA > 5u

1
(5). d*(zp,2*) < g5 K1 (4)2.

(4). & =

D>‘N

Proof: We prove the result by induction on k. Specifically, for & > 0, we first prove (2),(3) and (5)
hold for k, and then use them to derive (1),(4) for k£ 4 1, completing one round of induction step.
When k& = 0, (2) follows from

1
o < 1+4Kd*(wo, 20) < 1+ 8K (d*(wo,z*) + d*(20,2%)) < 1+ %72 %

and the rest follows from the assumptions. Now suppose that the statements hold for 1,2,--- | k — 1.
Consider the case for k.

The induction hypothesis implies that d?(zy, *) < K- Z, and

— 200

5ME 5 j (Ao(F(w0) = F") + Bod, (20,2°))
)

Po
< d2 .%'0, + dz(l'o, ))

2
2 T -1 [H
= < —K /=

32

2
Aoy, (z,2%) <

IN

2
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On the other hand, since

2 1 1
2 N sy < WT K—1<H>2 — 44

the distortion inequality (10) implies that

2
(2, 2%) < (14 4K d(wy,, 7)) d2, (25, 7%) < ;T)K—l, /%. 45)

The inequalities (44) and (45) together implies that

2 5
d? (2, wi) < 2 (dQ(wk,:U*) + d2(zk,:v*)) < w53— 7'2K_11 /%

Hence, the distortion rate d; can be bounded as follows:

2w+ 5 “ c | 1 BA
0 <1+ 4Kd? 1 2/l <1+ —/E<14+ = )
RS (wk, 2) <14+ =5 VL=tV s +10\/1+u>\

72
14+pA

The induction hypothesis implies that &, > 1% =: &,, and recall the equation

A
Ok&kt1 <§k+1 — 71 _"lf,w\> =& (1= &)

To show &1 > %1 /1 J’iz X it suffices to show that

51@5* <f* - 112)\) Sff(l _f*) <:>5k: (1 - 1905*) < 1_5*

The final equation holds since 6 < 1 + %5*.
Now it remains to show potential decrease pr11 < pg; it suffices to prove that (42) holds. Since
Sk(r) < %K r? when Kr? < 1, the assumptions imply that

12d* (wg41; Tk, 28) - Sk (d(zg, 21) + 2d" (Wiy1; Ty 21))

< Aprdu,, (Trr1, ) - K (d(@, 21) + 20" Wiy 13 T, 21))°

7 _ 1 _ o
<4mK (100721( Ly TOP%TQK 1) \/zdwk+1(xk+1’yk)

1—-0 " =y
S 9 C Zdwk+1 (xk-i-la yk) S (1 - U) NAdwk_H (xk-l-h yk)
so that (42) holds. The proof is completed. (|

Finally, we have the following corollary on acceleration for smooth functions.

Corollary 42 Under the assumptions of Theorem 41, we have

1 72
Fla) = F() < 0 < 5o KL ()

Nl

(1_ 1%@ fl’j>k
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Appendix D. Details of Section 4

In this section, we provide detailed description of the algorithms we discussed in Section 4 and
verification that they can be recovered from the Riemannian A-HPE framework. Throughout this
section, we assume that f is L-smooth.

D.1. Algorithms without the additional distortion

First, we look at the Riemannian Nesterov’s method, which is proposed and studied in Zhang and Sra
(2018); Ahn and Sra (2020) and, to the best of our knowledge, the only provably accelerated method
in our setting. The update of this method is given in Algorithm 3.

Algorithm 3 Riemannian Nesterov’s Method

Input : Objective function f, initial point xg, o € (07 %), parameters L, y, initial weight Ag > 0
zo +— g and A %
fork=0,1,--- do
choose a valid distortion rate & according to Theorem 10
0, < the smaller root of By (1 — )2 = u\d ((1 —0)By + %51«4/&)
Biy1 gfﬁ,akﬂ 2 Y1 — 0) Byt and Apyq < Ap + ajpn
9 -

Yk < Expxk (%Expxkl(zk))

Tt1 < Expy, (AV f(yr))

Zk+1 < Exp,, (HkEXp;kl(zk) —p 1 - Gk)Vf(yk))

end

Proposition 43 Algorithm 3 can be recovered from Algorithm 2 by choosing o, = o, A € (0, %)
Wit1 = Y Th1 = Expy, (=M V f(yx)) and vg = V f (yx) + pExpy, (2541).

Proof: It remains to check that the specified update rule satisfies the inequality (6) in the definition
of iprox. Indeed we have

Ak _
LHS = 20+ ) (f(@rs1) — fy) — (Bxp,, (xh1), VI (uk)))
A Akt
_ d?
* (2(1 Fow)? 201+ )\ku)> (s k1)
AL 2 Ul% 2
< —d < —Fr = RHS
e (Yks Tht1) < 300+ Aep)? (Yks Tht1)
so that the result follows. O

The second example is given in Algorithm 4. It is a direct generalization of the accelerated
method (Chen and Luo, 2019, Algorithm 3) to Riemannian setting, and can be viewed as a variant
of Nesterov’s method with an additional gradient descent step. To the best of our knowledge, the
algorithm is new and its convergence property is not known in Riemannian setting.
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Algorithm 4 Riemannian Nesterov’s method with an extra gradient step

Input : Objective function f, initial point zg, o € (0, %), parameters L, p, initial weight Ay > 0
zp < xgand A + %

fork=0,1,--- do
choose a valid distortion rate &, according to Theorem 10

0, < the smaller root of By (1 — )2 = u\d ((1 —0)By + %5kAk)

By ¢ oy a1 = 27 (1= 04) By and Agpy 4 Ag + agp

oy ¢ Expy, (~AVf(F1))

Ora -1
vk Exp,, (it Expyl (1))

Tt1 < Expy, (=AV f(yr))
Zkt1 < Exp,, (GkEXpy_kl(zk) — (1= 0KV f(yi))

end

Proposition 44 Algorithm 4 can be recovered from Algorithm 2 by choosing o, = 0 = %, Wil =
Yk Viy1 = VI (yr) + ,uEXp;kl (xg+1) and xy1 1 defined by

Trr1 =Exp,, (= MVf(Tki1)),  @esr =Expgy (=M V [ (Zrt1)) -

Proof: It suffices to check that the iprox definition is satisfied. Smoothness implies that

_ L
f(@ren) — f(yr) — (Bxpy, (211), VI (yr)) < §d2($k+1,yk)-
On the other hand, we can bound ||Exp,, ' (z4+1) + Akvr41]|? as follows:

IExp,, (2k+1) + vkt = [[(1 4 pAe)Expy ! (Trr1) + AV f () I
= (L4 pA)*d*(@hg1, yr) + 20 (1 + phe) (Expy, (2r11), VI (k) + ARV F (i) [1?
< (14 pAe)’d (@rr1, vi) + MV f ()2

= 20U ) (F) = Flanen) + S ani))
= (14 pAe)d* (@hs1, Yr) + d° (yk, Trgr)

1 L ~ 3 (46)
— 22 (1 + pg) (/\k - 2) (*(yh, Trs1) + A (Fhg1, Ths1))
< (1 + pe)d® (Thg1, i)
L 1 - -
—2 ((1 + pAk) (1 - 2)%) - 2> (@ (yk, Tryr) + A (Frr1, Thr1))
L 1
< <2)\k(1 + ,U,)\k) + 2> d2($k+1a yk)
Finally, the choice of A satisfies LA(1 + p\) < %, hence the result follows. O

D.2. Algorithms with the additional distortion

In this section, we discuss specific examples of first-order methods that can be obtained from
Algorithm 2 as special cases. The setting considered here is more general than the previous subsection,
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in that we do not require that w1 is chosen on the geodesic connecting xj and zi, and we can
apply Theorem 19 to obtain local (full) acceleration.

We first present a method, called Riemannian accelerated extra-gradient descent (RAXGD), in
Algorithm 5. To see its difference with Riemannian Nesterov’s method, note that it uses two gradients
each iteration. RAXGD can be seen as a Riemannian and strongly-convex version of the accelerated
extra-gradient method proposed by Diakonikolas and Orecchia (2018). To the best of our knowledge,
this method has not been proposed or studied before.

Algorithm 5 Riemannian accelerated extra-gradient descent
Input : Objective function f, initial point xo, oy, € (0, 1), parameters L, 4, initial weight Ag, By > 0
20 < Zo and \ %
for k=0,1,--- do
choose a valid distortion rate §, according to Theorem 10
0, < the smaller root of By (1 — )2 = u\0 ((1 —0)By + %5kAk)
Biq1 + %, aps1 = 201 (1 — Ox)Bryy and Ay = A + ap

Ora -1
ye = Exp,, (e Exp; ) (2))

Trt1 < Expy, (—AV f(yx))
k1 < Expy, (9;€Exp;k1+1 (2p) — (1 - Qk)Vf(ka))

end

The following proposition shows that Algorithm 5 can be considered as a special case of
Algorithm 2.

Proposition 45 Algorithm 5 can be recovered from Algorithm 2 by choosing o, = o € (0,1),
A< %, 0= Vf(zps1) and wpy = Tpyr = Expyk(—)\ka(yk)). Moreover, the conditions in
Theorem 41 are satisfied with p1 = p2 = w = 1.

wk+1(

Proof: We have (zp11,vk41) € iprox,; Yk, Ay €k )» SINCE

[Exei, ) = M )| = Ae 57 9 = T )|
< LAd(Yrs Trv1) < ord(Ty1, Yr)-
Finally, note that

* 1 *
d* (W15 T, 2) < d(@pg1, yr) < T IV ()l < d(yk, 2"),

the conclusion follows. 0

We can also design new accelerated algorithms by choosing different realizations of the iprox
operator in Algorithm 2. This can lead to novel algorithms that are previously unknown even in
Euclidean setting. In the following we derive from Algorithm 2 a generalized version of RAXGD,
given in Algorithm 6.

Rather than obtain x 1 directly from a gradient descent step, it allows arbitrary choices of x 1
as long as a distance inequality

l1-0

d(Wit1, Tg1) < Td(ykvxk’Jrl) 47)
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Algorithm 6 Generalized Riemannian accelerated extra-gradient descent
Input : Objective function f, initial point xo, oy, € (0, 1), parameters L, (i, initial weight Ag, By > 0
20 < X0 and \ ﬁ
for k=0,1,--- do
choose a valid distortion rate ¢, according to Theorem 10
0, < the smaller root of By(1 — )2 = u\0 ((1 — 0)By + %5kAk)
Bit1 gff’;“k,akﬂ =20~ (1 — 0))Bjqq and A = Ap + apa

Ora 1
Yr < Exp,, (W’%EXPM (Zk))

Wi+1 < Exp,, (=AV f(yx))
choose x4 1 such that d(wg11, i1 l_%d(yk, Tht1)

) <
21 Expy,, (OExpLL, (20) = 17 (1= 00)V f (wr11))

end

is satisfied. The inequality is obviously satisfied when z;1 = w1, which reduces to Algorithm 5.
Intuitively, (47) implies that x; 1 is obtained by starting from ¥ and following an ‘approximately
descent’ direction. In Euclidean setting, the solution set of (47) for z; is a region enclosed by an
Apollonius circle that contains w4 1.

Proposition 46 Algorithm 6 is a special case of Algorithm 2. Moreover, the conditions in Theorem 41
holds with py = 4,ps = 1 and w = 3.

Proof: To check that Algorithm 6 can be obtained from Algorithm 2, it suffices to verify that the
update of xj satisfies (6).
Since f is L-smooth, we have

A
14+ pA

LA 1
(f (@ht1) = fuops (Thg1)) < 7d2($k+17wk+1) < §d2($k+1,yk)-
On the other hand

HEXPwkH(ﬂﬁkH) - EXP;,Ll(yk) + Mg ||
= [|(1 + uA)Expy,  (zr41) = Expy, (k) + AV f(wip) |2
2(1 + pA)?d* (wig1, Trp1) + 237 ||V f (wrp1) — wkHVf(yk)H
< 2(1 + pA)?d* (Weg1, Tha1) + 2L°N2d* (wpes 1, Yi)
<2 ((1 + )2+ 2L2/\2) A (Why1, Tpy1) + ALPN2d? (g 41, k)
3(1+ pA)2d* (wegt, Tog1) + 02 d* (Thg1, Yk
< (1+ pA)d (s, v)

where the last step uses (47). Hence (6) holds. ]
By Theorem 41, we deduce that Algorithm 6 achieves acceleration when initialized in an

3
@) <K -2 (%) Z) . To the best of our knowledge, Algorithm 6 has not been studied even for strongly-
convex functions in the Euclidean setting.
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We emphasize that the purpose of introducing Algorithm 6 is to show that Algorithm 2 can lead
to many different types of accelerated first-order methods. There are of course other ways to specify
the iprox operator, which would lead to many interesting algorithms.

D.3. Discussion of the extra-point framework in Huang and Zhang (2021)

In a recent work Huang and Zhang (2021), the authors propose an extra-point approach motivated
by the analysis of classical accelerated methods. Based on this idea, they propose a framework for
smooth strongly-convex optimization, which is in a quite general form and contains a total of 9
parameters. For convenience we give the detailed updates of their framework below.

D — t1xg + tazg (48a)
yi < asolution of (V f(yx),px — yx) >0 (48b)
Tht1 < Yk — %Vf(yk> (48¢c)
Tht1 ¢ Yk — %Vf(fkﬂ) - %5 (Vf(@r41) = VI(yk)) + t6 (Tut1 — yr) (48d)
Zr+1 < trzg + tsyk — toV f (yk) (48¢)

The authors derive sufficient conditions on the choice of ¢;, 1 < ¢ < 9 so that (48) can achieve
acceleration. While their framework looks complicated, in the following we show that it can be
interpreted quite naturally from the PPM viewpoint introduced in Section 2.

First, (48e) is very similar to the update of 21 in A-HPE; one can see this by comparing it
with (17), with the choice wy11 = yx and vg+1 = V f(yr) + p (241 — yx ). With properly chosen
constants t7, tg, tg, (48e) can then be interpreted as an approximate PPM scheme.

Second, (48c) and (48d) together give a gradient-descent-type update formula of zxy;. In
particular, (48d) can also be written as

tate — ts
L

_ ta+ts
L

Thg1 < Yr — V£ (yr) Vf(Trg1),

which is very similar to the Riemannian Nesterov’s method with multiple gradient steps that we
introduced in Algorithm 4. As a result, the update of xx, can also be interpreted as another
approximate PPM scheme.

Recall the arguments in Section 2 that the final step is to combine these two schemes and obtain
potential decrease. In A-HPE this is implemented by a simple convex combination of the iterates
and z;. However, in (48) the procedure is more complex: first a convex combination is obtained (i.e.
the update of pg), and then yy, is chosen to be any solution of the inequality (48b).

This procedure, in fact, can be easily justified by one additional step in the analysis: intuitively,
yi. 1s a refinement of the convex combination. Specifically, as argued in the proof of Theorem 24, the
combination of two PPM approaches is implemented by the following inequality:

0:l2k — Thpr + 1 kg1 P+ Oallze — Trgr + 1 vpga |12 2 (02 + 02) ok — Trgr + 1 Opga |
Since 41 — p gyt = yr — u 'V f (yk), we have

1Pk — 1+ 1 vpg 1P = ok — vk + 27 Ve 1P = IV F ) 1? = lyk — zie1 + 17 ok |12
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where the inequality exactly follows from (48b)!

Now we have seen that the framework of (Huang and Zhang, 2021) uses the same idea of
approximate-PPM as A-HPE, except that the combination step is more general. On the other hand,
the framework is limited to the choice of wy1 = yi in the definition of iprox, while A-HPE allows
more flexible choices.

Finally, we provide a natural extension of the framework to the Riemannian setting:

Pr < Exp,, (t2Exp,(21))
yi, < asolution of (V f(yx), Exp, ' (pr)) > 0

~ t
Tp41 < Exp,, <—L3Vf(yk)>

_ t ~ t ~ z
e Baps,, (1= tBspz), () = 2V @) = 2 (V1) ~ 057 91 )
21 < Exp,, (t7Exp, (z1) — toV f(ur))

Local acceleration of the framework can be shown using our in approach Section 3. For the
special case y; = py, the additional distortion disappears and the framework attains global eventual
acceleration.
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