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Abstract

We introduce a universal framework for characterizing the statistical efficiency of a statistical
estimation problem with differential privacy guarantees. Our framework, which we call High-
dimensional Propose-Test-Release (HPTR), builds upon three crucial components: the exponential
mechanism from (McSherry and Talwar, 2007), robust statistics, and the Propose-Test-Release
mechanism from (Dwork and Lei, 2009). Connecting all these together is the concept of resilience,
which is central to robust statistical estimation. Resilience guides the design of the algorithm, the
sensitivity analysis, and the success probability analysis of the test step in Propose-Test-Release.
The key insight is that if we design an exponential mechanism that accesses the data only via one-
dimensional and robust statistics, then the resulting local sensitivity can be dramatically reduced.
Using resilience, we can provide tight local sensitivity bounds. These tight bounds readily translate
into near-optimal utility guarantees in several cases. We give a general recipe for applying HPTR
to a given instance of a statistical estimation problem and demonstrate it on canonical problems of
mean estimation, linear regression, covariance estimation, and principal component analysis. We
introduce a general utility analysis technique that proves that HPTR achieves near-optimal sample
complexity under several scenarios studied in the literature.

Keywords: Differential privacy, robust statistics.

1. Introduction

Estimating a parameter of a distribution from i.i.d. samples is a canonical problem in statistics. For
such problems, characterizing the computational and statistical cost of ensuring differential privacy
(DP) has gained significant interest with the rise of DP as the de facto measure of privacy. This
is spearheaded by exciting and foundational algorithmic advances, e.g., (Barber and Duchi, 2014;
Karwa and Vadhan, 2017; Kamath et al., 2019, 2020; Cai et al., 2019). However, the computational
efficiency of these algorithms often comes at the cost of requiring superfluous assumptions that
are not necessary for statistical efficiency, such as known bounds on the parameters or knowledge
of higher-order moments. Without such assumptions, the optimal sample complexity remains un-
known even for canonical statistical estimation problems under differential privacy. Further, each
algorithm needs to be customized to those assumptions or to the problem instances.

We take an alternative route of focusing only on the statistical cost of differential privacy without
concerning computational efficiency. Our goal is to introduce a general unifying framework that
(1) can be readily applied to each problem instance, (2) provides a tight characterization of the
statistical complexity involved, and (3) requires minimal assumptions. Achieving this goal critically
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relies on three key ingredients: the exponential mechanism introduced by McSherry and Talwar
(2007), robust statistics, and the Propose-Test-Release mechanism introduced by Dwork and Lei
(2009). We first explain these three components of our approach, and then demonstrate the utility
of our proposed framework, called High-dimensional Propose-Test-Release (HPTR), in canonical
problems of mean and covariance estimation, linear regression, and principal component analysis.

Exponential mechanism and sensitivity. Differential privacy (DP), introduced in the seminal pa-
per of Dwork et al. (2006), is an agreed upon measure of privacy that provides plausible denia-
bility to the individual entries. Given a dataset S of size n and its empirical distribution pg =
(1/n) 32, s 9x; Where 0y, is Dirac delta function at z;, its neighborhood is defined as Ng = {S" :
|S'| = |S|,drv(ps,ps’) < 1/n}, which is a set of datasets at Hamming distance' at most one
from S, and dpv (-) is the total variation. Plausible deniability is achieved by introducing the right
amount of randomness. A randomized estimator 0(S) is said to be (e, §)-differentially private for
some target ¢ > 0 and § € [0,1]if P(A(S) € A) < e*P(A(S’) € A) + 6 for all neighboring datasets
S, S” and all measurable subset A C RP.

The sensitivity plays a crucial role in designing DP estimators. Consider an example of mean es-

timation, where the error is measured in the Mahalanobis distance defined as D, (1) = || X, 1/2 (f—
tp)||, where p), and 3, are the mean and covariance of the sample-generating distribution p. This
is a preferred error metric since it has unit variance in all directions and is invariant to a linear
transformation of the samples. The first result in differentially private mean estimation under this
Mahalanobis distance is provided in (Brown et al., 2021), which we discuss more in Section 1.1. A
corresponding empirical loss is Dy (1) = HEI;;/ 2(,& — f155)|l. The exponential mechanism from
(McSherry and Talwar, 2007) produces an (e, 0)-DP estimate i by sampling from a distribution
that approximately and stochastically minimizes this empirical loss: i ~ (1/Z (S))e_iD ps (1)
where Z(S) = [ exp{—(g/2A)D;,(/1)dfi. The sensitivity of the score function Dy (/1) is defined
as A 1= maxy 5 5eng |Dps (/1) — Dy, (f1)], which is the influence of one data point on the loss.
From this definition, the (¢, 0)-DP guarantee follows immediately (e.g., Lemma 3).

Using the exponential mechanism is crucial in HPTR for two reasons: adaptivity and flexibility.
First, it naturally adapts to the geometry of the problem, which is encoded in the loss. For example,
a more traditional Gaussian mechanism (Dwork and Roth, 2014) needs to estimate X, privately in
order to add a Gaussian noise tailored to that estimated X,,, which increases sample complexity sig-
nificantly. On the other hand, the exponential mechanism seamlessly adapts to 3, without explicitly
and privately estimating it. Further, the exponential mechanism allows us significant flexibility to
design different loss functions, some of which can dramatically reduce the sensitivity. Discovering
such a loss function is the main focus of this paper.

One major challenge is that the sensitivity is unbounded when the support of the distribution
is unbounded. A common solution is to privately estimate a bounded domain that the samples lie
in and use it to bound the sensitivity (e.g., (Karwa and Vadhan, 2017; Kamath et al., 2019)). We
propose a fundamentally different approach using robust statistics.

Robust statistics and resilience. The concept of resilience defined in Steinhardt et al. (2018)
(also known as stability in the literature, e.g., Diakonikolas and Kane (2019)) plays a critical role
in robust statistics. For the mean, for example, a dataset S is said to be («, p)-resilient for some
o € [0,1] and p > 0 if for all v € R? with |lv|| = 1 and all subset T C S of size at least

1. There are two notions of a neighborhood in DP, which are equally popular. We use the one based on exchanging an
entry, but all the analyses can seamlessly be applied to the one that allows for insertion and deletion of an entry.



DIFFERENTIAL PRIVACY AND ROBUST STATISTICS IN HIGH DIMENSIONS

IT| > an, we have | (v, us,) — (v, pps) | < p/a. A more precise statement is in Definition 8.
This measures how resilient the empirical mean is to subsampling or deletion of a fraction of the
samples. This resilience is a central concept in robust statistical estimation when a fraction of the
dataset is arbitrarily corrupted by an adversary (Steinhardt et al., 2018; Zhu et al., 2019). We show
and exploit the fact that resilience is fundamentally related to the sensitivity of robust statistics.
For each direction v € R with ||v|| = 1, we construct a robust mean of a one-dimensional
projected dataset, also known as trimmed mean, S, = {(v,z;) € R},.cg, as follows. For some
a € [0,1/2), remove an data points corresponding to the largest entries in .S, and also remove the

an smallest entries. The mean of the remaining (1 — 2a)n points is the robust one-dimensional

mean, which we denote by (v, M;ZOb“St)) € R. From the resilience above, we know that the mean of

the removed top part is upper bounded by (v, f1;5) + p/«. The mean of the removed bottom part
is lower bounded by (v, us5) — p/c. Hence, the effective support of this robust one-dimensional

mean estimator is upper and lower bounded by the same. This can be readily translated into a bound

in sensitivity of the estimate, (v, u(Ambu‘St)> (e.g., Lemma 16). A similar sensitivity bound holds

Po
. . . . bust .
for the robust one-dimensional variance estimator, UTE;TO ust) v, defined similarly. We propose an

approach that critically relies on this observation that one-dimensional robust statistics have low
sensitivity on resilient datasets, i.e., datasets satisfying the resilience property with small p.

This suggests that if we can design a score function that only depends on one-dimensional robust
statistics of the data, it might inherit the low sensitivity of those robust statistics. To this end, we first
transform the target error metric into an equivalent expression that only depends on one-dimensional
(population) mean, (v, /1,), and variance, vTEpv, ie.,

— ~ ,UvA — A\,
52— )| = max (R (k)

veRd Joll=1  \/vTX,v

which follows from Lemma 7. Next, we replace the population statistics with robust empirical ones

to define a new empirical loss, Dj (1) = max,egd |jy)=1((v, i) — (v, ug]‘)b“s”»/ UTEI({)Obust) .

Precise definitions of these robust statistics can be found in Eq. (4). For resilient datasets, such a
score function has a dramatically smaller sensitivity compared to those that rely on high-dimensional
robust statistics. For mean estimation under a sub-Gaussian distribution, the sensitivity of the pro-
posed loss is O(1/n), whereas a high-dimensional robust statistic has Q(v/d/n) sensitivity.

Such an improved sensitivity immediately leads to a better utility guarantee of the exponential
mechanism. We explicitly prescribe such loss functions for the canonical problems of mean esti-
mation, linear regression, covariance estimation, and principal component analysis. This leads to
near-optimal utility in most cases and improves upon the state-of-the-art in others, as we demon-
strate in Section 1.1. Further, this approach can potentially be more generally applied to a much
broader class of problems. One remaining challenge is that the tight sensitivity bound we provide
holds only for a resilient dataset. To reject bad datasets, we adopt the Propose-Test-Release (PTR)
framework pioneered in the seminal work of Dwork and Lei (2009).

Propose-Test-Release and local sensitivity. The tight sensitivity bound we provide on the pro-
posed exponential mechanism is local in the sense that it only holds for resilient datasets. However,
differential privacy must be guaranteed for any input, whether it is resilient (with desired level of «
and p) or not. We adopt Propose-Test-Release introduced in (Dwork and Lei, 2009) to handle such
locality of sensitivity. In the first step, one proposes an upper bound on the sensitivity of the loss
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Dg(0), determined by the resilience of the dataset, which in turn is determined solely by the distri-
bution family of interest and the target error rate. In the second step, one tests if the combination
of the given dataset 5, sensitivity bound A, and the exponential mechanism with loss Ds(é) satisfy
the DP conditions. A part of the privacy budget is used to test this in a differential private manner,
such that the subsequent exponential mechanism can depend on the result of this test, i.e., we only
proceed to the third step if S passes the test. Otherwise, the process stops and outputs a predefined
symbol, L. In the third step, one releases the DP estimate via the exponential mechanism. This
ensures DP for any input S. We are adopting the Propose-Test-Release mechanism pioneered in
(Dwork and Lei, 2009), which we explain in detail in Section A. The resulting framework, which

we call High-dimensional Propose-Test-Release (HPTR) is provided in Section 1.2.

Contributions. We introduce a novel (computationally inefficient) algorithm for differentially
private statistical estimation, with the goal of characterizing the achievable sample complexity
for various problems with minimal assumptions. The proposed framework, which we call High-
dimensional Propose-Test-Release (HPTR), makes a fundamental connection between differential
privacy and robust statistics, thus achieving a sample complexity that significantly improves upon
other state-of-the-art approaches. HPTR is a generic framework that can be seamlessly applied to
various statistical estimation problems, as we demonstrate for mean estimation, linear regression,
covariance estimation, and principal component analysis. Further, our analysis technique, which
requires minimal assumptions, also seamlessly generalizes to all problem instances of interest.

HPTR uses three crucial components: the exponential mechanism, robust statistics, and the
Propose-Test-Release mechanism. Building upon the inherent adaptivity and flexibility of the expo-
nential mechanism, we propose using a novel loss function (also called a score function in a typical
design of exponential mechanisms) that accesses the data only via one-dimensional robust statistics.
The use of 1-D robust statistics is critical, because it dramatically reduces the sensitivity. We prove
this sensitivity bound using the fundamental concept of resilience, which is central in robust statis-
tics. This novel robust exponential mechanism is incorporated within the PTR framework to ensure
that differential privacy is guaranteed on all input datasets, including those that are not necessarily
compliant with the statistical assumptions. One byproduct of using robust statistics is that robust-
ness comes for free. HPTR is inherently robust to adversarial corruption of the data and achieves
the optimal robust error rate under standard data corruption models.

We present informal versions of our main theoretical results in Section 1.1. We present HPTR
algorithm in detail in Section 1.2. We provide a sketch of the proof and the main technical contribu-
tions in Section 1.3. Notations and background on DP are provided in Appendix A. Detailed expla-
nations of the setting, main results, and the proofs for each instance of the problems are presented
in Appendices B-E for mean estimation, linear regression, covariance estimation, and principal
component analysis, respectively.

1.1. Main results and related work

For each canonical problem of interest in statistical estimation, HPTR can readily be applied to, in
most cases, significantly improve upon known achievable sample complexity. Most of the lower
bounds we reference are copied in Appendix H for completeness.

DP mean estimation. We apply our proposed HPTR framework to the standard DP mean estimation
problem, where i.i.d. samples S = {z; € R4}" ;| are drawn from a distribution P,y with an
unknown mean g (which corresponds to 6 in the general notation) and an unknown covariance
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> > 0, and we want to produce a DP estimate /i of the mean. The resulting error is measured
in Mahalanobis distance, Dp, . (/1) = |=~Y2(s — p)]||, which is scale-invariant and naturally
captured the uncertainty in all directions. It has only recently been shown that optimal (inefficient)
algorithm exists for private mean estimation with Mahalanobis distance by Brown et al. (2021), but
the algorithm only applies to Gaussian data. This problem is especially challenging since we aim
for a tight guarantee that adapts to the unknown X as measured in the Mahalanobis distance without
sufficient samples to directly estimate 3., as we explain below. Despite being a canonical problem
in DP statistics, the optimal sample complexity is not known even for standard distributions: sub-
Gaussian and heavy-tailed distributions. We characterize the optimal sample complexity of the two
problems by providing the guarantee of HPTR and the matching sample complexity lower bounds.
A precise definition of sub-Gaussian distributions is provided in Eq. (20).

Theorem 1 (DP sub-Gaussian mean estimation algorithm, Corollary B.2 informal) Consider
a dataset S = {z; € RY} | of n iid samples from a sub-Gaussian distribution with mean
w and covariance Y. There exists an (e, 0)-differentially private algorithm [i(S) that given n =
O¢ c(d/€% + d/(£€)), achieves Mahalanobis error |2~ (fi(S) — p)|| < & with probability 1 — ¢,
where 05,4 hides the logarithmic dependency on &, and we assume § = e~ ©(@),

HPTR is the first algorithm for sub-Gaussian mean estimation with unknown covariance that
matches the best known sample complexity lower bound of n = Q(d/&% + d/(ée)) from (Karwa
and Vadhan, 2017; Kamath et al., 2019) up to logarithmic factors in error ¢ and failure probability
(. Existing algorithms are suboptimal as they require either a larger sample size or strictly Gaussian
assumptions. Advances in DP mean estimation started with computationally efficient approaches
of (Karwa and Vadhan, 2017; Kamath et al., 2019; Barber and Duchi, 2014). We discuss the results
as follows, and omit the polynomial factors in log(1/d). When the covariance ¥ is known, Maha-
lanobis error ¢ can be achieved with n = O(d/¢2 + d/(&e)) samples. Under a relaxed assumption
that Ijyg < X < klgxq with a known s, n = O(d/¢% + d/(£e) + d'® /) samples are required
using a specific preconditioning approach tailored for the assumption and the knowledge of «. For
general unknown ¥, O(d?/£2 + d?/(&e)) samples are required using an explicit DP estimation of
the covariance. Empirically, further gains can be achieved with CoinPress (Biswas et al., 2020).

Computationally inefficient approaches followed with a goal of identifying the fundamental op-
timal sample complexity with minimal assumptions (Bun et al., 2019; Aden-Ali et al., 2020). For the
unknown covariance setting, the best known result under Mahalanobis error is achieved by Brown
et al. (2021). This builds upon the differentially private Tukey median exponential mechanism in-
troduced in (Liu et al., 2021) initially analyzed and proposed for identity covariance and a known
bound on the mean. It is immediate that the Tukey depth used in the exponential mechanism is
invariant under a linear transform, and hence small Tukey depth implies closeness in Mahalanobis
distance. However, it is challenging to define an appropriate support of the exponential mechanism
that adapts to the geometry of the covariance, which is critical in removing the unnecessary assump-
tion on the knowledge of the bound on the mean. Brown et al. (2021) make significant advance by
providing an adaptive support known as a safe set (which our algorithm builds upon as shown in
Section 1.2) and providing the analysis techniques that shows that n = O(d/&2 + d/(&e)) is suffi-
cient even when the covariance is unknown. However, Tukey depth heavily relies on the assumption
that the distribution is strictly Gaussian. For sub-Gaussian distributions, Brown et al. (2021) pro-
pose a different approach achieving sample complexity of n = O(d/&2 + d/(£€2)) samples with a
sub-optimal (1/¢?) dependence.
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Beyond the sub-Gaussian setting, it is natural to consider the DP mean estimation for distribu-
tions with heavier tails. We apply HPTR framework to the more general mean estimation problems
for hypercontractive distributions. A distribution P, y; with mean p and covariance ¥ is (k, k)-
hypercontractive if for all v € R%, E,op, [|(v, (x — p))[F] < kF(v" Sv)¥/2. The assumption of
hypercontractivity is similar to the bounded k-th moment assumptions, except requiring an addi-
tional lower bound on the covariance. This additional assumption is necessary for our setting to
make sure the Mahalanobis error guarantee is achievable. We state our main result for hypercon-

tractive mean estimation as follows. For simplicity of the statement, we assume k, x are constants.

Theorem 2 (DP hypercontractive mean estimation, Corollary B.3 informal) Consider a dataset
S = {z; € R}, of ni.id. samples from a (k,k)-hypercontractive distribution with mean
and covariance Y. There exists an (e, d)-differentially private algorithm [i(S) that given n =
Od(?z + Wﬂk,l)) , achieves Mahalanobis error | S~Y2(u(S) — p)|| < € with probability at

least 0.99, where Od hides a logarithmic factor on d, and we assumes § = e 0(d),

We prove an n. = Q(d/e&' 1/ (k=1)) sample complexity lower bound for hypercontractive DP
mean estimation in Proposition B.5 to show the optimality of our upper bound result. Notice that
the first term Od(d /€2) in the upper bound cannot be improved up to logarithmic factors even if we
do not require privacy, thus HPTR is the first algorithm that achieves optimal sample complexity for
hypercontractive mean estimation under Mahalanobis distance up to logarithmic factors in d. When
the covariance is known, an existing DP mean estimator of Kamath et al. (2020) achieves a stronger
(¢,0)-DP with a similar sample size of n = O(d/&2 + d/(e€*+1/:=1)) and no prior result is
known for the unknown covariance case. When k£ = 2 and covaraince is known, Hopkins et al.
(2021) achieve significantly improved guarantees with pure differential privacy using an innovative
exponential mechanism with sum-of-squares proofs.

DP linear regression. We next apply HPTR framework to DP linear regression. Given i.i.d. sam-
ples S = {(%i,¥:)}ien from a distribution Py, .2 of a linear model: y; = z] B + n;, where
the input z; € R? has zero mean and covariance ¥ and the noise 7; € R has variance 72 satis-
fying E[x;n;] = 0, the goal of DP linear regression is to output a DP estimate # of the unknown
model parameter /3, without knowledge about the covariance Y. The resulting error is measured
inDp, ., (B) = (1/7)||=Y2(B — B)|| which is equivalent to the standard roor excess risk of the

estimated predictor /3. Similar to Mahalanobis distance for mean estimation, this is challenging
since we aim for a tight guarantee that adapts to the unknown > without having enough samples to
directly estimate X..

Theorem 3 (DP sub-Gaussian linear regression, Corollary C.2 informal) Consider a dataset
S = {(@, i)}, generated from a linear model y; = z. B + n; for some B € R% where
{@i}ign) arei.i.d. sampled from zero-mean d-dimensional sub-Gaussian distribution with unknown
covariance Y, and {Wi}ie[n} are i.i.d. sampled from zero mean one-dimensional sub-Gaussian with
variance ~*. We further assume the data x; and the noise n; are independent. There exists a
(e, 8)-differentially private algorithm 3(S) that given n = O¢ c(d/€ + d/(c€)), achieves error
(1/NIBV2(B(S) — B)|| < € with probability 1 — ¢, where O ¢ hides the logarithmic dependency
on &, ¢ and we assume 6 = e (D).

HPTR significantly improves upon the best known algorithm for DP linear regression from (Cai
et al., 2019), which requires ¥ to be close to the identity matrix or, equivalently, requires that
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we know Y. Dwork and Lei (2009) propose to use PTR and B-robust regression algorithm from
(Hampel et al., 1986) for differentially private linear regression under i.i.d. data assumptions (also
exponential time), but only asymptotic consistency is proven as n — oo. Under an alternative
setting where the data is deterministically given without any probabilistic assumptions, significant
advances in DP linear regression has been made (Vu and Slavkovic, 2009; Kifer et al., 2012; Mir,
2013; Dimitrakakis et al., 2014; Bassily et al., 2014; Wang et al., 2015; Foulds et al., 2016; Minami
et al., 2016; Wang, 2018; Sheffet, 2019). The state-of-the-art guarantee is achieved in (Wang, 2018;
Sheffet, 2019) which under our setting translates into a sample complexity of n = O(d'/(¢¢)).
The extra d'/? factor is due to the fact that no statistical assumption is made, and cannot be im-
proved under the deterministic setting (not necessarily i.i.d.) that those algorithms are designed for.
Similar to mean estimation, we also consider the DP linear regression for distributions with heavier
tails, and apply HPTR framework to the linear regression problem under (k, x)-hypercontractive
distributions (see Definition 18). HPTR can handle both independent and dependent noise, and we
state the independent noise case here the dependent noise case in Section C.3.3. For simplicity of
the statement, we assume k, x are constants.

Theorem 4 (DP hypercontractive linear regression for independent noise, Corollary C.3 infor-
mal) Consider a dataset S = {(x;,v;)}"_, generated from a linear model y; = x; 3 + n; for some
B € RY where {Ti}icn) are i.i.d. sampled from zero-mean d-dimensional (k, k)-hypercontractive
distribution with unknown covariance 3. and n; are i.i.d. sampled from zero mean one-dimensional
(k, k)-hypercontractive distribution with variance ~*. We further assume the data x; and the noise
{ni}ien) are independent. There exists an (g, 0)-differentially private algorithm B(S) that given
n = Og(d/€ + d/ (et E=1))) achieves error (1/7)||SV2(B(S) — B)|| < € with probability
0.99, where Oy hides a logarithmic factor on d, and we assume § = e~ (@,

To the best of our knowledge, HPTR is the first algorithm for linear regression that guarantees
(€, 6)-DP under hypercontractive distributions with independent noise. When applied to the setting
where noise 7; is dependent on the input vector x;, HPTR is the first algorithm for linear regression
that guarantees (e, §)-DP. We refer the readers to Section C.3.3 for a more detailed description of
our result.

DP covariance estimation. We present HPTR applied to covariance estimation from i.i.d. samples
under a Gaussian distribution A/(0,X). The reason for this choice is that the Mahalanobis error
|=-Y280-1/2 — 1, 4|l» of the Kronecker product 2; ® z; is proportional to the natural error
metric of total variation for Gaussian distributions. The strength of HPTR framework is that it can
be seamlessly applied to general distributions, for example sub-Gaussian or heavytailed, but the
resulting Mahalanobis error becomes harder to interpret as it involves fourth moment tensors.

Theorem 5 (DP Gaussian covariance estimation, Corollary D.3 informal) Consider a dataset
S = {x;} of ni.id. samples from N'(0,X). There exists a (g, d)-differentially private estimator
3 that given n = O ¢(d*/€% + d?/(&c)) , achieves error |S71225"12 — Ty 4llp < € with
probability 1 — (, where O~§7< hides the logarithmic dependency on &, and we assume § = e~ O,
This Mahalanobis distance guarantee (for the Kronecker product, {x; ® x; }, of the samples) implies
that the estimated Gaussian distribution is close to the underlying one in total variation distance (see
for example (Kamath et al., 2019, Lemma 2.9)): dv (N (0,%), N(0,%)) = O(||Z~1/28n-1/2 —
Lixdllr) = O(§). The sample complexity is near-optimal, matching a lower bound of n =
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Q(d?/€% + min{d?,log(1/6)}/(£€)) up to a logarithmic factor when § = e¢~©(49)_ The first term
follows from the classical estimation of the covariance without DP. The second term follows from
extending the lower bound in (Kamath et al., 2019) constructed for pure differential privacy with
0 = 0 and matches the second term in our upper bound when § = e~ We note that a similar
upper bound is achieved by the state-of-the-art (computationally inefficient) algorithm in (Aden-
Ali et al., 2020), which improves over HPTR in the lower order terms not explicitly shown in
this informal version of our theorem. Computationally efficient approaches of (Karwa and Vad-
han, 2017; Kamath et al., 2019) require additional assumption that I;«q = % =< klIjxq with a
known . Kamath et al. (2021) introduced a novel preconditioning approach that is polynomial
time and removes the upper and lower bounds on 3 completely, but requires sample complexity of
n = O(d?/€* + d?polylog(1/8)/(&€) + d®/?*polylog(1/5)/e). This gap was closed by Ashtiani
and Liaw (2021) recently, who introduced a polynomial time algorithm achieving a similar optimal
guarantee as HPTR.

DP principal component analysis. We next apply HPTR to the PCA problem.

Theorem 6 (DP sub-Gaussian principle component analysis, Corollary E.1) Consider a dataset
S ={z; € Rd}?zl of n i.i.d. samples from a zero-mean sub-Gaussian distribution with unknown
covariance Y.. There exists an (g, §)-differentially private estimator U that given n = Og,g(d /€2 +
d/(£€)) , achieves error 1—a " Xa /|| S| < & with probability 1—¢, where O¢ ¢ hides the logarithmic
dependency on &, ¢ and we assume § = e~ O,

HPTR is the first estimator for sub-Gaussian distributions to nearly match the information-theoretic
lower bound of n = Q(d/¢? + min{d,log(1/5)}/(g€)) as we showed in Proposition E.2. The
first term ©(d/&?) is unavoidable even without DP (Proposition E.3). The second term in the lower
bound follows from Proposition E.2, which matches the second term in the upper bound when ¢ =
e~ Existing DP PCA approaches from (Blum et al., 2005; Chaudhuri et al., 2013; Kapralov and
Talwar, 2013; Dwork et al., 2014; Hardt and Roth, 2012, 2013) are designed for arbitrary samples
not necessarily drawn i.i.d. and hence require a larger samples size of n = O(d/¢2 + d'®/(&e)).
This is also unavoidable for more general deterministic data, as it matches an information theoretic
lower bound (Dwork et al., 2014) under weaker assumptions on the data than i.i.d. Gaussian (under
the rescaling of each sample to have norm O(+/d)).

Theorem 7 (DP hypercontractive principle component analysis, Corollary E.5) Consider a
dataset S = {x; € R} of n iid. samples from a zero-mean (r,k)-hypercontractive distri-
bution with unknown covariance Y. There exists an (g, 0)-differentially private estimator U that

. A d d . o7 4 . o1e
givenn = Og,d( £=2) /D) + £/ D) ) , achieves error 1 — UHEHU < & with probability 0.99,

where Og,d hides the logarithmic dependency on &, d and we assume § = e~ O(@),

HPTR is the first estimator for hypercontractive distributions to guarantee differential privacy for
PCA with sample complexity scaling as O(d). As a complement of our algorithm, we proved a n =
Q(d/€? + min{d, log(1/5)}/(£'+%/(#=2)¢)) information-theoretic lower bound in Proposition E.6.
The first term Q(d/£?) in the lower bound is needed even without DP, and there is a gap of factor
o -2/ ("3*2)) compared to the first term in our upper bound. The second term in the lower bound
matches the last term in the upper bound when § = e 0,
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1.2. Algorithm

The proposed High-dimensional Propose-Test-Release (HPTR) is not computationally efficient, as
the TEST step requires enumerating over a certain neighborhood of the input dataset and the RE-
LEASE step requires enumerating over all directions in high dimension. The strengths of HPTR
is that (7) the same framework can be seamlessly applied to many problems as we demonstrate in
Sections B-E; (i) a unifying recipe can be applied for all those instances to give tight utility guar-
antees as we explicitly prescribe in Section 1.2.1; and (ii7) the algorithm is simple and the analysis
is clear such that it is transparent how the distribution family of interest translates into the utility
guarantee (via resilience). As a byproduct of the simplicity of the algorithm and clarity of the analy-
sis, we achieve the state-of-the-art sample complexity for all those problem instances with minimal
assumptions, oftentimes nearly matching the information theoretic lower bounds. As a byproduct
of the use of robust statistics, we guarantee robustness against adversarial corruption for free (e.g.,
Theorems 10, 12, 14). We describe the framework for general statistical estimation problem where
data is drawn i.i.d. from a distribution represented by two unknown parameters # € R? and ¢ and is
coming from a known family of distributions. An example of a problem instance of this type would
be mean estimation from heavy-tailed distributions that are (k, k)-hypercontractive with unknown
mean p (which in the general notation is ) and unknown covariance Y (which corresponds to ¢).

The main component is an exponential mechanism in RELEASE step below that uses a loss
function Dg(é) and a support B, g, defined as B, g = {é c RP . Ds(é) < 7}. Bounding the
support of the exponential mechanism is important since the sensitivity also depends on 6 in many
problems of interest. We build upon the algorithm and proof technique of (Brown et al., 2021) that
first bounded the support of an exponential mechanism with the level set of the score function. We
make several innovations in the analysis, as our setting is more challenging because we have local
sensitivity (Definition 4) as opposed to a fixed sensitivity of one in the Tukey depth approach of
(Brown et al., 2021). We discuss this in detail in the example of mean estimation in Section B.2.2.
The specific choices of the threshold 7 only depend on the tail of the distribution family of interest
and not the parameters 6 or ¢ or the data. In particular, we use the resilience property of the
distribution family to prescribe the choice of 7 for each problem instance that gives us the tight
utility guarantees. As explained in Section 1, we use one-dimensional robust statistics to design
the loss functions, which we elaborate for each problem instances in Sections B-E, where we also
explain how to choose the sensitivity based on the resilience of the distribution family only.

After we PROPOSE the choice of the sensitivity A and threshold 7 for the problem instance in
hand, we TEST to make sure that the given dataset .S is consistent with the assumptions made when

selecting Dg(f), A, and 7. This is done by testing the safety of the exponential mechanism, by
privately checking the margin to safety, i.e., how many data points need to be changed from S for
the exponential mechanism to violate differential privacy conditions. If the margin is large enough,
HPTR proceeds to RELEASE. Otherwise, it halts and outputs L. A set of such unsafe datasets is
defined in (Brown et al., 2021) as

UNSAFE(_ 5, = {s’ C R"| 38" ~ § and 3E C RP such that

Py, arsm (0 eE)> EPraron (e E)+dor Pranan

beB)>eP, . (0cE)+d},
ey
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where (. A - 5) denotes the pdf of the exponential mechanism in Eq. (2). Given a loss (or a distance)

function, Dg(6), which is a surrogate for the target measure of error, D¢(é, 6), High-dimensional
Propose-Test-Release (HPTR) proceeds as follows:

1. Propose: Propose a target bound A on local sensitivity and a target threshold 7 for safety.
2. Test:

2.1. Compute the safety margin m, = ming dg (S, S’) such that S" € UNSAFE . /5 5/2 ).
2.2. If . = m, + Lap(2/e) < (2/¢)log(2/0), then output L, and otherwise continue.

3. Release: Output 6 sampled from a distribution with a pdf:

renns(®) = 1 exp{ . ﬁDS(é)} ifd € Brg, o
oo 0 otherwise ,

where Z = [;; _exp{—(eDs(0))/(4A)}db.
It is straightforward to show that (g, ¢)-differential privacy is satisfied for all input S.

Theorem 8 For any dataset S C X", distance function Dg : RP — R on that dataset, and
parameters €, 9, A and 7, HPTR is (e, §)-differentially private.

Proof The DP margin m is (£/2,0)-differentially private, because the sensitivity of the margin
is one, and we are adding a Laplace noise with parameter 2/c. The TEST step (together with the
exponential mechanism) is (0, §/2)-differentially private since there is a probability J/2 event that
a unsafe dataset .S with a small margin m is classified as a safe dataset and passes the test. On the
complimentary event, namely, that the dataset that passed the TEST is indeed safe, the RELEASE
step is (g/2, §/2)-differentially private since we use UNSAFE . /5 5/2 ;) in the TEST step. |

1.2.1. UTILITY ANALYSIS OF HPTR FOR STATISTICAL ESTIMATION

We prescribe the following three-step recipe as a guideline for applying HPTR to each specific
statistical estimation problem and obtaining a utility guarantee. Consider a problem of estimating
an unknown @ from samples from a generative model Py 4, where the error is measured in Dy (6, 0).

« Step 1: Design a surrogate Dg(f) for the target error metric D, (6,0) using only one-dimensional
robust statistics on S.

» Step 2: Assuming resilience of the dataset, propose an appropriate sensitivity bound A and
threshold 7 and analyze the utility of HPTR.

e Step 3: For each specific family of generative models P , with a known tail bound, charac-
terize the resulting resilience and substitute it in the utility analysis from the previous step,
which gives the final guarantee.

10
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We demonstrate how to apply this recipe and carry out the utility analysis for mean estimation
(Section B), linear regression (Section C), covariance estimation (Section D), and PCA (Section E).
We explain and justify the use of one-dimensional robust statistics in Step 1 and the assumption on
the resilience of the dataset in Step 2 in the next section using the mean estimation problem as a

canonical example. It is critical to construct Dg(6) using only one-dimensional and robust statistics;
this ensures that Dg(6) has a small sensitivity as demonstrated in Section B.1. We prove error
bounds only assuming resilience of the dataset; this relies on a fundamental connection between

sensitivity and resilience as explained in Section B.2.

1.3. Technical contributions and proof sketch

We use the canonical example of mean estimation to explain our proof sketch. For i.i.d. samples
from a sub-Gaussian distribution P, s with mean p and covariance X, we show in Theorem 9 that
HPTR achieves a near optimal sample complexity of n = O(d/a? + d/(ae)) to get Mahalanobis
error |2 1/2(ji — p)|| = O(«) for some target accuracy a € [0, 1].

Our proof strategy is to first show that the robust one-dimensional statistics have small sensitivity
if the dataset is resilient. Consequently, the loss function Dg(/i) has a small local sensitivity, i.e. the
sensitivity is small if restricted to [i close to p and if the dataset is resilient. To ensure DP, we run
RELEASE only when those two locality conditions are satisfied; we first PROPOSE the sensitivity
A and a threshold 7, and then we TEST that DP guarantees are met on the given dataset with those
choices. We prove that resilient datasets pass this safety test with a high probability and achieve the
desired accuracy. We give a sketch of the main steps below.

One-dimensional robust statistics have small sensitivity on resilient datasets. A set S = {z; €
Rd}ie[n} of i.i.d. samples from a sub-Gaussian distribution has the following resilience property
w.p. 1 — ¢ if n = Q(d/a?), where Q hides polylogarithmic factors cv and the failure probability :

77 2 o= ] < 20/ Toal/a)ana gy 37 (o = = )| < 2 1ont1/e),

x, €T z; €T

for any subset T C S of size at least an and for any unit norm v € R? where 02 = v Xv
(Lemma 17). This means that the a-tail of the distribution (when projected down to one dimension)
cannot be too far from the true one in mean and variance. For mean estimation, we use the loss
function of D (f1) = max,erd |jp(=1 (v, fi—(My.a))/+/v T E( My a)v, where pu(T') and X(T') are
mean and covariance of a dataset 7" and M, , C S is defined as follows. For each direction v, we
partition S into three sets 7Ty, o, My o, and B, . Ty.o C S is the subset of datapoints corresponding
to the largest an datapoints in {(v, z;) },es, the projected data points in the direction v. B, o C S
corresponds to the smallest an values, and M, , C S is the remaining (1 — 2a)n data points. We
show that the robust projected mean, (v, (M, o)) has sensitivity O(o,+/log(1/c)/n). Under the
resilience above, the top a-tail, 7y, o, has the empirical mean that is no more than O(o,/log(1/«) )
away from the true projected mean (v, ), and the same is true for B, ,. It follows that there exists
at least one data point in 7, , and one data point in B, , that are no more than O(o,+/log(1/))
away from /i, The range of the middle subset M,, ,, therefore, is bounded by O(c,+/log(1/a)),
and the sensitivity of the robust mean (v, ;(M,,o)) is guaranteed to be O(o,+/log(1/a)/n). We
can similarly show that v 33(M,, q)v has sensitivity O (o7 log(1/a)/n).

Under the above sensitivity bounds for the one dimensional statistics, it follows (for example,
in Eq. (19)) that the sensitivity of the loss function Dg(/) is bounded by O(y/log(1/«)/n) as

11
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long as Dg(f1) < 7 := Cay/log(1/«) and the dataset is resilient. It is worth noting here that
since the sensitivity is only small when Dg(fi) < 7, our exponential mechanism only samples from
the set B; g, which contains only the hypotheses with small scores. We handle this locality with
TEST step that checks that the DP conditions are satisfied for the given dataset and the choice of

A = C"\/log(1/a)/n and 7 := Cay/log(1/a). It is critical for ensuring DP that these choices

only depend on the resilience (which is the property of the distribution family of interest, which in
this case is sub-Gaussian) and the target accuracy, and not on the dataset S.

Sample complexity analysis. Assuming the sensitivity is bounded by A = C’\/log(1/a)/n, as
the safety test ensures, we analyze the utility of the exponential mechanism. For a target accuracy
of |Z12(n — p)|| = O(ar/log(1/a)), we consider two sets, Bous = {1 : [|S~2( — p)| <

coon/log(1/a)} and B, = {1 : |2~ Y%(t — p)|| < cray/log(1/a)}, for some ¢y > ¢;. The
exponential mechanism achieves accuracy coay/log(1/«) with probability 1 — ¢ if

P(i ¢ Bow) _ Vol(B.,s) e~ isv1os(1/a)
P(ii € Bin) ~ Vol(Bin) o—5xc1a/log(1/a)

where the second inequality requires Dg(j1) ~ ||X~'/2(ji — )|, which we show in Lemma 12.
Since A = O(y/log(1/a)/n), itis sufficient to have a large enough ¢y and n = O((d+log(1/¢))/(ag))
with a large enough constant. Together with the sample size required to ensure resilience, this gives
the desired sample complexity of n = O(d/a? + (d + log(1/¢))/(ae)) where O hides polyloga-
rithmic factors in 1/« and 1/4.

P(ji & Bout) < < O@Wemaslomenevlosll/e) < ¢

Safety test. We are left to show that for a resilient dataset, the failure probability of the safety
test, P(m, + Lap(2/e) < (2/¢)log(2/6)), is less than . This requires the safety margin to be
large enough, i.e. m, > k* = (2/¢)log(4/(6¢)). Recall that the safety margin is defined as the
Hamming distance to the closest dataset to S where the (¢/2, §/2)-DP condition of the exponential
mechanism is violated. We therefore need to show that the DP condition is satisfied for not only .S
but any dataset S’ at Hamming distance at most k* from S. We treat S’ as a corrupted version of a
resilient S by a fraction k* /n-corruption. Since we are using robust statistics that are designed to be
robust against data corruption, we can show that the corrupted resilient set still has a low sensitivity
for Dg/(f1). Building upon the proof techniques introduced in (Brown et al., 2021) for a safety test
for a Tukey median based exponential mechanism, we use the fact that S’ is a corrupted version of
a resilient dataset S to show that the safety test passes with high probability.

2. Conclusion

We provided a universal framework for characterizing the statistical efficiency of statistical esti-
mation problems with differential privacy guarantees. Our framework, High-dimensional Propose-
Test-Release (HPTR), is computationally inefficient and builds upon three key components: the ex-
ponential mechanism, robust statistics, and the Propose-Test-Release mechanism. Our key insight
is that designing an exponential mechanism that accesses the data via only one-dimensional robust
statistics can dramatically reduce the resulting local sensitivity. Using resilience, a central concept
in robust statistics, we can provide tight local sensitivity bounds. These tight bounds readily trans-
late into near-optimal utility guarantees in several statistical estimation problems of interest: mean
estimation, linear regression, covariance estimation, and principal component analysis. Although
our framework is written as a conceptual algorithm without a specific implementation, it is possible

12
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to implement it with exponential computational complexity following the guidelines of Brown et al.
(2021), where a similar exponential mechanism with PTR was proposed and an implementation was
explicitly provided.

To protect against membership inference attacks, significant progress has been made in training
DP models that are practical, e.g., Abadi et al. (2016); Yu et al. (2021); Anil et al. (2021). To
protect against data poisoning attacks, a recent work utilizes robust statistics with great success,
e.g., Hayase et al. (2021). In practice, however, we need to protect against both types of attacks
to facilitate learning and analysis from shared data. Currently, there is an algorithmic deficiency
in this space. Efficient algorithms achieving both DP and robustness against adversarial corruption
are known only for mean estimation (Liu et al., 2021). We make a valuable contribution to the
design of such algorithms for a broad class of problems, including covariance estimation, principal
component analysis, and linear regression.

Further, these computationally efficient algorithms typically require more samples. For sub-
Gaussian mean estimation with known covariance ¥, an efficient approach of Liu et al. (2021)
requires O(d/a? + d*/?/(ea)) samples under a-corruption and (e, §)-DP to achieve an error of
|=~Y2(5i — p)|| = O(ar). HPTR requires only O(d/a? + d/(ca)) samples. A significant open
question is whether this d\/? gap is fundamental and cannot be improved.

Most of the lower bounds in this paper are only tight when § = ¢~©(4)_ Proving tight lower
bounds for approximate DP with § > 0 is a challenging task. Some recent techniques from Kamath
et al. (2022) prove a tight lower bound for a wider regime of § < ¢ for mean estimation, which
could be applied to a broader class of the statistical estimation problems.
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Appendix A. Notations, preliminary on differential privacy, and background on
Propose-Test-Release

Notations. Let [n] = {1,2,...,n}. For 2 € R? we use ||z| = (Zie[d](xi)Q)l/Q to denote
the Euclidean norm. For X € R%*% we use || X|| = max|,|,—1 || Xv||2 to denote the spectral
norm. The d x d identity matrix is I;.4. The Kronecker product is denoted by = ® y for x € R%
and y € R%, such that (z ® Y)(i—1)d+j = Tiy; fori € [di] and j € [d2]. Whenever it is clear
from context, we use S to denote both a set of data points and also the set of indices of those
data points. We use S ~ S’ to denote that two datasets S, S’ of size n are neighbors, such that
drv(ps,ps’) < 1/n where dpv(-) is the total variation and pg is the empirical distribution of the
data points in S.We use (.5) and X(.5) to denote mean and covariance of the data points in a dataset
S, respectively. We use p,, and ¥, to denote mean and covariance of the distribution p.

Differential privacy. We give the backgrounds on differential privacy and the Propose-Test-Release
mechanism. We say two datasets .S and S’ of the same size are neighboring if the Hamming distance
between them is at most one. There is another equally popular definition where injecting or deleting
one data point to .S is considered as a neighboring dataset. All our analysis generalizes to that
definition also, but notations get slightly heavier.

Definition 1 ((Dwork et al., 2006)) We say a randomized algorithm M : X™ — Y is (g,0)-
differentially private if for all neighboring databases S ~ S’ € X", and allY C Y, we have
P(M(S)eY) <eP(M(S')€Y)+0.

HPTR relies on the exponential mechanism for its adaptivity and flexibility.

Definition 2 (Exponential mechanism (McSherry and Talwar, 2007)) The exponential n}echa-
nism My, @ X™ — © takes database S € X", candidate space ©, score function Dg(0) and
sensitivity /A as input, and select output with probability proportional to exp{stS(é) J2A%.

The exponential mechanism is (g, 0)-DP if the sensitivity of Dg(6) is bounded by A.

Lemma 3 ((McSherry and Talwar, 2007)) If max;_o maxs~s |Ds(0) — Dg/(8)| < A, then the
exponential mechanism is (€,0)-DP.

Starting from the seminal paper (Dwork and Lei, 2009), there are increasing efforts to apply
differential privacy to statistical problems, where the dataset consists of i.i.d. samples from a distri-
bution. There are two main challenges. First, the support is typically not bounded, and hence, the
sensitivity is unbounded. Dwork and Lei (2009) proposed to resolve this by using robust statistics,
such as median, to estimate the mean. The second challenge is that while median is quite insensitive
on i.i.d. data, this low sensitivity is only local and holds only for i.i.d. data from a certain class of
distributions. This led to the original definition of local sensitivity in the following.

Definition 4 (Local Sensitivity) We define local sensitivity of dataset S € X™ and function f :
X" - Ras Af(S) ‘= maxg/i~ s |f(S) — f(S/)‘

Dwork and Lei (2009) introduced the Propose-Test-Release mechanism to resolve both issues.
First, a certain robust statistic f(5), such as median, mode, Inter-Quantile Range (IQR), or B-robust
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regression model (Hampel et al., 1986) is chosen as a query. It can be used to approximate a target
statistic of interest, such as mean, range, or linear regression model, or the robust statistic itself
could be the target. Then, the PTR mechanism proceeds in three steps. In the propose step, a local
sensitivity A is proposed such that A¢(S) < A for all S that belongs to a certain family. In the
test step, a safety margin m, which is how many data points have to be changed to violate the local
sensitivity, is computed and a private version of the safety margin, m, is compared with a threshold.
If the safety margin is large enough, then the algorithm outputs f(S) via a Laplace mechanism with
parameter 2A /e. Otherwise, the algorithm halts and outputs L.

Definition 5 (Propose-Test-Release (PTR) (Dwork and Lei, 2009; Vadhan, 2017)) For a query
function f : X" — R, the PTR mechanism Mprg : X' — R proceeds as follows:

1. Propose: Propose a target bound A > 0 on local sensitivity.
2. Test:

2.1. Compute m = ming dg (S, S") such that local sensitivity of S’ satisfies Af(S") > A.
2.2. If m =m+ Lap(2/e) < (2/¢e)log(1/0) then output L, and otherwise continue.

3. Release: Output f(S) + Lap(2A/e).
It immediately follows that PTR is (¢, §)-differentially private for any input dataset.
Lemma 6 ((Dwork and Lei, 2009; Vadhan, 2017)) MprR is (¢,6)-DP

Given a robust statistic of interest, the art is in identifying the family of datasets with small local
sensitivity and showing that the sensitivity is small enough to provide good utility. For example, for
privately releasing the mode, for the family of distributions whose occurrences of the mode is at least
(4/¢)log(1/9) larger than the occurrences of the second most frequent value, the local sensitivity
is zero and PTR outputs the true mode with probability at least 1 — § (Vadhan, 2017). Such a
specialized PTR mechanism for zero local sensitivity is also called the stability based method.

In general, a naive method of computing m in the TEST step requires enumerating over all
possible databases S € X™. For typical one-dimensional data/statistics, for example median esti-
mation, this step can be computed efficiently. This led to a fruitful line of research in DP statistics
on one-dimensional data. (Dwork and Lei, 2009; Brunel and Avella-Medina, 2020) propose PTR
mechanisms for the range and the median of of a 1-D smooth distribution and (Avella-Medina
and Brunel, 2019; Avella-Medina, 2020; Brunel and Avella-Medina, 2020) propose PTR mecha-
nisms that can estimating median and mean of a 1-D sub-Gaussian distribution. The stability-based
method introduced in (Vadhan, 2017) can be used to release private histograms, among other things,
which can be subsequently used as a black box to solve several important problems including range
estimation of a 1-D sub-Gaussian distribution (Karwa and Vadhan, 2017; Kamath et al., 2019; Liu
et al., 2021) or a 1-D heavy-tailed distribution (Kamath et al., 2020; Liu et al., 2021), and general
counting queries. PTR and stability-based mechanisms are powerful tools when estimating robust
statistics of a distribution from i.i.d. samples.

Even if computational complexity is not concerned, however, directly applying PTR to high
dimensional distributions can increase the statistical cost significantly, which has limited the appli-
cation of PTR. One exception is the recent work of (Brown et al., 2021). For the mean estimation
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problem with Mahalanobis error metric of ||X~1/2(ji — p)]|, the private Tukey median mechanism
introduced in (Liu et al., 2021) is studied. One major limitation of the utility analysis is that pri-
vate Tukey median requires the support to be bounded. In (Liu et al., 2021), this is circumvented
by assuming the covariance X is known, in which case one can find a support with, for example,
the private histogram of (Vadhan, 2017). Instead, Brown et al. (2021) proposed using private Tukey
median inside the PTR mechanism and designed an advanced safety test for high-dimensional prob-
lems. This naturally bounds the support that adapts to the geometry of the problem without explicitly
and privately estimating . One notable byproduct of this approach is that the resulting exponen-
tial mechanism is no longer pure DP, but rather (¢, §)-DP. This is because the resulting exponential
mechanism has a support that depends on the dataset .S, and hence two exponential mechanisms
on two neighboring datasets have different supports. The limitations of the private Tukey median
are that (4) it requires symmetric distributions, like Gaussian distributions, and do not generalize
to even sub-Gaussian distributions, and (%) it only works for mean estimation. To handle the first
limitation, Brown et al. (2021) propose another PTR mechanism using Gaussian noise, which works
for more general sub-Gaussian distributions but achieves sub-optimal sample complexity.

HPTR builds upon this advanced PTR with the high-dimensional safety test from (Brown et al.,
2021). However, there are major challenges in applying this safety test to HPTR, which we over-
come with the resilience property of the dataset and the robustness of the loss function. For private
Tukey median, the sensitivity is always one for any [ and any .S, and the only purpose of the safety
test is to ensure that the support is not too different between two neighboring datasets. For HPTR,
the sensitivity is local in two ways: it requires .S to be resilient and the estimate [ to be sufficiently
close to u. To ensure a large enough margin when running the safety test, HPTR requires this local
sensitivity to hold not just for the given S but for all S’ within some Hamming distance from S.
We use the fact that this larger neighborhood is included in an even larger set of databases that are
adversarial corruption of the a-fraction of the original resilient dataset S with a certain choice of
a. The robustness of our loss function implies that the bounded sensitivity is preserved under such
corruption of a resilient dataset. This is critical in proving that a resilient dataset passes the safety
test with high probability.

We take a first-principles approach to design a universal framework for DP statistical estima-
tion that blends exponential mechanism, robust statistics, and PTR. The exponential mechanism in
HPTR adapts to the geometry of the problem without explicitly estimating any other parameters and
also gives us the flexibility to apply to a wide range of problems. The choice of the loss functions
that only depend on one-dimensional statistics is critical in achieving the low sensitivity, which
directly translates into near optimal utility guarantees for several canonical problems. Ensuring dif-
ferential privacy is achieved by building upon the advanced PTR framework of (Brown et al., 2021),
with a few critical differences. Notably, the safety analysis uses the resilience of robust statistics in
a fundamental way.

On the other hand, there is a different way of handling local sensitivity, which is known as
smooth sensitivity. Introduced in (Nissim et al., 2007), smooth sensitivity is a smoothed version of
local sensitivity on the neighborhood of the dataset, defined as

smooth — N ,—edu(S,5”)
AFOON(S) = max [Ap(S)em ()

Note that, in general, computing smooth sensitivity is also computationally inefficient with excep-
tions of (Avella-Medina, 2021; Ullman and Sealfon, 2019). Using smooth sensitivity, (Lei, 2011;
Smith, 2011; Chaudhuri and Hsu, 2012; Avella-Medina, 2021) leverage robust M-estimators for
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differentially private estimation and inference. The intuition is based on the fact that the influence
function of the M-estimators can be used to bound the smooth sensitivity. The applications include:
linear regression, location estimation, generalized linear models, private testing. However, these
approaches require restrictive assumptions on the dataset that need to be checked (for example via
PTR) and fine-grained analyses on the statistical complexity is challenging; there is no sample com-
plexity analysis comparable to ours. One exception is (Bun and Steinke, 2019), which proposes a
smooth sensitivity based approach and gives an upper bound on the sub-Gaussian mean estimation
error for a finite n, but only for one-dimensional data.

Starting with (Nissim et al., 2007; Dwork and Lei, 2009), robust statistics has been used pre-
viously in private estimation, but mostly in one-dimensional problems. (McMahan et al., 2017;
Pichapati et al., 2019; Amin et al., 2019; Andrew et al., 2021) propose practical differentially private
estimators for one-dimensional median, mean, and interquartile range estimations, but without the
analysis on the utility. Some recent works by (Asi and Duchi, 2020; Huang et al., 2021; Dong and
Yi, 2021) further studied these problems with more fine-grained analysis that provides instance opti-
mality. (Avella-Medina and Brunel, 2019; Avella-Medina, 2020; Brunel and Avella-Medina, 2020)
developed private algorithms for estimating the mean and median of unbounded 1-dimensional sub-
Gaussian and heavy tail distributions. In a different direction, Tsfadia et al. (2021) privately finds
subset of data points that includes all points, except possibly few outliers, and is certified to have
diameter same as the effective diameter of the dataset. This can be used as a pre-processing to solve,
for example, mean estimation and clustering robustly and privately.

More recently, (Hopkins et al., 2021; Kothari et al., 2021) investigate the use of convex relax-
ations for robust estimation to design polynomial time algorithms with privacy guarantees. In a
breakthrough result at the intersection of robust estimation and private estimation, Hopkins et al.
(2021) introduces an exponential mechanism based on sum-of-squares proofs that can be imple-
mented in polynomial time. For mean estimation with covariance bounded distributions, this achieves
a significantly improved result with optimal sample complexity, optimal robustness, pure DP, and a
sub-Gaussian error rate. Kothari et al. (2021) introduces convex relaxations for robust estimation to
satisfy strong worst-case stability and prove guarantees on estimating higher-order moments beyond
covariance matrices.

Appendix B. Mean estimation

In a standard mean estimation, we are given i.i.d. samples S = {z; € Rd}?zl drawn from a
distribution P, s» with an unknown mean p (which corresponds to 6 in the general notation) and
an unknown covariance ¥ > 0 (which corresponds to ¢ in the general notation), and we want to
produce a DP estimate [ of the mean. The resulting error is best measured in Mahalanobis distance,
Ds(fi, 1) = ||[2~Y2(ju — p)]|, because this is a scale-invariant distance; every direction has unit
variance after whitening by ..

This problem is especially challenging since we aim for a tight guarantee that adapts to the un-
known X as measured in the Mahalanobis distance without enough samples to directly estimate >
(see Section 1.1 for a survey). Despite being a canonical problem in DP statistics, the optimal sample
complexity is not known even for standard sub-Gaussian and heavy-tailed distributions. We char-
acterize the optimal sample complexity by showing that HPTR matches the known lower bounds in
Section B.3. This follows directly from the general three-step strategy outlined in Section 1.2.1.
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B.1. Step 1: Designing the surrogate Dg(i) for the Mahalanobis distance

We want to privately release /i with small Mahalanobis distance ||X~1/2(ji— 1)]|. In the exponential
mechanism in RELEASE step, we propose using the surrogate distance,
<'U7 ,&> — Mo (MU a)

Dg(fl) = max — G)
S('u) v:f|v||<1 Uu(Mv,a)

where the robust one-dimensional mean j,,(M, o) and variance o2(M, ) are defined as follows.
We partition S = {x;}!" ; into three sets, By o, My o, and T, o, by considering a set of projected
data points S, = {(v, ;) }»,cs and letting B, ., be the data points corresponding to the subset of
bottom (2/5.5)an data points with the smallest values in S, 7y, o be the subset of the top (2/5.5)an
data points with the largest values, and M, ,, be the subset of remaining (1—(4/5.5)«)n data points.
For a fixed direction v, define

_ 1
(Mool

S (), and o2(Mua) = —— S ((0,21) — (M), @)

IiEMU,a ’Mv7a| $1‘,€Mv,a

Nv(Mv,a)

which are robust estimates of the population projected mean p,, = (v, 1) and the population pro-
jected variance 02 = v Yv.

General guiding principles for designing Dg(/i). We propose the following three design prin-
ciples that apply more generally to all problem instances of interest. The first guideline is that it
should recover the target error metric Dx;(fi, ;1) = ||~/2(ji — p1)|| when we substitute the popu-
lation statistics, e.g., 1, and o, for mean estimation, for their robust counterparts: 1,(M, o) and
0y(My,« ). This ensures that minimizing Dg(/1) is approximately equivalent to minimizing the tar-
get metric Dx;(j, 1) = |2~ Y2(js — p)|| (Lemma 12). For mean estimation, this equivalence is
shown in the following lemma.

Lemma7 Forany € R and 0 < ¥ € R, let ju, = (v, p) and 02 = v Sv. Then, we have

IS0 )] = max (2
vifjv]| <1 Oy
Proof Let i — p = Zzlzl agug With ag = (ug, it — p), ||al| = || — || and w,’s are the singular

vectors of . Similarly, let v = Z;lzl byug with ||b]| = 1. Then, we have

-1/20p 2 _ a2/o0) and (v, (i — p)) _ (a,b) .
| (= wl* = _(ai/ov) o \/ZT%W

From Cauchy-Schwarz, we have (a,)? < (3" b20,)(>" a0, "), which proves that

1712 (0 — w)|| = max (1/oy)(v, (it — p)) -

vil|vf=1

To show equality, we find v that makes Cauchy-Schwarz inequality tight. Let v = 2?21 beuy

with a choice of by = (1/Z)ay0, ' and Z = /3", a?a[Q. This implies ||b|| = 1 and

d
1
(a,b) = EZ(l/ag)a%, and (/> blop = ~
=1
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which implies that there exists a v such that |2 ~/2( — p)|| = (1/04) (v, fi — p) and || X~1/2 (1 —
Il < maxyjy=1(1/0v) (v, fi — p). n

The second guideline is that Dg(/z) should depend only on the one-dimensional statistics of the
data. This is critical since the sensitivity of high-dimensional statistics increases with the ambient
dimension d. For example, consider using the robust mean estimate fiopust (S) € R? from (Dong
etal., 2019) and using the Euclidean distance Dg (/i) = ||/t — firobust (:S)] in the exponential mecha-
nism, where we are assuming > = I for simplicity. It can be shown that, even for Gaussian distribu-
tions, this requires n = Q(d%2 /() + d/a?) samples to achieve an accuracy of ||z — u|| = O(a).
This is significantly sub-optimal compared to what HPTR achieves in Corollary B.2, which lever-
ages the fact that sensitivity of one-dimensional statistics is dimension-independent.

The last guideline is to use robust statistics. Robust statistics have small sensitivity on resilient
datasets, which is critical in achieving the near-optimal guarantees. We elaborate on it in Sec-
tion B.2.2.

B.2. Step 2: Utility analysis under resilience

For utility, we prefer smaller A and 7 to ensure that the exponential mechanism samples [ closer
to the minimum of Dg(f1) ~ ||X~Y/2(1 — p)||. However, aggressive choices can violate the DP
condition and hence fail the safety test. Near-optimal utility can be achieved by selecting A and 7
based on the resilience of the dataset, defined as follows.

Definition 8 (Resilience for mean estimation (Steinhardt et al., 2018; Zhu et al., 2019)) For
some o € (0,1), p1 € Ry, and ps € Ry, we say a set of n data points Sgooq is (v, p1, p2)-resilient
with respect to (i, X) if for any T C Sgood of size |T| > (1 — a)n, the following holds for all
v e R with |jv]| = 1:

1
’\TI > (wmi)—p| < proy, and 5)
z, €T
1 2
‘m Z (v, 25) = )" — o3| < p2oy, (6)

x, €T
_ 2 _ T
where i, = (v, ) and o5 = v’ Y.

Originally, resilience is introduced in the context of robust statistics. Resilience measures how
sensitive the sample statistics are to removing an a-fraction of the data points. A dataset from a
distribution with a lighter tail has smaller resilience (p1, p2). For example, sub-Gaussian distribu-
tions have p; = O(a+/log(1/a)) and p2 = O(alog(1l/a)) (Lemma 17), which are smaller than
the resilience of heavy-tailed distributions with bounded k-th moment, i.e., p; = O(a'~1/*) and
p2 = O(a1_2/ k) (Lemma 19). Resilience plays a crucial role in robust statistics, where the re-
silience of a dataset determines the minimax sample complexity of estimating population statistics
from adversarially corrupted samples (Steinhardt et al., 2018; Zhu et al., 2019).

In the context of differential privacy, our design of HPTR is guided by our analysis showing that
the sensitivity of one-dimensional robust statistics is fundamentally governed by resilience. Lever-
aging this three-way connection between the use of robust statistics in the algorithm, the resilience
of the data, and the sensitivity of the distance Dg(/) is crucial in achieving near-optimal utility.
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Concretely, we consider « as a free parameter that we can choose depending on the target
accuracy. For example, let |X~1/2(i — p)|| = 32p; be our target accuracy. Note that we did
not optimize the constants in our analysis, and they can be further tightened. In the case of sub-
Gaussian distributions, we have p; = C’ay/log(1/a) w.h.p. when the sample size is large enough.
This determines the value of « that achieves the target accuracy and also the choice of A and 7, as
follows.

The robust statistics of a resilient dataset (i.e., one with small resilience) cannot change too
much when a small fraction of the dataset is changed. This is made precise in Lemma 16, which
shows, for example, that the robust mean /1,,(M, o) can change only by O(p; /(an)) when one data
point is arbitrarily changed. This implies the sensitivity of Dg(f2) is also small: A = O(p1/(an)).
Choosing 7 = 42p; to be larger by a constant factor from the target accuracy, we show that a sample
size of n = O(d/(ea)) is sufficient to achieve the desired utility.

Theorem 9 (Utility guarantee for mean estimation) There exist positive constants ¢ and C such
that for any (o, p1, p2)-resilient set S with respect to some (i € R4, % = 0) satisfying o € (0, c),
p1 < ¢ p2 < c and p% < ca, HPTR with the choices of the distance function in Eq. (3), A =
110p1/(an), and T = 42py achieves ||X~Y/2(ji — p)|| < 32p1 with probability 1 — C, if

o log(1/(50)

- EQ

This theorem shows how a resilient dataset (which is a deterministic condition) implies small
error for HPTR. We make formal connections to standard assumptions on the sample generating
distributions and their respective resiliences in Section B.3, where we also discuss the optimality
of this utility guarantee. For example, sub-Gaussian distributions have p; = O(ay/log(1/a))
when n > C’d/(alog(1/a))? for any o smaller than a universal constant. This implies that HPTR
achieves a target accuracy of ||X~1/2(j1 — p)|| < & with sample size O~(&#‘l2 + d%), where O hides
logarithmic factors in 1/a, J, and (. We explain the intuition behind our analysis and provide a
complete proof in Sections B.2.2-B.2.6. One by-product of using robust statistics is that we get
robustness for free, as we next show.

B.2.1. ROBUSTNESS OF HPTR

One by-product of using robust statistics is that HPTR is also robust to adversarial corruption.
We therefore provide a more general guarantee that simultaneously achieves DP and robustness.
Suppose we are given a dataset S that is a corrupted version of a resilient dataset Sgo0d-

Assumption 1 (ccorrups-corruption) Given a set Sgooqa = {Z; € Rd}?zl of n data points, an
adversary inspects all data points, selects Qcorruptn 0f the data points, and replaces them with
arbitrary dataset Sypaq Of size Ocorruptn. The resulting corrupted dataset is called S = {x; €
R%}7

=1

This adaptive adversary is strong since the corruption can adapt to the entire dataset (for exam-
ple, it covers the Huber contamination model (Huber, 1964) and the non-adaptive adversarial model
(Lecué and Lerasle, 2020)). This threat model is now standard in robust statistics literature (Stein-
hardt et al., 2018). If the original Sg,q is resilient, we show that the same guarantee as Theorem 9
holds under corruption up to an Qcorrupt, fraction of Sgq0q for sufficiently small eorrupt < (1/5.5)a.

26



DIFFERENTIAL PRIVACY AND ROBUST STATISTICS IN HIGH DIMENSIONS

The factor 1/5.5 is due to the fact that the algorithm treats some of the good data points as outliers
(which is at most 4avcorrupt due to the top and bottom tails cut in the definition of MU’(Q /5. 5)0), and
we need to handle neighboring datasets up to (0.5/5.5)an Hamming distance. Hence, we need to
ensure resilience for « that is at least 5.5 times larger than the corruption cveorrupt-

Definition 9 (Corrupt good set) We say a dataset S is (Ocorrupt, O, p1, p2)-corrupt good with re-
spect to (1, ) if it is an Qeorrupt-corruption of an («, py, p2)-resilient dataset Sgood.

We get the following theorem showing that HPTR can tolerate up to (1/5.5)« fraction of the
data being arbitrarily corrupted.

Theorem 10 (Robustness) There exist positive constants ¢ and C such that for any ((2/11)c, o, p1, p2)-
corrupt good set S with respect to (i € R, Y = 0) satisfying o < ¢, p1 < ¢, pa < ¢ and

02 < ca, HPTR with the distance function in Eq. (3), A = 110p; /(an), and T = 42p; achieves
1212 — p)|| < 32p1 with probability 1 — ¢, if

e los(1/(50)

o 5]

In Sections B.2.2-B.2.6, we prove this more general result. When there is no adversarial corruption,
Theorem 9 immediately follows as a special case by selecting « as a free parameter depending on
the target accuracy. The constants in all the theorems can be improved if we track them more
carefully, and we did not attempt to optimize them in this paper.

B.2.2. PROOF STRATEGY FOR THEOREM 10

We show in Section B.2.5 that the robust one-dimensional statistics, fi,(My o) and 02(My q),
have small sensitivity if the dataset is resilient. Consequently, Dg(ft) has a small local sensitivity,
i.e., the sensitivity is small if restricted to [ close to p and if the dataset is resilient. To ensure
DP, we run RELEASE only when those two locality conditions are satisfied; we first PROPOSE the
sensitivity A and a threshold 7, and then we TEST that DP guarantees are met on the given dataset
with those choices. Resilient datasets (7) pass this safety test with a high probability and (i¢) achieve
the desired accuracy, both of which rely on our general analysis of HPTR with a general distance
function (Theorem 15). We give sketches of the main steps below.

One-dimensional robust statistics have small sensitivity on resilient datasets. Consider the ro-
bust projected mean 41, (M, ) for some small enough @ > 0. If S'is (a, p1, p2)-resilient, then the
following technical lemma shows that the top and bottom (2/5.5)a-tails cannot deviate too much
from the mean.

Lemma 10 (Lemma 10 from (Steinhardt et al., 2018)) For a («, p1, p2)-resilient dataset S with
respect to (p, %) and any 0 < & < «, the following holds for any subset T' C S of size at least an
and for any unit norm v € R%:

1 2-a
‘m Z<U,xi_ﬂ>‘ < —5 PLov,and )
x; €T
1 2—-a
7 X (wai-w?=ol)] < ZZFmol. ®)

z, €T
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Under the definitions in Eq. (3), the top (2/5.5)a-tail denoted by 7, , and bottom (2/5.5)c-tail
denoted by B, o have the empirical means that are no more than O(o,p1/a) away from the true
projected mean /i, respectively. It follows that there exists at least one data point in 7, ,, and one
data point in B, , that are no more than O(c,p1/«) away from fi,,. This implies that the range of
the middle subset M,, , is provably bounded by O (o, p1 /), and the sensitivity of the robust mean
po(My o) is guaranteed to be O(a,p1/(an)). We can similarly show that 02 (M., ) has sensitivity
O(02p?/(a®n)), as shown in Eq. (18). Note that these sensitivity bounds are local in the sense that
they require the data to be («, p1, p2)-resilient.

Small local sensitivity of Dg(j1). Under the above sensitivity bounds for i, (M, ) and 02(M, o),
it follows after some calculations as shown in Eq. (19) that the sensitivity for a resilient dataset S is
bounded by

—1/2/~
| Ds(ip) - D ()] < C'22(1+ pul="Y (“_“)”) , ©)
an @
for some constant C” and all neighboring datasets S, assuming ps is sufficiently small. Note that
this sensitivity bound is local for two reasons; for this sensitivity to be small (i.e. O(p1/(an))), we
require S to be resilient and [ to be close to u. Thus, the meaning of local here is two fold, while
traditionally local sensitivity in the privacy literature only concerns the sensitivity of a particular
dataset S. We handle these two localities with the TEST step, among other things, checks that the
DP conditions are satisfied for the given dataset and the choice of A and 7, which bounds the support
of the exponential mechanism to be within B ¢ = {1 : Dg(ft) < 7} with a choice of 7 = O(p1).
Consequently, we require p?/a < 1 for the second term in Eq. (9) to be dominated by the first.
Fortunately, this is indeed true for all scenarios of interests to us. For sub-Gaussian distributions,
p? = a*log(1/a) < a. For k-th moment bounded distributions with k& > 3, p? = o?>~2/F <« a.
For covariance bounded distributions, we do not hope to get a Mahalanobis distance guarantee.
Instead, we aim for a Euclidean distance guarantee whose sensitivity does not depend on /i, and we
do not require p% /o < 1 (Section B.3.3).

Sample complexity analysis. Assuming the sensitivity of Dg(/1) is bounded by A = O(p1/(an)),
which we ensure with the safety test, we analyze the utility of the exponential mechanism. For a
target accuracy of ||S =12 (i — u)|| = O(p1), we consider two sets Boye = {1 : |27 Y2(i— p)|| <
cop1} and By, = {fi : |2"Y2(js — p)|| < c1p1} for some ¢y > ¢1. The exponential mechanism
achieves accuracy cgp; with probability 1 — ( if

]P)(ﬂ ¢ Bout) VOI(B,HS) e*icom -
P(i € By) ~ Vol(By,) e 1xctPt —

N

P(jt ¢ Bout) < O(d)g=gx (oot < ¢

where the second inequality requires Dg (/1) ~ [|X~1/2(ji — p)||, which we show in Lemma 12.
Since the volume ratio is Vol(B;.5)/Vol(Bou) = €@, 7 = O(p1), and A = O(p1/(an)), it is
sufficient to have a large enough ¢g and n = O((d +1og(1/¢))/(ae)) with a large enough constant.

Safety test. We are left to show that for a resilient dataset, the failure probability of the safety
test, P(m, + Lap(2/e) < (2/¢)log(2/6)), is less than . This requires the safety margin to be
large enough, i.e., m; > k* = (2/¢)log(4/(6¢)). Recall that the safety margin is defined as the
Hamming distance to the closest dataset to S where the (¢/2, /2)-DP condition of the exponential
mechanism is violated. We therefore need to show that the DP condition is satisfied not only for .S
but for any dataset S” at Hamming distance at most k£* from S.

28



DIFFERENTIAL PRIVACY AND ROBUST STATISTICS IN HIGH DIMENSIONS

Consider two exponential mechanisms, (. A - g1y and 7 A 7 sy, on neighboring datasets S’
and S”. Since B. g # B;g», we separately analyze the intersection B, g» N B, g» and the dif-
ferences B, ¢ \ B; g and By g \ B;g. In the intersection, we show that the two probability
distributions are within a multiplicative factor e%/2 of each other:

IP)T(S,A,T,S/) (/.Al, S A) S 65/2PT(5,A,T,S") (/.Ala S A)

forall A C B; ¢ N B gr, S’ within Hamming distance £* from a resilient dataset .S, and S” ~ 5"
The main challenge is that S’ is no longer a resilient dataset but a k*-neighbor of a resilient dataset.
Since such S is (k* /n, «, p1, p2)-corrupt good (Definition 9), we show that corrupt good sets also
inherit the bounded local sensitivity of a resilient dataset seamlessly, as shown in Lemma 16.

In the set difference, we show that the total probability mass, Pr._ , _ o (v € Brs \ By ) and
Pran S,>(ﬂ € B;g \ Brg), are bounded by 9, respectively, as long as the overlap of the two
supports are large enough. This requires 7 > Ak*, as we show in Appendix F.1, which is satisfied

for n > (log(1/(6¢))/ (ae)).

Outline. The analyses for the accuracy and the safety test build upon a universal analysis of HPTR
in Theorem 15, which holds more generally for any distance function D¢(é) in the estimation
problems of interest. For mean estimation, we show in Sections B.2.3-B.2.5 that the sufficient
conditions of Theorem 15 are met for the choices of constants and parameters: p = p;, cg = 31.8,
1 =10.2, k* = (2/¢)log(4/(6¢)), 7 = 42p1, and A = 110p1/(an). We can set ¢ to be a large
constant and will only change the constant factor in the sample complexity, which we do not track.
A proof of Theorem 10 is provided in Section B.2.6, from which Theorem 9 follows immediately.
All the lemmas assume ((1/5.5)c, «, p1, p2)-corrupt good set S, o < 0.015, p; < 0.013, and
p2 < 0.0005. We omit this assumption in stating the lemmas for brevity.

B.2.3. RESILIENCE IMPLIES ROBUSTNESS

For the assumption (d) in Theorem 15, we show that Dg(i) is a good approximation of the true
distance ||X~Y/2(/i — )| in Lemma 12. We first show that the one-dimensional mean and the
variance of the filtered out M, ,, are robust.

Lemma 11 For any unit norm v € R, [(v, i — (Mo o))| < 6p1 0y and 0.90, < 0y(My o) <

1.10,,.

Proof For the mean bound,

’<?}, n—= N(Mv,cx»’

|Mv al Sbad’ |Mv al Sgood|
< — a v,a) T — T ) ood M v,ae) T
< Myl (0, 1(Sbaa N Mu,a) — )| + Moa [ (v, 1(Sgood N Mu,a) — )]
(1/5.5)a  2proy 1—-(1/5.5)a -
= 1-(4/55)a (1/55)a | 1— (4/5.5)a"7"
< (2014 p1)ow/(1 = (4/5.5)a) . (10)

The second inequality follows from the following. First, [(v, t4(Sgo0d N Mya) — p)| < oywp1 by
the definition of resilience and that fact that |Sgooq N Myo| > (1 — (5/5.5)a)n. Next, since
|(v, 1(Sbad N My o) — )| is less than [(v, p1(Seo0d N To,a) — )| OF [(, 11(Sgood N Bo,a) — )|, both
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of which are at most 2p10,/(1/5.5)a, from applying Lemma 10 with a set size at least (1/5.5)an,
we have

2
|(v, p1(Shaa N Mv,a) —mw| < ( P10y -

/5500
The mean bound follows from (10) and « < 0.1. For the variance upper bound,

1 1
v v, 2 = i v, 2 < i 2
oMua)” = A @B D (vwi = p(Mua))? < (1— (4/5.5)a)n >, (wai—w?,

IieMv,a xieMv,a

where the first inequality follows from the fact that subtracting the empirical mean y(M,, ) min-
imizes the second moment. We can decompose the empirical deviation and show an upper bound
first:

S ento (0,21 — 1) — 0?)
(1—(4/5.5)a)n

chiEMu,aﬁSbad(<v7 Tq — M)Q - ‘712;) ine/vlv,amsgood(@a Li — /L>2 - Ug)

(1= (4/5.5)a)n + (1— (4/5.5)a)n
(6% ) 0'2 — O )X 0'2
¢ (B0t (1= W59t g,z W

where in the second inequality we used resilience on M, o N Sgo0q Of size at least 1 — (5/5.5)a.
For x; € Spaq N My o, we use the fact that

2 _ 2 2 _ 2
{Zjesgoodﬂ%,a«”v Tj— ) —oy) Zjesgoodnlsv,a(@a Tj— p)* —oy) }

2 2
V, T — 1) — 0O < max ,
| < ’ > ‘ |Sg00d N 7;,a| |Sg00d N Bv,oa‘

v

2p20;,

= 1/55)a’

where we used Eq. (8) in Lemma 10 for sets with size at least (1/5.5)an. For the variance deviation
lower bound,

ZzieMv,&(@:mi - N(Mv,a»Q - Jg) _ ine/\/tma (<U7xi - M>2 - ‘7121 — (v, — N(Mv,a)>2)

(1 - (4/5.5)a)n B (1—-(4/55)a)n
EeieMatsind (05— 1= 00) | eMyansipod (070 7 0) s
= (1— (4/55)a)n (1— (4/5.5)a)n o
2p902 1—(4/5.
P20y ( /5 5)(1p20_3 N 36p%012, > —(3.2p2 + 36p%)012, ) (12)

= 1o (4/5.5)a  1— (4/5.5)a

where we used o < 0.1, the first term only uses the fact that |Spaq| < (1/5.5)an, the second term
uses resilience, and the last term uses the mean bound we proved earlier. In (11) and (12), assuming
p1 < 0.04, and p2 < 0.035, we have /1 + 6p2 < 1.1 and \/1 —3.2p2 — 36p% >0.9. |

We show that resilience implies our estimate of the distance is robust.

Lemma 12 If i € B, s and 7 = 42p,, then | |S7V2(j— p)|| — Ds(f)

< 6p1+0.17 < 10.2p;.
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Proof From Lemma 11, we know that for all /i € B; g,

0 <Ua/l_u(Mv a)> <U,ﬂ—ﬂ> —6/)10’1)
Dg(fi) = max ’ > max . (13)
( ) lvl|=1 UU<Mv,o¢) [|v]|=1 1.1O'U
and
- (v, it = WMy ) (v, L — ) + 6p10y,
Dg(fi) = max ’ < max . (14)
(&) li=1  ou(Muya) lof|=1 0.90,

Applying Lemma 7, we get 0.9Dg(f1) — 6p1 < |X~Y2( — p)|| < 1.1Dg(j1) + 6p;. Since
Dg(f1) < 7, we get the desired bound.
|

B.2.4. BOUNDED VOLUME

We show that the assumption (a) in Theorem 15 is satisfied for robust estimate Dg(1).
Lemma 13 Forp = p1, ¢c; = 10.2, 7 = 42p;, A = 110p; /(an), and ¢ > log(67/12) +log((co+
2¢1)/c1), we have (7/8)T — (k* +1)A > 0,
VOI(BT+(k*+1)A+c1p,S)
Vol(B(7/8)r—(k*+1)A-c1p,5)
Vol({ju: 2712 = Il < (co+2c1)p}) o
Vol({t + [I5712 (it = )|l < e1p}) - '

cod
2% and

IN

e

Proof The second part of assumption (a) follows from the fact that
Vol({fi: [|S72(p — w)|| < 7}) = calSpr?

where |X| = H;l:l 0j(X) is the determinant of ¥ and ¢;(X) is the j-th singular value for some
constant ¢, that depends only on the dimension and selecting co > log((co + 2¢1)/c1).

The first part is tricky since we do not yet have a handle on the set By g for ¢ > 7. In particular,
we do not know how D (/1) relates to |S~'/2(j1 — u)]| for such a /i outside of B, g. To this end,
we use the following corollary.

Corollary B.1 (Corollary of Lemma 12) If i € Ba, s and T = 42p1, then | |[S7Y2(3 — p)| —
Ds(f1) | < 14.2p1.

We will show that (7/8)7 — (k* + 1)A > 0. Since this implies that 7 + (k* + 1)A < 27, we
can use the above corollary to show that

VOUBy e nateps)  _ VOl({a: ISV — p)l S 7+ (B + DA+ eip+ 142p1})

Vol(B(z/8)r—(kr+1)a-c1p,s)  — Vol({fi: [E712(a — p)l| < (7/8)7 — (k* + 1)A — c1p — 14.2p1 })
B ( T+ K"+ 1D)A+cip+14.2p )d
 \(7/8)T — (k* + 1)A — c1p — 14.2p4

(67/12)% < e2?

for the choices of p = p1, ¢1 = 10.2, 7 = 42p;, A = 110p1/(an), and ca > log(67/12),

where we used the fact that for n > C'log(1/(0¢))/(ce) with a large enough constant C, we have
(k* +1)A < 0.3p;. It follows that the condition (7/8)7 — (k* 4+ 1)A > 0 is also satisfied. [

IN
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B.2.5. RESILIENCE IMPLIES BOUNDED LOCAL SENSITIVITY

We show that resilience implies the assumption (b) in Theorem 15 (Lemma 16). However, since
local sensitivity needs to be established first for not just the given set S but also Hamming distance
k* + 1 neighborhood of S, we need robustness results for this broader regime. Assuming (k* +
1)/n < a/11, we can extend robustness results analogously, as follows. We consider a set S” with
k data points arbitrarily changed from S. This implies that S is a ((1/5.5)a + (k/n), a, p1, p2)-
corrupt good set with respect to (i, 22). We first prove the analogous bounds to Lemma 11 for this
S’

Lemma 14 For an ((1/5.5)a + &, «, p1, p2)-corrupt good set S’ with respect to (u, %), &
(1/11)a, and any unit norm v € RY, [(v, u — u(My.0))| < 14p1 0y and 0.90, < 0,(My.q)
1.10,,.

Proof Analogous to (10), we have

VARIVAN

(1/5.5)a+a  2pioy 1-(1/5.5)a—a
(0 p =Mool = TG 5 (1/5.51)a —& ' T 1-(4/55)a M7
< ldpioy,

where we used the fact that (5/5.5)a + @ < a. Analogous to (11), we have

Yaemyo (02 — p(Moo))* — o) ((1/55)a + &) (i dia=z)on + (1= (1/5.5)a — G)paoy
(1—(4/5.5)a)n - 1—(4/5.5)a
< l4pyo?.

Analogous to (12), we have

Loemea (22 = (Moo))® —07)  — ((1/5.5)a+@)2p02 22
(1— (4/5.5)a)n = T - (4/55)a)((1/55)a—a) P1o
> —(7.3p2 + 196p3 )07 .
For oo < 0.045, p; < 0.013, and p2 < 0.0005, we have the desired bounds. [ |

Lemma 15 Foran ((1/5.5)c + &, v, p1, p2)-corrupt good set S’ with respect to (11, %) and & <
(1/11)a, if i € By gr for somet > 0 then we have | S7Y2(j—p)|| < 14py + 1.1t and ‘D([L, S’ —
157420 — p)|l| < 14p1 + 0.1¢.
Proof Analogously to the proof of Lemma 12, we have

LID(,8) > —14py + [572(i— )], and

0.9D(i,S") < ldpy + S (i — )| -
This gives the desired bound. n

The sensitivity of Dg(j1) is local in two ways. First, we get the desired sensitivity bound for

a dataset S that behaves nicely, which is captured by the notion of a ((1/5.5)a, «, p1, p2)-corrupt
good set S. Second, the sensitivity bound requires the estimate parameter [ to be close to y in
|==Y2(fi — p)||. Both locality in dataset and locality in estimate are ensured by the safety test

(Test step in HPTR). To show that corrupt good datasets pass the safety test, the following lemma
establishes that those datasets have small local sensitivity.
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Lemma 16 For A = 110p1/(an), 7 = 42p1, and an ((1/5.5a), av, p1, p2)-corrupt good S, if
log(1/(o
_ psllf00)) s

Qg

then the local sensitivity in assumption (b) is satisfied.

Remark. Note that to keep A = O(p1/(an)) that we want (and is critical in getting the final
utility guarantee), we need the extra corruption to be k*/n = O(«). This implies n = Q(k*/a) =
Q(log(1/(6¢))/(ecx)). Further, k* = Q(log(1/(d¢))/e) cannot be improved since it is critical
in achieving a small failure probability in the Testing step. Hence, the sample complexity of
Q(log(1/(6¢))/(ex)) cannot be improved under the current proof strategy.

Proof Since S is ((1/5.5)a, a, p1, p2)-corrupt good and dy(S,S") < k*, it follows that S’ is
((1/5.5)a + &, a, p1, p2)-corrupt good with & = (k*/n). We further assume that & < (1/11)a,
which follows from k* = (2/¢)log(4/(6¢)) and n = Q(log(1/6¢)/(cx)) with a large enough
constant. We show that this resilience implies that S’ is dense around the boundary of M,, ., which
in turn implies low sensitivity.

Recall that 7, o, C S is the set of data points corresponding to the largest (2/5.5)an data points
in the projected set SEU) = {{(v, %) }s,es’, and B, o C S is the bottom set. Let Sg0q denote the
original uncorrupted resilient dataset. Applying Lemma 10 to Sgood N To,a (and Sgood N By.a) of
size at least (1/11)« (since the corruption fraction is at most (1/5.5)a + & < (1.5/5.5)«),

2p10y
(1/11)a
This implies that there is at least one good data point that is closer to the center than the means of
the upper tail and the bottom tail:

} 2p10y

, and|<v,u(5goodﬂl'5va - a/1)a

’ <v’ M(Sgood N %,a) - N> ’ <

2p10y
(i/1D)a

It follows that the distance between two closest points in 7, and B, , is bounded by

2p100 and min | v,z — p) | <

. ; — < ,
min ‘<v,m N)‘ = (1/1D)a ;€ Sg00dMBu,a

T ESgood m%,a

xiesgjfmﬂ,a<v’xi> - xiesglci}é&,,a (v,;) < (44/a)pioy , (16)
when pn € M, . When p € T, o Or j1 € B, 4, it is straightforward that the above inequality holds.
This implies low sensitivity as follows.

Recall that M, ,(S’) denotes the middle part after filtering out the top and bottom (2/5.5)c
quantiles from {(v,x;)},,cs/. For a neighboring dataset S” and the corresponding S{; > con-
sider a scenario where one point z; in MU,Q(S’ ) is replaced by another point Z;. If (v,Z;) €
[MAXy,€8,00aNBy .o (Vs Ti) s Milg,es,,04nT, o (U, i) |, then Eq. (16) implies that |(v,z; — &;)| <
(44/a)p10y. Otherwise, M, o(S"”) will have x; replaced by either arg minjes, 47, o (v, ;) Or
arg maxjes, .4nB, (U, ;). In either case, Eq. (16) implies that |(v, z; — ;)| < (44/a)p10,. The
other case of when the replaced sample z; € S is not in M,, ., follows similarly.

From this, we get the following bounds on the sensitivity of the robust mean and robust vari-
ance. Note that using robust statistics is critical in getting such small sensitivity bounds. Let
o= My o(S") and p”" = p(M, o(S”)), where we write the dataset S” in M, o(S”) explicitly,

/ " 44py0,
[ =i < S s sy

amn
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For the variance bound, let 0/ = 02(M,o(S')) = (1/’/\/‘%&(5/)‘)ZazgeMv,a(S')@:x; —
w)? and 0? = 02(Mya(S")). Since (1 — (4/5.5)a)no’? = ZzgeMv,a(S’)@vx;' — )2 =
S et (51 (002 V {0, 1 12)2), we have (1(4/5.5)0)n 02 —0) = Ypreaq, o 02 24
w')? _Zz;’eMU,a(S”) (v, 2 — )2 —(1—(4/5.5)a)n(v, W’ — u')?. We bound each term separately.
Note that M,, o (S’) and M,, (S”) only differ in at most one data point. We denote those by 2’ and
x”, respectively. Then,

S wal-ui = Y waf | = (e = ) = (=
@ EMoy o (S") 2/ €EMy,a(S")
<’U,SC/ + $// o 2,u”><v,x' o 33”) ’
— ’ <’U, ZE/ o Ml> + <’U, ,LL/ o H/,> 4 <’U, I” o M//)‘ ’<’U7LIJ‘/ - .CC,/> ‘

2
< 3<44p10"u> 7
o

and

(44,0101))2
(a(1 = (4/5.5)a)n)?

(1—(4/5.5)a)n{v, i — "> < (1 - (4/5.5)a)n

This implies that

(441 (0/2)0,)? 1 A(44pr0,)?
(1—(4/5.5)a)na? ( + (1-— (4/5.5)a)n) = (1—(4/5.5)a)na?

o — o] <

(18)

Together, we get the following bound on the sensitivity of D(j, S"). Since max, a,, — max, b, <
maxy |a, — by|, we have

| Dsi()) = Dsn(1) | < max

ol o,

B [ N S T U TR

vzt ol oo o, o

44p1 —1/2¢ 5 Ty
< s—1/2(5 _ L R > R )
S 09a( = @sa)an T IE TR i)limax oy — o
2

< i I 2~ )]

0.9a(1 — (4/5.5)a)n  a?(1 — (4/5.5)a)nH

where we used triangle inequality in the second inequality and the third inequality follows from
ol > 0.90, (Lemma 14), Egs. (17), and Lemma 7, and the last inequality follows from ¢!/ > 0.90,
and (18).

From Lemma 15, /i € B4 (y+43)a,5 implies 1712(3 — w)|| < 14py + 1.1(7 + (K* + 3)A).
From Lemma 14, |S~1/2(p—p")|| < 14p;. We apply triangle inequality and show that || ~/2(ji—
w")|| < ea/ py for the choices of A, k*, 7 and n, with an arbitrarily small constant c:

ISTV2 (0 — )| < 28p1 + 11(7 + (K + 3)A)
log(1
< Cpy P og(1/(5¢))
ean

< 2091 )
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for some constant C' > 0, where A = 110p1/(an), 7 = 42p1, k* = (2/e)log(4/(6¢)), and
n > C'log(1/(5¢))/(e @). Under the assumption that p? < ca and a < ¢ for some small enough
¢, this implies

A ) 44p, 121p;
D i —D 1" < 1 2
|Dsr(f1) = D ()] < 0.9(1—(4/5.5)a)an( T Cm)
- (44/0.9)p1 1+ 44c <A - 110p1 (19)
an  1—(4/5.5)c an
|

B.2.6. PROOF OF THEOREM 10

We show that the sufficient conditions of Theorem 15 are met for the following choices of constants
and parameters: p = d, p = p1, ¢o = 31.8, ¢ = 10.2, 7 = 42p;, and A = 110p; /(an). We can
set co to be a large constant and will only change the constant factor in the sample complexity.

The assumptions (a), (b), and (d) follow from Lemmas 13, 16, and 12, respectively. Assump-
tion (c) follows from

110p1 1.2p1e _ (co — 3c1)pe
an  ~ 32(ced + (£/2) +10g(16/(56¢)))  32(cad + (¢/2) + log(16/(6¢))) ’

for a large enough n > C’(d + log(1/(6¢)))/(ae). This finishes the proof of Theorem 10, from
which Theorem 9 immediately follows.

A =

B.3. Step 3: Near-optimal guarantees

We provide utility guarantees for popular families of distributions in private or robust mean estima-
tion literature: sub-Gaussian (Barber and Duchi, 2014; Lai et al., 2016; Steinhardt et al., 2018; Zhu
etal., 2019; Karwa and Vadhan, 2017; Kamath et al., 2019; Cai et al., 2019; Bun et al., 2019; Biswas
et al., 2020; Aden-Ali et al., 2020; Brown et al., 2021; Diakonikolas et al., 2019a; Diakonikolas
et al., 2017; Dong et al., 2019; Hopkins, 2020; Diakonikolas et al., 2018; Huang et al., 2021), k-th
moment bounded (Barber and Duchi, 2014; Lai et al., 2016; Steinhardt et al., 2018; Zhu et al., 2019;
Kamath et al., 2020), and covariance bounded (Barber and Duchi, 2014; Lai et al., 2016; Steinhardt
etal., 2018; Zhu et al., 2019; Kamath et al., 2020; Dong et al., 2019; Hopkins et al., 2020; Depersin
and Lecué, 2019, 2021). We apply known resilience bounds for each family of distributions and
substitute them in Theorems 9 and 10. In all cases, the resulting sample complexity is near-optimal,
which follows from matching information-theoretic lower bounds.

Since we aim for Mahalanobis distance error bounds, the corresponding mean resilience we
need in Definition 8 scales linearly in the projected standard deviation. For sub-Gaussian distri-
butions, this requires the projected variance v' Xv to be lower bounded by how fast the tail is
decreasing, as captured by the sub-Gaussian proxy Q(v'I'v) in Eq. (20) (Section B.3.1). For k-
th moment bounded distributions with £ > 3, this requires the projected variance to be lower
bounded by Q(E[|(v, = — ) |¥]?/*), a condition known as hypercontractivity (Section B.3.2). When
we do not have such lower bounds on the covariance, HPTR can only hope to achieve Euclidean
distance error bounds. Under our design principle, this translates into the choice of Dg(i1) =
max||<1{v, i) — pw(Moy,a). We give an example of this scenario with covariance bounded distri-
butions (Section B.3.3).
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B.3.1. SUB-GAUSSIAN DISTRIBUTIONS

We say a distribution P is sub-Gaussian with proxy I' if for all ||v|| = 1 and ¢t € R,

Esnp[ exp(t (v,z))] < exp (20)
Under this standard sub-Gaussianity, we are only guaranteed mean resilience of Eq. (5), for ex-
ample, with R.H.S scaling as p; Vv T'v instead of p; Vv T Xv. This implies that the Mahalanobis
distance of any robust estimate can be made arbitrarily large by shrinking the covariance in one di-
rection such that v " ¥v < v T'v. To avoid such degeneracy, we add an additional assumption that
> = cI', which is also common in robust statistics literature, e.g., (Jambulapati et al., 2020). With
this definition, it is known that sub-Gaussian samples are (o, O(a+/log(1/a)), O(alog(l/a)))-
resilient.

Lemma 17 (Resilience of sub-Gaussian samples (Zhu et al., 2019) and (Jambulapati et al.,
2020, Corollary 4)) For any fixed a € (0,1/2), consider a dataset S = {x; € R¥}" | of n
i.i.d. samples from a sub-Gaussian distribution with mean u, covariance %, and a sub-Gaussian
proxy 0 < I' < 1% for a constant c;. There exist constants co and c3 > 0 such that if n >
ca((d +1og(1/¢))/(alog(1/a))?), then S is (o, cgay/log(1/a), csalog(1/a))-resilient with re-
spect to (., X) with probability 1 — (.

This lemma and Theorem 9 imply the following utility guarantee. Further, from Theorem 10,
the guarantee also holds under a--corruption of the i.i.d. samples from a sub-Gaussian distribution.

Corollary B.2 Under the hypothesis of Lemma 17, there exists a constant ¢ > 0 such that for any
a € (0,¢), a dataset of size

_ o d+]log(1/¢) | d+log(1/(6¢))
"= O( (alog(1/a))? ag ) ’

sensitivity of A = O((1/n)+/log(1/«)), and threshold of T = O(a\/log(1/«)), with large enough
constants are sufficient for HPTR(.S) with the distance function in Eq. (3) to achieve

=72 (i — w)ll = O(a/log(1/a)) 1)

with probability 1 — (. Further, the same guarantee holds even if a-fraction of the samples is
arbitrarily corrupted, as shown in Assumption 1.

This sample complexity is near-optimal up to logarithmic factors in 1/« and 1/{ for 6 =
e~ Even for DP mean estimation without corrupted samples, HPTR is the first algorithm
for sub-Gaussian distributions with unknown covariance that nearly matches the lower bound of
n = Q(d/a?+d/(ae) +log(1/)/e) from (Karwa and Vadhan, 2017; Kamath et al., 2019), where
Q hides polylogarithmic terms in 1/, 1/a, d, 1 /¢ and log(1/8). The third term has a gap of 1/a
factor to our upper bound, but this term is dominated by other terms under the assumption that
§ = e 9, For completeness, we state the lower bound in Appendix H. Existing algorithms are
suboptimal since they require either n. = O((d/a?) + (d(log(1/6)?)/(ae?))) samples with (1/¢2)
dependence to achieve the error rate of Eq. (21) (Brown et al., 2021) or extra conditions, such as
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strictly Gaussian distributions (Brown et al., 2021; Bun et al., 2019) or known covariance matrices
(Kamath et al., 2019; Aden-Ali et al., 2020; Barber and Duchi, 2014).

The error bound is near-optimal in its dependence in « under a-corruption. HPTR is the first
estimator that is both (g,5)-DP and also achieves the robust error rate of |[X~Y2(j — )| =
O(ay/log(1/a)), nearly matching the known information-theoretic lower bound of ||S~/2(ji —
w)|| = Q(a) (Chen et al., 2018). This lower bound holds for any estimator that is not necessarily
private and regardless of how many samples are available. In comparison, the existing robust and
DP estimator from (Liu et al., 2021), which runs in polynomial time, requires the knowledge of the
covariance matrix ¥ and a larger sample complexity of n = Q((d/a?) 4 (d3/21og(1/6))/(ce)). If
privacy is not required (i.e., € = 00), a robust mean estimator from (Zhu et al., 2019) achieves the
same error bound and sample complexity as ours.

B.3.2. HYPERCONTRACTIVE DISTRIBUTIONS

For an integer & > 3, a distribution P, 5; is k-th moment bounded with a mean p and covariance
Y if for all ||v]| = 1, we have E,p, [|{v, (x — p))|*] < &* for some x > 0. However, similar
to the sub-Gaussian case, Mahalanobis distance guarantees require an additional lower bound on
the covariance. To this end, we assume hypercontractivity, which is common in robust statistics
literature, e.g., (Klivans et al., 2018).

Definition 18 A distribution P, is (k, k)-hypercontractive if for all v € R%, E,p, [|(v, (z —
P)IF] < KF (T E0)M2,

Although samples from such heavy-tailed distributions are known to be not resilient, it is known
that they are O(«)-close in total variation distance to an (v, O(a'~ /%), O(a!'~2?/))-resilient dataset.
This means that the resulting dataset is ((1/11)c, o, O(a'=Y/*), O(al=2/%))-corrupt good, for ex-
ample. Note that hypercontractivity is invariant under affine transformations, and « does not depend
on the condition number of the covariance.

Lemma 19 (Resilience of £-th moment bounded samples (Zhu et al., 2019, Lemma G.10)) For
any fixed o € (0,1/2), consider a dataset S = {x; € R¥}"_, of n i.i.d. samples from a (k,k)-
hypercontractive distribution with mean 1 and covariance % > 0 for some k > 3. For any c3 > 0,
there exist constants c1 and cy > 0 that depend only on cs such that if

d k2a?2/kdlogd k2dlogd
Cl( ) )

n = C2(-1/R) q2(1-1/k) + 247k 2 a2/k

then S is (czar, o, cokra = VRCE o k2k201=2/E¢=2/%) corrupt good with respect to (11, ©) with
probability 1 — (.

This lemma and Theorem 9 imply the following utility guarantee. Further, from Theorem 10, the
guarantee also holds under (1/5.5—c3)a-corruption of the i.i.d. samples from a (k, k)-hypercontractive
distribution. Choosing appropriate constants, we get the following result.

Corollary B.3 Under the hypothesis of Lemma 19, there exists a constant c, . ¢ that depends only
on k, K, and ( such that for any o € (0, . 1.¢ ), a dataset of size

d +log(1/(5¢)) d k2a?~%/*dlogd = k*dlog d)

n = O< cor <2(1—1/k)a2(1_1/k) + 42—4/]{;K/2 ag/k‘
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sensitivity of A = O(1/(na'/*)), and threshold of T = O(a*~/*) with large enough constants
are sufficient for HPTR(S) with the distance function in Eq. (3) to achieve ||X~V?(ji — p)|| =
O(lmCil/kalfl/k) with probability 1 — (. Further, the same guarantee holds even if a-fraction of
the samples is arbitrarily corrupted, as shown in Assumption 1.

This sample complexity is near-optimal in its dependence in d, 1/, and 1/a when § = e~ ©(4),
Suppose (, k, and k are ©(1). Even for DP mean estimation without robustness, HPTR is the first
algorithm that achieves || X ~'/2 (i — p)|| = O(a! /%) with n = 5(a2(1§1/k> + dHOfOEl/é)) samples,
which nearly matches the known lower bounds. The first term O(d/a*(!=1/%)) cannot be improved
even if we do not require privacy. The second term O((d + log(1/d))/ea) nearly matches the
lower bound of n = Q(min{d,log((1 —e™¢)/d)}/(ecr)) for DP mean estimation that we show in
Proposition B.5. If 0 < e < 1land d = e—©Wd) (as assumed in (Barber and Duchi, 2014)), the upper
and lower bounds match. An existing DP mean estimator (without robustness) of (Kamath et al.,
2020) achieves a stronger (&, 0)-DP and similar accuracy but in Euclidean distance with a similar
sample size of n = O(ﬁ + %) However, it requires a known or identity covariance matrix

and a known bound on the unknown mean of the form z € [~ R, R]?. Such a bounded search space
is critical in achieving a stronger pure privacy guarantee with § = 0.

The error bound is optimal in its dependence in v under c-corruption. The error bound ||X~ 1/2 (i—
1| = O(a'~*) matches the following information-theoretic lower bound in Proposition B.4;
no algorithm can distinguish two distributions whose means are at least O(al_l/ k) apart from
a-fraction of samples corrupted, even with infinite samples. HPTR is the first algorithm that guar-
antees both differential privacy and robustness (i.e., the error depends only on « and not in d) for
k-th moment bounded distributions. If privacy is not required (i.e., ¢ = c0), a robust mean estimator
from (Zhu et al., 2019) achieves a similar error bound and sample complexity as ours.

Proposition B.4 (Lower bound for robust mean estimation)
For any o € (0,1/2), there exist two distributions Dy and Dy satisfying the hypotheses of
Lemma 19 such that dyv (D1, D) = «, and

172 (11 — po)|| = Q' 1F) |

Proof We construct two scalar distributions Dy and Do with dpy (D1, D2) = « as follows:

(1—a)/2, ifze{-1,1} (1—a)/2, ifee{-1,1}
Di(x) = , and Dy(z) =
(@) {a if v = —al/k 2(7) o if z = al/*
The variance is (1) for both distributions, and |E,p,[2] — Ezup,[z]| = 2o~/ Then, it

suffices to show that D; and Ds are both (O(1), k)-hypercontractive. In fact, we know E..p, [z] =
—a Yk Epp, [2%] = By, [2?] = 1 — a4 a'~2/%, and Ep, [|z|¥] = 2 — . Since o € (0,1/2),
there exists a constant ¢ such that E,.p, [|z — u1|*] < ¢, which concludes the proof.

|

Proposition B.5 (Lower bound for DP mean estimation) Let P, 5. j, be the set of (1, k)-hypercontractive
distributions with mean p € R? and covariance & € R4, Let M. 5 be a class of (¢, 8)-DP esti-
mators using n i.i.d. samples from P € P, s . Then, for € € (0,10), there exists a constant ¢ such
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that

loa((] — o~ 2-2/k
A nf sup ES~P"[||E_1/2(,&(S) _ :U’)H2] > cmin <d/\ Og(( (& )/5)> ,1p.
AEM 5 PERE.E-0,PEP, 5 "

Proof We extend the proof of (Barber and Duchi, 2014, Proposition 4) to hypercontractive dis-
tributions. Before we prove the lower bound, we first establish the private version of the stan-
dard statistical estimation problem. Specifically, let P denote a family of distributions of interest
and 6 : P — O denote the population parameter. The goal is to estimate 6 from i.i.d. sam-
ples x1,x2,...,x, ~ P. Let 6 be an (g, 0)-differentially private estimator. Furthermore, let
p: O x O — RT be a (semi)metric on parameter space © and £ : RT™ — R be a non-decreasing
loss function with £(0) = 0.

To measure the performance of our (&, §)-DP estimator 0, we define the minimax risk as follows:

i%f sup By 2o, nmP [f (p <9 (L1, Tn) ,Q(P))ﬂ : (22)

To prove the lower bound of the minimax risk, we construct a well-separated family of distribu-
tions and convert the estimation problem into a testing problem. Specifically, let V be an index set
of finite cardinality. Define Py = {P,,v € V} C P to be an indexed family of distributions. If for
allv # v € V we have p(P,, P,y) > 2t, we say Py is 2t-packing of ©.

The proof of (Barber and Duchi, 2014, Proposition 4) is based on following lemma.

Lemma 20 ((Barber and Duchi, 2014, Theorem 3)) Fix p € [0, 1] and let Py be a 2t-packing of
O such that P, = (1 — p)Qo + pQy. Let 0 be a (e, ) differentially private estimator. Then,
(V1= 1) - (Jememl — plgel)

l—e—¢

“14 V;Pv (o (0.00P)) 2t) = e , 03

In our problem, we set P to be P = P, s 5. It suffices to construct such an index set V and
indexed family of distributions Py,. We construct a packing set similar to that defined in the proof
of (Barber and Duchi, 2014, Proposition 4). By (Acharya et al., 2021, Lemma 6), there exists a
finite set V C R with cardinality |V| = 24, |jv|| = 1 forall v € V, and |jv — v'|| > 1/2 for
all v # v € V. Define Qg as Qo = N(0,14.4) and Q,, as a point mass on z = a~'/*cv, where
v € V. We construct P, as P, = aQ, + (1 — a)Qo.

We first verify that Py C P. It is easy to see ju(P,) = Epup,[z] = a'~V*v and X(P,) =
Evop,[(z — (P))(x — w(P) "] = (1 — a)Igxq + (1 — a)a~*poT. This implies 1.4 =<
S(P,) = Ijxa. Since E[(X —E[X])*] < E[X*] for any X > 0, it suffices to show that
Eop,[| (u,z) [F] < C* for some constant C > 0 and any ||u|| = 1. In fact, letting c; denote
the k-th moment of standard Gaussian, we have

k
Epr, | (u,2) "] = (1= a)ex + a|(w,a70) | = 0(1).
It is also easy to see that dpy (P, P,y) = a. Let p(61,02) = |61 — 02]|. We also have

1
t= min o' VEjp — || > zal V.
v#v €V 2
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Next, we apply the reduction of estimation to testing with this packing V. For (g, §)-DP estima-
tor i, using Lemma 20, we have

;ugESNPn[HE(P)*l/Z(ﬂ(S)—u(P))HQ] > |V‘ZES~P" IZ(P) = 2(i(S) = n(P))I1?]
€ veVY

¢ 1|ZP (HE ) 12(aS) - 0P| = )

veEV
d/2 (1, —e[na] _ _ 06
> t26 (26 1_67€>
~ 1 + ed/2¢—¢lnal ’

where the last inequality follows from the fact that d > 2.
The rest of the proof follows from (Barber and Duchi, 2014, Proposition 4). We choose

_i ; g_ 1 l—e™
a—ngmm 2 £:708 49ef

—u(P)I?] Z a*2"

so that

sup Egpn [|[Z(P)71/%(
PeP

=
2

This means, for € € (0, 1),

o - 2-2/k
inf  sup Espn[|S(P)2(4(S) — u(P >>|}>min{<d“g(“ )/5)) ,1},

REM: s pep ne

which completes the proof. |

B.3.3. COVARIANCE BOUNDED DISTRIBUTIONS

A distribution P, y; is covariance bounded with mean y and covariance X if ||X|| < 1. Contrary
to the previous cases, the sample variance is not resilient since {(v, z; — 1)?} do not concentrate.
To get around this issue, we use the Euclidean distance: Dy(fi, 1) = ||t — p||. This leads to the
surrogate Euclidean distance of

Ds(ft) = wgg@ ) = po(Mua) - 24)

Since this does not depend on the robust variance 012,(/\/(@704), we only require the following first
order resilience.

Lemma 21 (Resilience of covariance bounded samples (Zhu et al., 2019, Lemma G.3)) For any

fixed o € (0,1/2), consider a dataset S = {x; € R4}, of n i.i.d. samples from a covariance
bounded distribution with mean (i and covariance ¥ - 0. If n = Q(dlog(d/¢)/(«)), then with
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probability 1 — 3¢, for any subset T C S of size |T'| > (1 — a)n, there exists a constant C' > 0 such
that the following holds for all o € (0,1/2) and for all v € R with ||v|| = 1:

’|11—7| Z <Uaxi> — My

z, €T

< Cal/?,

where [, = (v, ).

This lemma and Theorem 10, adapted for the new Dg(j1) = max|,|<1(v, 1) — po(My.a),
imply the following utility guarantee.

Corollary B.6 Under the hypothesis of Lemma 21, there exists a constant c¢ that only depends on
¢ such that for o € (0, ¢¢), a dataset of size

n = o<d+10g(1/(50) . dlog(d/é))7

EQ (07

sensitivity of A = O(1/(n+/«)), and threshold of T = O(\/«) with large enough constants are
sufficient for HPTR(S) with the distance function in Eq. (24) to achieve ||ji — p| = O(a'/?)
with probability 1 — 3(. Further, the same guarantee holds even if a a-fraction of the samples is
arbitrarily corrupted, as shown in Assumption 1.

This sample complexity is near-optimal in its dependence on d, 1/, and 1/a for § = e~ 9@,
It matches the information-theoretic lower bound of n = Q(d/c) from (Kamath et al., 2020).
For completeness, we write the lower bound in Appendix H. This problem is easier than the sub-
Gaussian or k-th moment bounded settings, since the error is measured in Euclidean distance and
hence one does not need to adapt to the unknown covariance. Therefore, there exist other algorithms
achieving near-optimality and even runs in polynomial time (Kamath et al., 2020).

The error rate is near-optimal under a-corruption, matching the information-theoretic lower
bound of ||fi — u|| = Q(a/?) (Dong et al., 2019). Note that there exists an DP and robust algorithm
from (Liu et al., 2021) that achieves near-optimality in both error rate and sample complexity but
requires an additional assumption that the spectral norm of the covariance is known and the unknown
mean is in a bounded set, [— R, R]?, with a known R.

Remark. Corollary B.6 is suboptimal since (1) the error metric is Euclidean ||i — || instead of
Mahalanobis ||X~'/2(ji — )|, and (2) sample complexity scales as 1/¢ instead of log(1/¢). It
remains an open problem if these gaps can be closed. For the former, one could use the Stahel-
Donoho outlyingness (Stahel, 1981; Donoho, 1982),

i)~ Med((n,5))
Dsp) = 50 Ned([{o, 5) — Med((u, S))])

in the exponential mechanism, which replaces second moment based normalization by a first mo-
ment based one that is resilient. Here, Med((v, S)) is the median of {(v, z;) }5,es. Further, replac-
ing the median by the median of means can improve the dependence on (. Such directions have
been fruitful for robust but non-private mean estimation (Depersin and Lecué, 2021).
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Appendix C. Linear regression

In a standard linear regression, we have i.i.d. samples S = {(z; € R y; € R)}7_, from a distribu-
tion Py x, .2 of a linear model:

yi =z B+mi,

where the input z; € R? has zero mean and covariance X and the noise 7; € R has variance
7 We further assume E[z;7;] = 0, which is equivalent to assuming that the true parameter § =

Y~1E[y;z;]. In DP linear regression, we want to output a DP estimate 3 of the unknown model
parameter 3 (which corresponds to § = p in the general notation), assuming that both covariance
¥ > 0 and noise variance 2 (corresponding to ¢ = (X,~) in the general notation) are unknown.
The resulting error is measured in Dy, (3, 8) = (1/7)||ZY2(3 — )|, which is equivalent to
the (re-scaled) root excess prediction risk of the estimated predictor B Similar to Mahalanobis
distance for mean estimation, this is challenging since we aim for a tight guarantee that adapts to
the unknown ¥ without having enough samples to directly estimate >. We follow the three-step
strategy of Section 1.2.1 and provide utility guarantees.

C.1. Step 1: Designing the surrogate Dg(3) for the error metric (1/7)||2'/2(5 — )|

In the RELEASE step of HPTR, we propose the following surrogate error metric for the exponential
mechanism:

o T e, (0 — 2T B) y
s = i, 7 (Moa)d | 2

where 42 is defined as

3 = min = 3 (=l ) (26)

We define Nv B M o and BE,a as follows. For a fixed v, M, , is defined in Section B.1
as a subset of S with size (1 — (4/5.5)a)n that remains after removing (4/5.5)an data points
corresponding to the top (2/5.5)an and the bottom (2/5.5)an of samples when projected down to

Sy = {(v, i) }ien)- We denote a robust estimate of the variance in direction v as 0y, (My o )? =

(1/IMual) Xopiem, . (v ;)2 since x;’s are zero mean. Similarly, for a fixed /3 and v, we consider

a set of projected data points S, 5 = {(v, zi(y; — z; B)) }ie[n) and partition S into three disjoint sets,
B, 5 N, oo and T 5 where B, 5. is the subset of S corresponding to the bottom (2/5.5)an

data points with the smallest values in S B T 5 > corresponds to the top (2/5.5)an data points, and
N, v/, COTTESpONAS to the remaining (1—(4/5.5)a)n middle data points. We use 7, 5 N, B @
B, .o t0 denote both the set of paired examples {(x;, y;)} and the set of indices of those examples
and it should be clear from the context which one we mean.

For a fixed 3, Bg , is defined as a subset of .S with size (1 — (3.5/5.5)a)n that remains after
removing the largest (2/5.5)an data points in set Sz = {(y; — z} B)?}ieqn)-

This choice is justified by Lemma 22, which shows that if we replace the robust one-dimensional
statistics by the true ones, we recover the target error metric. Hence, the exponential mechanism
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with distance Dg(f3) is approximately and stochastically minimizing ||%'/2(3 — 3)]|. For a more
elaborate justification of using Dg(/3), we refer to a similar choice for mean estimation in Sec-
tion B.1.

Lemma22 Forany f € R, 0 < ¥ € R and v > 0, let ol = v Y. If E[niz;] = 0,
yi = x;—ﬁ +ni and (z;,yi) ~ Pg 5 2, then we have

- E v, iy — ;) B
IS8 = max Py 2 {0, @i )] and
vilvf|<1 Ov
v = minE[(y; — =z §)] .
BeRd
Proof We have
Ep, . o0, zi(yi — z] B))] Ep,, »[(v.ai(z] (B~ B) +m;))]
max = max
vilvl|<1 Oy vifv]|<1 Oy
v, 0(08 — 3 .
= max QIO gy
viflv]|<1 Oy

where the second equality uses the fact that n; has zero mean and z; has covariance 3. The last
equality follows from Lemma 52. For the noise, we have E[(y; —z; 8)?] = E[(z] B+ni—2, B)?]
E[n?] +E[(B — B)z;z, (8 — B)], which follows from E[n;z;] = 0. This is minimized when 3 =
and the minimum is 2.

™

’

C.2. Step 2: Utility analysis under resilience

The following resilience is a fundamental property of the dataset that determines the sensitivity of

A~

Dg(B). We refer to Section B.2 for a detailed explanation of how resilience relates to sensitivity.

Definition 23 (Resilience for linear regression) For some o € (0,1), p1 € Ry, p2 € Ry,
and p3 € Ry, we say a set of n labelled data points Sgooa = {(z; € R%y; € R)}, is
(at, p1, p2, p3, pa)-resilient with respect to (3,3, ) for some B € RY, positive definite ¥ € R?*4,
and v > 0 if for any T C Sgooa of size |T| > (1 — a)n, the following holds for all v € R? with
o] = 1:

\@(zi%gw,x»(yi—wi Bl < movy ey
‘ulj’leET(v,a:J < p3o, ,and (29)

where 02 = v Y.
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For example, n i.i.d. samples from sub-Gaussian x;’s and sub-Gaussian 7;’s (independent of
z;’s)is (o, O(arlog(1/a)), O(alog(1/a)), O(ay/log(1/c)), O(alog(1/ax)))-resilient. A resilient
dataset implies a sensitivity of A = O(p1/(an)) = O(log(1/a)/n), where « is a free parameter
determined by the target accuracy (1/7)||2Y2(3 — )| = O(alog(1/c)). We show that a sample
size of O((d + log(1/0))/(ec)) is sufficient to achieve the target accuracy for any resilient dataset.
In Section C.3, we apply this theorem to resilient datasets from several sampling distributions of
interest and characterize the trade-offs.

Theorem 11 (Utility guarantee for linear regression) There exist positive constants c and C such
that for any («, p1, p2, p3, pa)-resilient set S with respect to (5,% = 0,y > 0) satisfying o €
(0,¢),pm1 < ¢ p2 < ¢ pg < ca and py < ¢, HPTR with the distance function in Eq. (25),
A = 110p1/(an), and T = 42p; achieves (1/7)||SY2(3 — B)|| < 32p1 with probability 1 — ( if

o e log(1/(50)

- EQ

€2y

C.2.1. ROBUSTNESS OF HPTR

One by-product of using robust statistics in Dg( B ) is that robustness for HPTR comes for free under
a standard data corruption model.

Assumption 2 (oorrupt-corruption) Given a set Sgood = {(Z; € R% j; € R) ", of n data
points, an adversary inspects all data points, selects oicorruptn Of the data points, and replaces them
with arbitrary dataset Spaq Of size Qcorruptnt. The resulting corrupted dataset is called S = {(z; €

R, y; € R} .

The same guarantee as Theorem 11 holds under corruption up to a corruption of corrupt <
(1/5.5)a fraction of a (a, p1, p2, p3, pa)-resilient dataset Sgo0q. The factor (1/5.5) is due to the
fact that the algorithm can remove (4/5.5)« fraction of the good points and a slack of (0.5/5.5)«
fraction is needed to resilience of neighboring datasets.

Definition 24 (Corrupt good set) We say a dataset S is (Cicorrupt, &, P1, P2, P3, P4)-corrupt good
with respect to (3,%,7) if it is an Ocorrupt-corruption of an (., p1, p2, p3, pa)-resilient dataset

Sgood-

Theorem 12 (Robustness) There exist positive constants ¢ and C such that for any ((2/11)c, ., p1, p2, p3, p4)-
corrupt good set S with respect to (3,% = 0, > 0) satisfying a < ¢, p1 < ¢, p2 < ¢, p3 < ca and
pa < ¢, HPTR with the distance function in Eq. (25), A = 110p;/(an), and T = 42p1 achieves

(1/NISY2(B = B)|| < 32p1 with probability 1 — ¢, if

> o @+ 10g(1/(5Q) (32)

- EQ

We provide a proof in Sections C.2.2-C.2.6. When there is no adversarial corruption, Theorem 11
immediately follows by selecting « as a free parameter.
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C.2.2. PROOF STRATEGY FOR THEOREM 12

The overall proof strategy follows that of Section B.2.2 for mean estimation. We highlight the
differences here.

Lemma 25 (Lemma 10 from (Steinhardt et al., 2018)) For a («, p1, p2, p3, pa)-resilient set S
with respect to (8,%,7) and any 0 < & < a, the following holds for any subset T C S of size at
least &n and for any unit vector v € RY:

& (%gw,m(yi ~alp)| < %o, (33)
|;\ z;€T (v, z:) 0’3 < 2 po o 0205 ) 34

;| z; €T (v,a;) | < 2 — o p30y , and (35)

M;’ (mi’yzi):g(yi g < 2 = % i (36)

This technical lemma is critical in showing that the sensitivity of one-dimensional statistics is

bounded by the resilience of the dataset, such that the sensitivity of Dg(3) for a resilient S is
bounded by

p1+ A/NIEV2B - B))

an

2

Ds(B) = Ds (B < C'(1+2)
for some constant C” and for any neighboring dataset S’. The desired sensitivity bound is local in
two ways: it requires S to be resilient and (1/7)[|%/2(3 — 8)|| = O(p1). Under the assumption
that pg /a = O(1) with a small enough constant, this achieves the desired bound A = O(p;/(an))
with 5 € B; g and 7 = O(p1). The standard utility analysis of exponential mechanisms shows that
the error of (1/7)||£/2(3 — B)|| = O(p1) can be achieved when e?(9=¢XP1 < ¢, which happens if
n = Q((d+1log(1/¢))/(ea)) with a large enough constant. The TEST step checks the two localities
by ensuring that DP conditions are met for the given dataset.

Outline. Analogous to the mean estimation proof, the analyses of utility and the safety test build
upon the universal analysis of HPTR in Theorem 15. For linear regression, we show in Sec-
tions C.2.3-C.2.5 that the assumptions of Theorem 15 are met for a resilient dataset and the choices
of constants and parameters: p = p1, ¢o = 31.8, ¢ = 10.2, 7 = 42p;, A = 110p;1/(an),
T = 42p1, k* = (2/¢)log(4/(¢)), and a large enough constant c. We assume that o < ¢ and
p1 < c for a small enough constant c. A proof of Theorem 12 is shown in Section C.2.6, and
Theorem 11 immediately follows by selecting « as a free parameter.

The above resilience properties also imply the following useful resilience on the Sz = {(y; —
BT i)}y for any vector f3.

Lemma 26 (Resilience of residual square) Let Sgo0q = {(2; € R%,y; € R)}i:[n] be (o, p1, p2, p3, P4)-
resilient with respect to (3, %, 7). Let p* = max{p1, p2, p4}. Then, we have
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1. forany T € Sgo0d of size |T| > (1 — a)n and any vector 3 € RY,

1

Al Yo i BT = (y+ SE =B <o HIEA B =B BT

(wiy:)€T

2. and forany 0 < & < aand T € Sgo0q of size |T'| > an, we have

1 - - 2—a , -
2 Wi BT = O+ IS - RIS+ IR - B o9
(ziy:)€T
Proof The proof follows directly from resilience properties of Eq. (27), (28) and (30). |

C.2.3. RESILIENCE IMPLIES ROBUSTNESS

To show that the assumption (d) in Theorem 15 is sati§ﬁed, we use the robustness of one—dimensiopal
variance o, (M, o) (Lemma 27) and show that Dg(/3) is a good approximation of (1/7)||%'/2(3 —
B)|| (Lemma 29).

Lemma 27 For an ((2/11)a, a, p1, p2, p3, pa)-corrupt good set S with respect to (,%,~) and
any unit norm vector v € R?, we have 0.90, < oy(Myo) < 110,

Proof This follows from Lemma 11. |
Lemma 28 Fora ((2/11)a, «v, p1, p2, p3, pa)-corrupt good set S with respect to (3,3, ) and any
unit norm vector v € R we have 0.99y < 4 < 1.017.

Proof Analogous to the proof of Lemma 25, for any fixed /3, we have

,Bﬁl‘ S (- ol B — (v + [SV2(8 - B2
& ’iEBE’a
1228, (S y00a ¥i — z] B)— (v + |2Y2(8 - B)|)?

= (= @/55)a)n ]
| b~ i B)? = (v + 228 = B)I)?]
(1—-(2/5.5)a)n

@ (1= (2/55)a)np* (v + [SV2(8 = B)I)* L (@/1)an - 2p%(y + =128 - B)I1)?/((2/11)a)
- (1—-(2/5.5)a)n (1-(2/5.5)a)n

—~

(2) 40" 1/20n0 _ 2\[\2
< 4Ap(y+IIEVEB =BT (39)

where (a) follows from Lemma 26, and (b) follows from our assumption that & < ¢ for some small
enough constant c.
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Let F(B) = @Eiegm(% — ;] B)?. We know that 4> = ming F(3) < F(3), which,
together with Eq. (39), implies

72 < (1+4p")7* <1.020197,

when p* < ¢ for some ¢ small enough.
Also, we have

7> (1—4p")(y + [£2(8 = B)I)* = (1 - 4p")7* = 0.9801%.

when p* < ¢ for some ¢ small enough. |

Lemma 29 For a ((2/11)x, «, p1, p2, p3, p4)-corrupt good set S with respect to (3,3, ), if B €

~

Brs and T = 42py, then | |SV2(3 = B)|| /v — Ds(B) | < 0.157 + 1.1p; < 10.2p1.

Proof
By Lemma 22, Lemma 53 and resilience Eq. (27) and Eq. (28), we have

1 TA
m ZieNv,B,a <U, %(Z/z N mi ﬁ)> 1/2 A
max - |[=25 - 8)|
vl <1 Oy
1 A ~
WV, 5] 24N, 5.0 (Jmix;(ﬁ —A+ vaim) v'S(8 - P)
= max — max ——
vl <1 Oy villv[|<1 Oy
v’ (W, 15 \ Zz‘e/\/v b wiz] — E) B-5) o' W IB | Zie/\fv 4.0 Tilhi
g max v,B,a B, + v,B,a B,
viljv]| <1 Oy Ov
1 A 1
< = X wal -2 6|+ = S
‘ Uvﬂvo“ iENv,B,a ‘ v,ﬁ,a’ Z'GNU’B,D‘

< p2lI=Y2(8 =B + pry -

Together with Lemma 27, this implies

0.9Ds(8)F —p1y HEW(B*B)H < LIDs(B)i+p1y
L+ po - - 1 —p2

Assuming py < 0.013, we have 0.86Dg(3) — 1.1p; < "21/2(,8 — 3)” /v < 1.15Ds(f3) +

1.1p;. Since Dg(B) < 7, we get the desired bound. [ |
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C.2.4. BOUNDED VOLUME

We show that the assumption (a) in Theorem 15 is satisfied for robust estimate Dg(/3).

Lemma 30 For p = p1, ¢ = 31.8, ¢ = 102, 7 = 42p;, A = 110p1/(an), and c3 >
log(67/12) + log((co + 2¢1)/c1), we have (7/8)T — (k* + 1)A > 0,

VOI(BT—F(k*-&-l)A—&-clp,S)
Vol(B(7/8)r—(k*+1)A—c1p,5)

Vol({8 : [[ZV2(8 = B)II/ < (co + 2c1)p}) S
Vol({B : [|[SY2(8 = B)||/v < c1p}) a '

< 24 and

Proof
The proof is similar to the proof of Lemma 13. The second part of assumption (a) follows from
the fact that

Vol({5 : [|[£2(8 — )l < r}) = cal=lr?

for some constant ¢4 that depends only on the dimension and selecting co > log((co + 2¢1)/c1).
The first part follows from our choices of cg, ¢, 7, A and the following corollary.

Corollary C.1 (Corollary of Lemma 29) If 3 € By, s and T = 42py, then | |£Y/%(3 — B)|| /v —
Ds(f)| < 14.2p1.

C.2.5. RESILIENCE IMPLIES BOUNDED LOCAL SENSITIVITY

We show that resilience implies the assumption (b) in Theorem 15 (Lemma 34). Assuming (k* +
1)/n < a/2, we show a set S” with at most k* data points arbitrarily changed from S has bounded
local sensitivity. This implies that S’ is a ((1/5.5)a + (k*/n), a, p1, p2, p3, p4)-corrupt good set
with respect to (3, 3, 7).

Lemma 31 For an ((1/5.5)a + &, «v, p1, p2, p3, pa)-corrupt good set S’ with respect to (3,%,7),
& < (1/11)a, and any unit norm v € R%, we have 0.90,, < oy(Mya) < 1.10.

Proof This follows from Lemma 14. |
Lemma 32 Fora ((1/5.5)a + &, «a, p1, p2, p3, p4)-corrupt good set S" with respect to (3,%,7),
and any unit norm vector v € R we have 0.99vy <4 <1.01~.

Proof This proof follows from the proof of Lemma 28. |
Lemma 33 Fora ((1/5.5)a + &, a, p1, p2, p3, pa)-corrupt good set S' with respect to (B,%,7)

and & < (1/11)e, if B € By g/ then we have |28 = B)||/y < 1.1p1 + 1.15t and ’Dsl(ﬁ) —
IZY2(8 = )|l /~] < 1.1p1 + 0.15t.
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Proof This proof follows from the proof of Lemma 29. |

Lemma 34 For A = 110p;/(an), 7 = 42py, and an ((1/5.5)«, «, p1, p2, p3, pa)-corrupt good S,
if
_ o leEu/60)y
ae
with a large enough constant, then the local sensitivity in assumption (b) is satisfied.
Proof We follow the proof strategy of Lemma 16 in Section B.2.5. Consider a dataset S’ that is at
Hamming distance at most (1/11)an from S and corresponding partition (T’U”@’a, va,/},a’ B’v”@’a)

of S’ for a specific direction v. By the resilience property of the tails in Eq. (33) and Eq. (34),
Lemma 52, and Lemma 53, we have for any v € R? with unit norm ||v|| = 1 and any € R,

T 1 T 3
v W Zieﬁ’ﬁ’amsgood ((CCZCL‘Z - 2) (5 - ﬂ) + CUiTh‘)

Oy
< e X (el -D)e-a||+ @
UvBa gOOd T/ mSgood
Y PR
‘7;73104 n Sg00d| ’i67;/ B,a ﬂSgood
2,02 n1/2
< = 41

where Sgo04 is the original uncorrupted resilient dataset. Similarly, we have

T 1 T 2
U B nSy00d] ZieB’vy 5.aM5g00d ((Wfi -%)(B-5)+ xmz-)

2/)2 ~ 2p1
v 1/2
N _
This implies
o <$i$¢T(ﬂ -3+ flfmz') ol <$i$z’T(/3 -3+ wﬂh)
min — max
ielrvl’g’amsgood Oy iEB;’B’aﬂSgood Oy
44 44
< TP ZRsirEe-p). @

Analogous to Lemma 16, for a neighboring databases S’ and S”, the corresponding middle sets
N’ o, /3,7 and N’ A’ differ by at most one entry. Denote those entries by z/ and 7, = y, — (8, x})
in N/ i ., and :1: ! and 77” in /\/ " Then, from Eq. (42), we have

o7 (sl =47 (5 - 5)+:rzm—x"77§'> _(4‘;% + B ﬁ)!)av,
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which implies that

T 1 Tia A N T 1 o -
’ (1_(4/5'5)0‘)”1@/21 A (el (8= )4 i) = (1—(4/5.5)a)nig; (wiw! (5= 8) -+ 2am)
e v, B,

Oy 44p1 44p2 1/2
= (1—(4/5.5)a)n< o [27/5(8 - 6)II> (43)

By the resilience properties in Eq. (27) and Eq. (28), and Lemma 53, Lemma 22, and the fact that
NNB N Seood 1s at least of size (1 — a)n, we have for the data points in N:B o, N Sgood:

T 1 T 3
v V7 5 & 5good] Zz‘e/\f;’é NSgood <‘T'L‘Tz (B=5)+ xi?%’)

Oy

<L+ p)|IZV2(B - Bl + 1 -

By Eq. (41), for any z/ € N:B LN Sbad (Where Sphaq = 5"\ Sgood), We have

W

T 1 T A
o7 ( " ”T(ﬁ 5) + $”77;/> v |7;Né NSgo0d] Zieﬁlé MSgo0d (xll‘l (B—05)+ xiﬁi)
Oy Oy

(222 4 1)1 - ) + 222

22,01

IN

Since |Spaa| < (1.5/5.5)an and a < ¢ for some small enough constant ¢, we have

v @ Ziequm (xixiT(B - B)+ wmi)

Oy

B UT7(17(4/15.5)0¢)7’L Zie/\/i”’ﬂaﬁsbad (xz‘%T(B - B) + &?mz')
ey O-v +

”T7(1_(4/15.5)a)n Zie/\/{)’ﬁyaﬁsgc,od (wﬂj(ﬁ - B) + wmz)

Oy

(6p2 + (1.5/5.5)) [=Y2(8 — B)|| + 6017 12/ 4
< 1 N _
< 455 + (W + )28 = Bl + p17)
< T+ (L+a+T7p) 223 -8)] - (44)

Analogous to Eq. (18), by using the resilience properties in Eqs. (28) and (29), we have

/ V) 1
o=l = (1 - (4/5.5)a)n 2 W)= ) {vw)

. / 1"
xZENv,B,a Ti 'N—v /3 @

- 64 - 112 - p302
— a?(1—(4/5.5)a)n

(45)
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By Egs. (44), (43), and (45), we have

|Ds/(8) = Dsn(3)

Uwalﬁ ZiGN’ 5 (:c,:c;r(,é' - 3) + mﬂ]z‘) vl W//lé | Zz'e/\/”é (mZxZT(B - B) + armz-)
< v,8,a v,B,a o v,8,a v,B,a
= pilvl=1 o3 oA
T 1 T 2 1 T Q
v <<1—<4/5.5>a>n 2ien b (” (B=8)+ M) ~ /55 2uieN” - (M (B-08)+ xn))
< max = — —
villoll=1 ol
v EazieNv”ﬁ X (xz'%T(B - B)+ wiﬁz’) o o,
+ max vl — a1 nan
villo]=1 oy oy ol
< 44p1 n 442 I=Y2(8 = B)
~0.9-0.99(1 — (4/5.5)a)na ' 0.9-0.99(1 — (4/5.5)a)na ~

64 - 117 - p3 - 0.02y La s
7 1 7o) |I8Y2(3 —
T 0921 = (4/5.5)a)n - 0.992,2 ( p1y+ (1 + o+ Tp)||X7/7(B B)II)

0.12  0.016\ (223 — 9 0.07
s( n )II (B 6)H+(p1+ Pl)

an an ¥ an an
1/2(4 _

02| 2B =), 50p

an y an

where the last three inequalities follow from our assumptions that « < ¢ and py < ¢, p3 < ca,
p4 < c with a small enough constant ¢ and Lemma 32. From Lemma 33, we know that if B S
B,y (k43)a,5- we have | SY2(B—B8)|| /v < 1.1p1 +1.15(7 + (k* +3) A). We show that ||S/2(3 —
B)|| < 50p; for the choices of A, k*, 7 and n:

log(1/(6
Lpt 4+ 115(r + (K" +3)A) < 49p, + 201 c;g( /(9€))
an
50p1 ,

IN

where A = 110p; /(an), 7 = 42p1, k* = (2/¢) log(4/(6¢)), € < log(4/6¢) andn > C"log(1/(8¢))/ (e &)
for some large enough universal constant C’ > 0. This implies that

110p1
an

|Ds/(B) — Ds(B)] =A.

C.2.6. PROOF OF THEOREM 12

We show that the sufficient conditions of Theorem 15 are met for the following choices of constants
and parameters: p = d, p = p1, co = 31.8, ¢ = 10.2, 7 = 42py, and A = 110p1/(an). We
set co to be a large constant and change only the constant factor in the sample complexity. The
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assumptions (a), (b), and (d) follow from Lemmas 30, 34, and 29, respectively. The assumption (c)
follows from

_ 110py < 1.2p1e (co — 3er)pe

A an 7 32(ced + (¢/2) +10g(16/(6C)))  32(cop + (g/2) + log(16/(5¢)))

for a large enough n > C’(d + log(1/(6¢)))/(ce). This finishes the proof of Theorem 12, from
which Theorem 11 follows immediately.

C.3. Step 3: Achievability guarantees

We provide utility guarantees for popular families of distributions studied in the private or robust
linear regression literature: sub-Gaussian (Diakonikolas et al., 2019b; Gao, 2020; Zhu et al., 2019;
Cai et al., 2019; Wang, 2018) and hypercontractive (Zhu et al., 2019; Klivans et al., 2018; Cher-
apanamjeri et al., 2020; Jambulapati et al., 2021; Bakshi and Prasad, 2021; Prasad et al., 2018).
Similar to mean estimation, the resilience we need scales with the variance. For sub-Gaussian dis-
tributions, this requires a lower bound on the variance of the form o =< cI' for the sub-Gaussian
proxy I'. For the k-th moment bounded distributions, we require hypercontractivity.

C.3.1. SUB-GAUSSIAN DISTRIBUTIONS

The most common scenario in linear regression is when both input z; and noise 7; are sub-Gaussian
(as defined in Eq. (20)) and independent of each other. The next lemma shows that the resulting
dataset is (O(alog(1/a)), O(alog(1l/a)), O(a/log(1/a)), O(alog(1/c)))-resilient, which fol-

lows from the covariance resilience of sub-Gaussian distributions.

Lemma 35 (Resilience for sub-Gaussian samples) Let Dy be a distribution of x; € RY, which is
zero mean sub-Gaussian with covariance X and sub-Gaussian proxy 0 < I =X ¢X for some constant
c. Let Dy be a distribution of n; € R, which is a zero mean one-dimensional sub-Gaussian with vari-
ance v* and sub-Gaussian proxy v < cy? for some constant c. A multiset of i.i.d. labeled samples
S = {(z4,y:)}1, is generated from a linear model with noise n; independent of v;: y; = x; B+
1; , where the input x; and the independent noise n; are i.i.d. samples from D1 and D». There exist
constants ¢y and cg > 0 such that, for any o € (0,1/2), if n > c1((d + log(1/¢))/(alog(1/a))?),
then, with probability 1 — (, S is (o, caalog(1/a), caalog(1l/a), caarr/log(1/ ), caarlog(l/a))-
resilient with respect to (3, %, 7).

E_I/Qxi :| c R+

i/ '
By definition, we know that Z; can be seen as samples from a zero mean sub-Gaussian distribution
with covariance I(j;1)x(441)- By (Jambulapati et al., 2020, Corollary 4) and a union bound, we
know that if n = Q(d + log(1/¢))/(alog(1/a))?, then there exists a constant C; such that with
probability 1 — ¢, for any 7' C S and |T| > (1 — a)n and any unit vector u € R, v € RY, we

Proof This follows from (Jambulapati et al., 2020, Corollary 4). Let ; := [
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have
T 1 = =T
v\ 2 i —Ta1)x(at1) | | < Cralog(l/a) , (46)
z, €T
1
v’ (T 2_1/2@:3;2_1/2 —Tixa | v| < Cialog(l/a) , and 47
x, €T
1 772
] o 1| < Cialog(l/a) . (48)
n: €T

Letu := [ Zl ] where u; € R? and us € R and ||us ||2 +u3 = 1. Then, Eq. (46) is equivalent
2
to

2u 2
1/2 T 1/2 2 1/2
<| ‘ E STV ) X Id><d> up + — |T\ E X + 2 |T] Z

€T
< Cialog(l/a) .

By Eq. (47) and (48), we know

ug ( Tl Zz V202l 272 — 1y q)ur| < Cralog(1/a)||uy||?

€T

72 \TIZ

€T

< Cralog(l/a)u?

This means that
2 2 2uz
—Cralog(l/a)(1 + [lur]|” +uz) < — T
ieT

For any unit vector w € R?, let u; = 0.5w. Thus, we have u% = 0.75. Eq. (50) implies

1T1

\TIZE 122:mi| < Coalog(1/a) (51)

€T

for some constant C5. This proves the first resilience property in Eq. (27). The second, third and
fourth resilience properties in Egs. (28), (29) and (30) follow from (Dong et al., 2019, Lemma 4.1),
(Jambulapati et al., 2020, Corollary 4) and a union bound.

|

The preceding resilience lemma and Theorem 12 imply the following optimal utility guarantee.
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Corollary C.2 Under the hypothesis of Lemma 35, there exists a constant ¢ > 0 such that for any
a € (0,¢), a sample size of

dtlog(1/0) | d+ log(1/(50)
"= Giogjaf T e )

a sensitivity of A = O(log(1/a))/n), and a threshold of T = O(«log(1/«)) with large enough
constants are sufficient for HPTR(.S) with the distance function in Eq. (25) to achieve

SISV - ) = Olalog(1/a) (52

with probability 1 — (. Further, the same guarantee holds even if a-fraction of the samples is
arbitrarily corrupted, as in Assumption 2.

The best known algorithm for DP linear regression from (Cai et al., 2019) requires X to be close
to the identity matrix, which is equivalent to assuming that we know .. The error bound is nearly
optimal under c-corruption, i.e., HPTR is the first robust estimator that is both differentially private
and also achieves the near-optimal error rate of (1/7)||2"/2(8 — )| = O(«log(1/a)), matching
the known information-theoretic lower bound of (1/7)||S'/2(3 — B)|| = Q(a) (Gao, 2020) up to
a log factor. This lower bound holds for any robust estimator that is not necessarily private and
regardless of how many samples are available. If privacy is not required (i.e., ¢ = ©0), a similar
guarantee can be achieved by, for example, (Diakonikolas et al., 2019b).

C.3.2. HYPERCONTRACTIVE DISTRIBUTIONS WITH INDEPENDENT NOISE

We assume that x; and 7; are independent and (&, k)-hypercontractive and (%, k)-hypercontractive,
respectively, as in Definition 18. For the necessity of hypercontractive conditions for robust lin-

ear regression, we refer to (Zhu et al., 2019, Section E.5). The next lemma shows that the resulting
dataset has a subset of size at least (1—a)n thatis (O(a), O(a'=1/*), O(a'=%/%), O(a'=1/¥), O(a ~2/k))-
resilient.

Lemma 36 (Resilience for hypercontractive samples) For some integer k > 4 and positive scalar
parameters r and i, let Dy be a (k, k)-hypercontractive distribution on x; € R® with zero mean and
covariance ¥ > 0. Let Dy be a (R, k)-hypercontractive distribution on n; € R with zero mean and
variance v%. A multiset of labeled samples S = {(w;,y;)}?_, is generated from the linear model
Y = x;rﬂ + n;, where the input x; and the independent noise n; are i.i.d. samples from Dy and
Dy. For any o € (0,1/2) and any constant c3 > 0, there exist constants c¢1 and co > 0 that depend
only on c3 such that if

d k2027 2/k(1 +1/&%)dlogd  k2(1 + &2)dlogd
n_cl( « (1+1/k*)dlog +m(+f<c)og>, (53)

C2(1-1/k) o 2(1-1/k) (2-4/k 2 a2/k

then S is (cza, a, cokrika = V/ECUE ek k2l =2k 21k cokral =VECR ok R2al —2/k(—2/k).
corrupt good with respect to (3, %, ) with probability 1 — (.

Proof Since x; and n; are independent, we know
k k
E U<v,7_12_1/2xn>} ] =E U<v,2_1/2x>‘ ] E [\fy_ln\k} < kFRE
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This implies that v~ '3 ~1/2z7 is a k-th moment bounded distribution with covariance Iy 4. By
Lemma 19, under the sample complexity of (53), with probability 1 — 8¢, there exists a subset
Sgood C S such that |Sgo0q| > (1 — a)n, and there exists a constant C' such that for any subset
T C Sgood and |T'| > (1 — 10a)|Sgood|, We have

1 1_
m Z —X 1/2237;771'
€T "

< C’k‘/if%yal_l/kc_l/k . (54)

This proves the first resilience property in Eq. (27). The second resilience property in Eq. (28), the
third in Eq. (29) and the fourth in Eq. (30) follow directly from Lemma 19. |

The preceding resilience lemma and Theorem 12 imply the following utility guarantee. HPTR
is naturally robust against (1/5.5 — c3)a-corruption of the data. Choosing appropriate constants,
we get the following result.

Corollary C.3 Under the hypothesis of Lemma 36, there exists a constant ¢ > 0 such that for any
o < cand kK22 =2/F < ¢, it is sufficient to have a dataset of size

d E2a22/k(1 + 1/k?)dlogd N w2(1 + k?)dlogd N d+ 1og(1/5))

n= O<C2(1—1/k)a2(1—1/k) + 247k 2 o2k e

,(55)
a sensitivity of A = O(1/(na'’*)), and a threshold of T = O(a'~'/*) with large enough con-
stants for HPTR(S) with the distance function in Eq. (25) to achieve (1/7)|ZY%(6 — B)|| =
O(k:/{/%al_l/kC_l/k) with probability 1 — (. Further, the same guarantee holds even if a-fraction

of the samples is arbitrarily corrupted, as in Assumption 2.

The error bound is optimal under a-corruption; namely, the error bound (1/7)|/%/2 (B =Bl =
O(a /%) matches the lower bound (1/7)[|=/2(3 — 8)|| = Q(a’~'/*) by Bakshi and Prasad
(2021), where the noise 7; is (1, k)-hypercontractive and independent of x;, which is also (1, k)-
hypercontractive. For completeness, we provide the lower bound in Appendix H. HPTR is the first
algorithm that guarantees both differential privacy and an optimal robust error bound of O(al_l/ k)
for hypercontractive distributions. If only robust error bound under a-corruption is at issue, (Zhu
et al., 2019) also achieves the same optimal error bound but does not provide differential privacy.
Further, in this robust but not private case with € = oo, our sample complexity improves by a factor
of /% upon the state-of-the-art sample complexity of (Zhu et al., 2019, Theorem 3.3), which shows
that n = O(d/a?) is sufficient to achieve (1/7)[|ZY/2(3 — 8)| = O(a'~/¥).

Suppose k, k, &, and ¢ are ©(1). HPTR achieves (1/7)|ZV2(8 — B)|| = O(a'~'/*) with
n = O(d/(a*>2/%) + (d + log(1/6))/(ae)) samples, where O hides logarithmic factors in d. To
the best of our knowledge, HPTR is the first algorithm for linear regression that guarantees (&, §)-DP
under hypercontractive distributions with independent noise.

C.3.3. HYPERCONTRACTIVE DISTRIBUTIONS WITH DEPENDENT NOISE

We assume x; and 7; may be dependent and marginally (k, k)-hypercontractive and (%, k)-hypercontractive,
respectively, as defined in Definition 18. In this case, the first resilience p; that determines the error

rate increases from O(a!'~/%) to O(a!~2/%) as a result of the potential correlation between input

and noise. The next lemma shows that the the resulting dataset has a subset of size at least (1 — a)n

that is (O(a), O(a'=2/%), O(a'=2/%), O(a'~1/*), O(a' ~2/*))-resilient.
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Lemma 37 (Resilience for hypercontractive samples with dependent noise) For some integer
k > 4 and positive scalar parameters r and i, let Dy be a (k, k)-hypercontractive distribution on
x; € R% with zero mean and covariance ¥ - 0. Let Do be a (&, k)-hypercontractive distribution on
n; € Rwith variance 2. A multiset of labeled samples S = {(z;, y;) Y1y is generated from a linear
model as follows: y; = x,] 3 + n;, where {(z;, Ni) Yic[n) are i.i.d. samples from some distribution D
whose marginal distribution for x; is Dy, the marginal distribution for n; is Da, and E[z;n;] = 0.
Forany a € (0,1/2) and c3 > 0, there exist constants c¢i and cy > 0 that depend only on c3 such
that if

0> cl( d k2a? 4k (1 4 1/k%)dlog d N K2 (7% + 1)dlog d> |

C2(1-1/k) o 2(1-1/k) + (2-4/k 22 a/k (56)

then S is (c3av, a, cokria =2/RC2/F cok? k2l =2/ 2/k cokral VR CR ok R2al —2/k(—2/k).

corrupt good with respect to (3, %, ) with probability 1 — (.

Proof Since 7); and x; are dependent, we can bound only the k/2-th moment of 4~ Ie 12, By
the Holder inequality, we have

E U<v,2‘1/27‘1:m>}k/1 < \/E [K%E‘I/z@\k} E[y~1nl] < &*/2RM2 .

The rest of the proof follows similarly to the proof of Lemma 36.
|

The preceding resilience lemma and Theorem 12 imply the following optimal utility guarantee,
which achieves an error rate of O (o' =2/%).

Corollary C.4 Under the hypothesis of Lemma 37, there exists a constant ¢ > 0 such that for any
a < cand k2r2at 2k < ¢ itis sufficient to have a dataset of size

. O(d + log(1/6) d N E20?~4*(1 +1/k?)dlogd N k2(R2 + 1)dlog d)
Qe C2(171/k)a2(171/k) (274/%2;{2 otk )

a sensitivity A = O(1/(na?/*)), and a threshold T = O(a'=2/¥), with large enough constants for
HPTR(S) with the distance function in Eq. (25) to achieve (1/7)||SV2(—8)| = O(krkal—2/k¢2/k)
with probability 1 — (. Further, the same guarantee holds even if an a-fraction of the samples is
arbitrarily corrupted, as in Assumption 2.

This error rate is optimal in its dependence on « under a-corruption. When 7; and x; are
dependent, (Bakshi and Prasad, 2021) gives a lower bound of error rate (1/7)||2Y2(8 — B)|| =
Q(Ra1_2/ k) that holds regardless of how many samples we have and without the privacy constraints.
For completeness, we provide the lower bound in Appendix H. If only a robust error bound under
a-corruption is at issue, (Zhu et al., 2019) also achieves the same optimal error bound but does not
provide differential privacy. Further, in this robust but not private case with ¢ = oo, our sample
complexity improves by a factor of ok upon the state-of-the-art sample complexity of (Zhu et al.,
2019, Tf/leorem 3.3), which shows that n = O(d/a?) is sufficient to achieve (1/7)||SY2(8—8)| =
O( a1—2 k)
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Remark. Suppose (,k, %, and k are ©(1). The sample complexity of HPTR is n = O((d +
log(1/6))/a*1=1/k) + d/(ae)). The first term in the upper bound might be loose, since we ensure
stronger resilience than we need. From Theorem 11, we know that we require p; < cand p3 < ca,
and from the optimal error rate, we want p; < cal=2/k. The resilience we ensure in Lemma 37
is (a,p1 = o'k py = o'=2/F ps = a'~1/F), which guarantees an unnecessarily small py
and p3. A similar slack was also in the mean estimation, which did not affect the final sample
complexity. In this case, i.e., with linear regression and hypercontractive distributions, it enlarges
sample complexity. Tighter analysis of the resilience, which guarantees a larger po and ps, can
improve the first term in the sample complexity in its dependence on .

For the second term, we provide a nearly matching lower bound of n = Q(min{d, log(1/6)}/ae)
to achieve (1/7)||SV2(8 — B8)[|> < O(a?~*/*) in Proposition C.5, proving that it is tight when
d = exp(—0O(d)). To the best of our knowledge, HPTR is the first algorithm for linear regression
that guarantees (£, )-DP under hypercontractive distributions with dependent noise.

Proposition C.5 (Lower bound of hypercontractive linear regression with dependent noise)
Forany k > 4, let P, ;. 5, 12 be a distribution over (x,1;) € RYxR, where x; is (k, k)-hypercontractive
with zero mean and covariance Y, and n; is (k, k)-hypercontractive with zero mean and variance
v2. We observe labelled examples a linear model y; = x] B + n; with E[z;n;] = 0 such that

B = Y7 'Elyz;]) . Let M. s denote a class of (¢,0)-DP estimators that are measurable func-
tions over n ii.d. samples S = {(x;,y;)}'_ from a distribution. There exist positive constants
¢,v, k = O(1) such that, for € € (0, 10),

o g 2-4/k
inf sup lEpn[HZUQ(BA(S) —B)|*] > ¢ min { (d/\l g((1 )/6)> ,1} :

BEM. 5 0-0,PEP, | o 2 Y ne

Proof We adopt the same framework as used in the proof of Proposition B.5. We choose P to be
P = Ps . It suffices to construct index set V and indexed family of distributions Py, such that
drv(Py, Py) = « and p(By, B) > t, where 3, is the least square solution of P,. By (Acharya
et al.,, 2021, Lemma 6), there exists a finite set V C R? with cardinality [V| = 2%®), ||v|| = 1 for
allv e V,and ||v —v'|| > 1/2 forall v # v € V. Let f, »(x) be a density function of N'(u, X).
We construct a marginal distribution over R as follows

a2, ife =—a Yk,
Di(x) =< «a/2, ifx=a Ve, . (57
(1—-a)for,.,(z) otherwise,

It is straightforward to verify that Epy[z] = 0, Epy[z2 "] = (1 — a)Ijxa + !> vv T and thus
%Idxd = Epy [z2T] < 21454 for a < 1/2. Furthermore, we have

Eenpy (| (w,2) [F] < (u,0)" + (1 - a)ef = O(1),

where we use the fact that there exists a constant ¢, > 0 such that the k-th moment of Gaussian
distribution is bounded by cﬁ. Since %Idxd = Epv [z2xT] < 21454, we know that z is (O(1), k)-
hypercontractive. We construct conditional distribution D (y|z) as follows

—a Vb if g = —a Vhky
ylo =4 o Vk if 2 =a 1k
N(0,1) otherwise
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Then, we have

By = Eonpplza’]Epyepy, 2y

_ Emeg [xxT]—lal—Q/kU

This implies that ¢ = min, ey || By — B || > 1/2a'72/% min, zpey |v — o'|| = Q(al=2/F).
We are left to verify that n = y — (f3,, z) is also hypercontractive:

_ _ _ k
E[\n\k] = « ‘a 1k _ UTEQ;NP; [wa] Lyalt=3/k ‘ +(1—a) Esz(OJIdxd)Hx’k] =0(1),

where we use the fact that the £-th moment of standard Gaussian is bounded by some constants

Cr > 0and k = O(1). Itis straightforward to see that the total variation distance drv (P}, P’“ y) =
a.

Next, we apply a reduction of estimation to testing with this packing V similar to that we used
in the proof of Proposition B.5. For (g, d)-DP estimator (3, using Theorem 20, we have

sup Epn[[|£(P)2(3(S) - B(P))|*]

PeP

> 57 S ErlIS(R)AA(S) - AP
veVY

= MZP(HE DV2(B(S) - BRI 2 1)

S ONA(COREEY)
vEY

§ 26cz/z_ (%e—afna'\ _ 1_(275)

<1 1+6d/2ef€(no[\ ’

where (P) is the least squares solution of the distribution P, (P) is the covariance of x from P,
and the last inequality follows from the fact that d > 2. The rest of the proof follows from (Barber
and Duchi, 2014, Proposition 4). We choose

and t = Q(a'~2/F) for e € (0,10) so that

sup Epn[|IE(P)(3(5) — BP)IP) 2 a®~4/*
peP

This means that for all £ > 4, there exist some x,y = O(1) such that

R oo(] — o= 2-4/k
inf sup Epnwz”?(ﬁ(a—5<P>>H21zmin{(“lg“ /‘”) ,1},

BEM. 5 £-0,PEP, | o o ne

which completes the proof by noting that v = ©(1).
|
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Appendix D. Covariance estimation

In a standard covariance estimation, we are given i.i.d. samples S = {z; € ]Rd}ie[n] drawn from a
distribution Ps; ¢ with zero mean, an unknown covariance matrix 0 < X € R4 and an unknown
positive semidefinite matrix ¥ := E[(z; ® z; — X") (2 ® 2; — X°)T] € R¥*% | where ® denotes
the Kronecker product. We treat the fourth moment matrix ¥ as a linear operator on a subspace
Ssym C Rdz, defined as Sgym = {M e R . Mis symmetric} following the definitions and
notations from (Diakonikolas et al., 2018).

Definition 38 For any matrix M € RIxd Jot M b ¢ RY denote its canonical flattening into a

. 2 2 . .
vector in RY, and for any vector v € R, let v! denote the unique matrix M € R? such that
M’ =v.

This definition of ¥ as an operator on Sy, is without loss of generality since here we apply
¥ only to flattened symmetric matrices, which significantly lightens the notations, for example, for
Gaussian distributions. We consider all d?> x d? matrices in this section to be linear operators on
Ssym, and we restrict our support of the exponential mechanism in RELEASE to be the set of positive
definite matrices {3 € R*¢ : 3 - 0}.

Lemma 39 ((Diakonikolas et al., 2018, Theorem 4.12)) If Ps; v = N(0, %), then E[z;@x;] = P,
and, as a matrix in R*% we have V(e 1) jn(k—1)4+ = Dik 20 + i 02k for all (i, j, k, £) €
[d]*; as an operator on Ssym, we can equivalently write it as ¥ = 2(X @ X).

Further, we can assume an invertible operator ¥ and define the Mahalanobis distance for z; R z;,
which is Dyg(3,%) = |[1/2(%> — £)||. For Gaussian distributions, for example, we have
Dg(2,%) = (1/v2)||2"V28% Y2 — I,4||p, where || - || denotes the Frobenius norm of a
matrix. This is a natural choice of a distance because the total variation distance between two
Gaussian distributions is dpy (N (0, 2), N(0, %)) = O(|=~1/285 Y2 — 14,4/l F) (see, for exam-
ple, (Kamath et al., 2019, Lemma 2.9)). We want a DP estimate of the covariance ¥ with a small
Mahalanobis distance Dq,(f], Y)). If the sample-generating distribution is not zero-mean, we can
either apply a robust mean estimation with a subset of samples to estimate the mean or estimate the
covariance using zero mean samples of the form {z; — Tit[n/2] }ie[n /2]

D.1. Step 1: Designing the surrogate Dg(f]) for the Mahalanobis distance
To sample only positive definite matrices, we restrict the domain of our score function to be Dy, :
{¥ e R¥™4: % = 0} — R, and assume Dy (%) = oo for non positive definite 3.:

(V,3) = By (My,a)

Dg(3) = max ,
s(%) VERIX AV T=V,||V| p=1 Yy (My,a)

(58)

where we define the set My, similarly to the definition in Section B.1. We consider a projected
dataset {(V, xw?)}les and partition S into three sets, By, My, and Ty, where By, corre-
sponds to the subset of (2/5.5)an data points with smallest values in {(V,z;z,)}ics, Tv.a is the
subset of top (2/5.5)an data points with the largest values, and My, is the subset of remaining
1 — (4/5.5)an data points. For a fixed symmetric matrix V' € R%*? with ||V || = 1, we define

Yy (My,a) = m Za;ie/vtv,a <V’ 95%93:> and wV(MV,a)2 = m Za;ie/vtv,a (<V’ $szT> - EV(MMa))Q’
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which are robust estimates of the population projected covariance Xy = (V Y} and projected fourth
moment ¢ = (Vb)T\llVb Next, we show that this score function Dg(3) recovers our target er-
ror metric Dy (3, %) = ||U~1/2(2" — 3°)|| when we substitute Xy (My.,) and ¢y (My,) with
population statistics Xy, and 1)y, respectively. This justifies the choice of Dg(fl), as discussed in
Section B.1.

Lemma 40 For any 0 < ¥ € R 0 < 3 and any invertible linear operator ¥ € RY*% on
Ssym,» we have

») - % ~
max %) =%y _ |z -] (59)
VERIX YT =V[|[V | p=1 Yy
where Sy = (V, %) and %, = (VHTwy.

This follows immediately from Lemma 7.

D.2. Step 2: Utility analysis under resilience
The following resilience property of the dataset is critical in selecting A and 7 and analyzing utility.

Definition 41 (Resilience) For some o € (0,1), p1 € Ry, and p2 € Ry, we say a set of n data
points Sgood is (v, p1, p2)-resilient with respect to (X, W) if for any T C Sgooa of size |T| >
(1 — a)n, the following holds for all symmetric matrices V€ R with |V || r = 1:

‘|T Z <V’331371T> —(V Z)) < p1yv, and (60)
z,€T
‘jlqz (<V7:Ei:ciT>—<V,E>)2—1/;‘2/ < iy . ©1)
z; €T

Note that covariance estimation for {x;} is equivalent to mean estimation for {z; ® x;}. We can
immediately apply the mean estimation utility guarantee in Theorem 9 to show that H\If_l/ 2(2" —
>?)|| = O(p1) can be achieved with n = O(d?/ecr) samples.

Corollary D.1 (Corollary of Theorem 9) There exist positive constants ¢ and C > 0 such that for
any («, p1, p2)-resilient dataset S with respect to (X, V) satisfying o < ¢, p1 < c and ps < ¢, and
p% < ca, HPTR with the distance function in Eq. (58), A = 110p1/(an), and 7 = 42p; achieves
| w—1/2(50 — 52| < 32py with probability 1 — ¢ if

@ +10g(1/(50))
[0

> C (62)

Under Assumption 1 on ceorrupt-corruption and Definition 9 on corrupt good sets extended to {z; ®
x; }1_,, it follows from Theorem 10 that the same guarantee holds under an adversarial corruption.

Corollary D.2 (Corollary of Theorem 10) There exist positive constants ¢ and C > 0 such that
Sor any ((1/11)av, o, p1, p2)-corrupt good set S with respect to (X, V) satisfying o < ¢, p1 < ¢
and py < ¢, and p% < ca, HPTR with the distance function in Eq. (58), A = 110p;/(an), and
T = 42p1 achieves | UV/2(5" — ©)|| < 32p; with probability 1 — C if

@ +10g(1/(50))

n > C (63)

60



DIFFERENTIAL PRIVACY AND ROBUST STATISTICS IN HIGH DIMENSIONS

D.3. Step 3: Near-optimal guarantees

Covariance estimation has been studied for Gaussian distributions under differential privacy (Karwa
and Vadhan, 2017; Kamath et al., 2019; Aden-Ali et al., 2020) and robust estimation under «-
corruption (Li and Ye, 2020; Diakonikolas et al., 2019a; Chen et al., 2018; Rousseeuw, 1985; Zhu
etal., 2019). Note that from Lemma 39, we know that ¥ = 2(X ® X) and the Mahalanobis distance
simplifies to Dy (3, X) = ||2Y/28%-1/2 — 1, 4|/ for Gaussian distributions.

D.3.1. GAUSSIAN DISTRIBUTIONS

For Gaussian distributions, the second moment resilience in Eq. (60) is satisfied with p; = O(alog(1/a)),
and the 4th moment resilience in Eq. (61) is satisfied with py = O(alog?(1/a)).

Lemma 42 (Resilience for Gaussian) Consider a dataset S = {x; € R\}"_, of n i.i.d. samples
from N'(0,8). If n = Q ((d* + log(1/¢))/(a*log(1/v))) with a large enough constant, then there
exists a constant C' > 0 such that S is (o, Calog(1/a), Calog?(1/a))-corrupt good with respect
to (3,¥ = 2X ® X) with probability 1 — (.

Proof Since z is Gaussian, by Lemma 39, we have ¥ = E[(z @z — ¥*)(z @z —X") ] =22 ®@ X,
We can write 2 = 2 Tr(VIZVY) = 2(V, VYD),

Lemma 43 ((Li and Ye, 2020, Lemma B.1) and (Dong et al., 2019, Fact 4.2)) Let 6 > 0 and

€ (0,0.5). A dataset S = {x1,x2, -,y } consists of n ii.d. samples from N(0,14xq). If
n = Q ((d*+1log(1/¢))/(a?*log(1/w))) with a large enough constant, then there exists a universal
constant C1 > 0 and Cy > 0 such that with probability 1 — (, for any subset T C S and |T| >
(1 — a)n, we have

IN

1
Hm Z i @x; — Uy Cialog(l/a) , and
x; €T

IN

|T] > (@i@w = Tpg) (2 @ @i~ Ua)' — 2L @ Lixa Cralog(1/a)?

z, €T

By Lemma 43, we know with probability 1 — ¢ that for any subset 7' C S and |T| > (1 — a)n, we
have

(E_l/zwi)(@(z_l/z ) =Dy

< Cialog(l/a) .
> !

This is equivalent to

1

|T| 1/2 ® 2_1/2)(IE¢ ® T ) (Vb)TIdXd

)7 < Cialog(l/a),

mET

for any ||V||z = 1. This implies that

(el |T;€:sz®xz> (V)T Ee D) | < Calos/a)/ () (e,
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which is also equivalent to, for some constant C,

<v, !;’I > me> —(V,2)| < Calog(1/a)/2(V,2VE),

z, €T

which proves the first resilience Eq. (60) in Definition 41.
Similarly, by Lemma 43, we have

1 _ _ _ _ T
m Z (E 1/2.%'Z‘ ® X 1/2.%'2‘ — I?:lxd) (E 1/2:(,'1' 2 1/2:L'Z‘ — IEle) — 2L g%a ® Lixa < Cgalog(l/a)2 .
z, €T

This is equivalent, for any | V|| = 1, to
)i y <Vb 52, @ 22, — I d>2 - 2) < Chalog(1/a)? .
OPTAN : :
x, €T
This implies
1 2
‘IT\ S (Viaon-) - z(vb)T@@z)vb] < Chalog(1/a)? (V,SVE) |
x, €T

which is also equivalent, for some constant C', to

M;' 3 (<V, MT> —(,5))? - 2Tr(VTEVE)‘ < 2Calog(1/a)*(V,5VY)
z, €T

which proves the second resilience Eq. (61) in Definition 41.
|

The second and fourth moment resilience properties of Gaussian distributions in Lemma 42,
together with the utility analysis of HPTR in Corollary. D.2, imply the following utility guarantee.

Corollary D.3 Under the hypotheses of Lemma 42, there exists a constant ¢ > 0 such that for any
a € (0,c¢), a dataset of size

d? +1log(1/¢)  d?+1log(1/(6¢))
n:O( a?log(1l/a) + Qe ) ’

a sensitivity of A = O(log(1/a)/n), and a threshold T = O(alog(1l/a)) with large enough
constants are sufficient for HPTR(.S) with a choice of distance function in Eq. (58) to achieve

[S7285 72 Lyl = Ofalog(1/a)., ©

with probability 1 — (. Further, the same guarantee holds even if an a-fraction of the samples is
arbitrarily corrupted, as in Assumption 1.
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This Mahalanobis distance guarantee (for the Kronecker product, {z; ® z;}, of the samples) im-
plies that the predicted Gaussian distribution is close to the sample generating one in total vari-
ation distance (see, for example, (Kamath et al., 2019, Lemma 2.9)) drv (N (0, %), N (0,%)) =
O(|=128% Y2 — I4u4llr) = O(alog(1/)). This relation also implies that the error bound
is near-optimal under a-corruption, matching a lower bound up to a factor of O(log(1/a)). Even
if DP is not required and we are given infinite samples, an adversary can move an « fraction of
the probability mass to switch a Gaussian distribution into another one at Mahalanobis distance
||E;1/2222;1/2 — IixdllF = Q(a). Hence, we cannot tell which of the two distributions the
(potentially infinite) samples came from.

The sample complexity is near-optimal, matching a lower bound up to a factor of O(log(1/«))
when § = ¢ ©@)_ For a constant ¢, HPTR requires n = O(d%/(a2log(1/)) + d?/(ae) +
log(1/6)/(ae)). This nearly matches a lower bound (that holds even if there is no corruption) on n
to achieve the guarantee of Eq. (64) of n = Q(d?/(alog(1/a))?+min{d?,log(1/6)}/(calog(1/a))+
log(1/6)/¢). The first term follows from the classical estimation of the covariance without DP and
matches the first term in our upper bound up to a O(log(1/«)) factor. The second term follows
from extending the lower bound in (Kamath et al., 2019), constructed for pure differential privacy
with § = 0, and matches the second term in our upper bound up to a O(log(1/«)) factor when § =
¢~©(@) The last term, from (Karwa and Vadhan, 2017), has a gap of O(1/«) factor compared to the
third term in our upper bound, but this term is typically not dominating when ¢ is large enough, i.e.,
§ = e~ 9@ We note that a slightly tighter upper bound is achieved by the state-of-the-art algorithm
in (Aden-Ali et al., 2020) that requires only O(d?/(alog(1/a))?+d?/(calog(1/a))+log(1/5)/€).
The state-of-the-art polynomial time algorithm in Ashtiani and Liaw (2021) requires no assump-
tions on X and achieves a similar optimal guarantee as HPTR. This improves upon a previous
polynomial time algorithm of (Kamath et al., 2021) that also requires no assumptions on X but
has a larger sample complexity: n = O(d?/(alog(1/a))? 4 d’polylog(1/6)/(calog(1/a)) +
d°?polylog(1/6) /e).

If privacy is not an issue (i.e., ¢ = o0), HPTR achieves the error in Eq. (64) with n =
O(d?/a®log(1/a)) samples. There are polynomial time estimators that achieve the same guar-
antee (Li and Ye, 2020; Diakonikolas et al., 2019a). The gap of log(1/«) to the lower bound in the
error can be tightened using algorithms that are not computationally efficient, as shown in (Chen
et al., 2018; Rousseeuw, 1985).

Remark. When we have a sample size of only n = O(d/a?), our analysis provides no guarantees.
However, for robust covariance estimation under a-corruption, one can still guarantee a bound
on a weaker error metric in the spectral norm: | X~1/25%"12 — 14| = O(alog(1/a)) (Zhu
etal., 2019, Theorem 3.4). There is no corresponding DP covariance estimator in that small sample
regime. A promising direction is to apply the HPTR framework, but it remains challenging to
design a score function for this spectral norm distance that depends only on one-dimensional robust
statistics.

Appendix E. Principal component analysis

In Principal Component Analysis (PCA), we are given i.i.d. samples S = {z; € R} drawn
from a zero mean distribution Ps; with an unknown covariance matrix >. We want to find a
top eigenvector of ¥, u € argmaxjj,|=1 v' Y, privately. The performance of our estimate 7
is measured by how much of the covariance is captured in the direction u relative to that of w,
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Dx () = 1 — (0" ¥a/u' Xu), where u is one of the top eigenvectors of .. When the mean is not
zero, this can be handled similarly to covariance estimation in Section D.

E.1. Step 1: Designing the surrogate score function Dg()

It is straightforward to design a score function of Dg : S(*1) — R. where S(*~1) is the unit
sphere in R?

0B ( M)

U
Dg(d) = 1— ,
s(@) MaX,epd;||yf=1 0 B(Mop,a)v

(65)

where M, o, C S is the subset of data points corresponding to the smallest (1 — (2/3.5)a)n values
in the projected set Sg = { (@, ;) } ;e and B(Mgo) = (1/|Maal) D ieMy . z;x; . Note that
when we replace ¥(Mj o) with the population covariance matrix 3, we recover the target error
metric of Dy (4) = 1 — (4! Xa/ max||y| =1 v ' ¥). For this choice of Dg(1), the support of the
exponential mechanism is already compact, and we do not restrict it any further, say, to be in B; g.
This simplifies the HPTR algorithm and also the analysis, as follows. We define

ue€ E)>eP uweE)

ﬁNT(E,A,S”)( ’ELNT(E,A,S/)(

UNSAFE. = {S’ C R>" 35" ~ §' and IE such that P

or P (@€ E) > e Por, o (0 € E)} :

ﬁNT’(E’Aﬁ/
Note that since the support is the same for all S, we can achieve a stronger pure DP with § = 0
in the exponential mechanism. However, we still need § > 0 in the TEST step. HPTR for PCA
proceeds as follows.

1. PROPOSE: Propose a target sensitivity bound A = 80p3/(an).

2. TEST:

2.1. Compute the safety margin m = ming: dg (.S, ") such that S” € UNSAFE, /5.
2.2. If ih = m + Lap(2/¢e) < (2/¢)log(2/6), then output L ; otherwise, continue.

3. RELEASE: Output u sampled from a distribution with a pdf:

N € N
reas(® = - exp (-1 Ds) .
from S = {4, € R? : ||i|| = 1} where Z = Js@— exp{—(eDs(a))/(4A)} di.
The choice of pa depends on the hypothesis on the tail of the sample-generating distribution,
and o depends on the target accuracy as guided by Theorem 13 (or the fraction of adversarial
corruption in the case of the outlier robust PCA setting in Theorem 14). The target privacy guarantee

determines (¢, 0).
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E.2. Step 2: Utility analysis under resilience

The following resilience properties are critical in selecting the sensitivity A and in analyzing the
utility.

Definition 44 (Resilience for PCA) For some p1 € R4, p2 € Ry, we say a set of n data points
Seood = {z; € Rd}?zl is (a, p1, p2)-resilient with respect to X for some positive semidefinite
Y € R™ if forany T C Seood 0f size |T| > (1 — a)n, the following holds for all v € R® with
Jo] = 1:

1
i 2 (il < prowand (66)
x; €T
1
)m S (a2 —02 < pao?. (67)
z, €T

where o2 = v Lo.

We refer to Section B.2 for the explanation of how resilience is fundamentally connected to sensitiv-
ity. For an example of a Gaussian distribution, the samples are (v, O(a(/log(1/a)), O(alog(1/a)))-
resilient (with a large enough n). We show next how resilience implies an error bound for HPTR,
which is O(alog(1/«)) for Gaussian distributions.

Theorem 13 There exist positive constants ¢ and C such that for any («, p1, p2)-resilient set S
with respect to some ¥ and satisfying o < pa < ¢, HPTR Section E.1 for PCA with the choices
of the distance function in Eq. (65) and A = 80pa/(an) achieves 1 — (4" La/||2]|) < 20po with
probability 1 — ( if

(68)
[Sye

1 > o (LB + dogll/p))

We discuss the implications of this result in Section E.3 for specific instances of the problem. Under
Assumption 1 on aeorrupt-corruption of the data and Definition 9 on the corrupt good sets, we show
that HPTR is also robust against corruption.

Theorem 14 There exist positive constants ¢ and C' such that for any ((2/7)a, a, p1, p2)-corrupt
good set S with respect to some Y. satisfying o < rhos < ¢, HPTR in Section E.1 for PCA with the
choices of the distance function in Eq. (65) and A = 80ps/(an) achieves 1 — (4" X0 /||%])) < 202
with probability 1 — ( if

(69)

(Yo%

> o (18I0 + dlogl/p))

We provide a proof of the robust and DP PCA in Section E.2.2, where Theorem 13 follows immedi-
ately by selecting « as a free parameter. As the HPTR Section E.1 for PCA is significantly simpler,
we do not apply the general analysis in Theorem 15; instead, we prove the preceding theorem di-
rectly. To this end, we first show a bound on sensitivity and next show that the safety test succeeds
with high probability in Section E.2.1.
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E.2.1. RESILIENCE IMPLIES BOUNDED LOCAL SENSITIVITY

Given the resilience properties of a corrupt good set S, we show that the sensitivity of Dg() is
bounded by A.

Lemma 45 Suppose o < ¢ for some small enough constant c. For A = 80p2/(an) and a
((2/7)a, a, p1, p2)-corrupt good S, if
_ pestl/60))
ag ’
with a large enough constant, then for all S’ within a Hamming distance k* = (2/¢)log(4/(¢6))
from S, we have
bg,lax |D,5’”( ) DS/(@)‘ < A y (70)

for all unit vectors i and all neighboring datasets S”.

Proof The proof is similar to the proof of Lemma 16. We first assume (k* + 1)/n < «/7,
which requires n = (log(1/0¢))/(ae) with a large enough constant. This implies that S’ is a
((3/T)cv, v, p1, p2)-corrupt good set. The rest of this proof uses this assumption. Let 7 o (S") C S
be the subset of data points corresponding to the largest (2/3.5)an values in the prOJected set S, =
{0, z;)?} 2;e5- Recall that S04 is the original resilient dataset before corruption by an adversary
From Lemma 10 and the fact that |Sgooa N Taa(S")| > (1/7)an, it follows that (1/[Sgooa N
Ta,a(S")]) inesgoodm%,a<a7 ;)% < (1 + (2p2)/((1/7)a))o2, where o5 = V4| Sa. This implies
that

. . 2 2p2 2
xiesﬁlﬁm,a (G, ;)" < <1 + (1/7)a>aﬁ . (71)

Let Mg o(S") be the remaining subset of S, with (1—(2/3.5)cv)n smallest values in {({ii, 2;))* }ie[n)
M o(5") and My, o (S") can differ by at most one data point. Let 2" and z” be the unique pair of
data points that are in My o,(S”) and My o(S”), respectively. If there is no such pair, then the two
filtered subsets are the same, and the following claims are trivially true.

If <ﬁ7$”>2 < MaXz, e Mgy, q(S") (@, mi>2 < minwiesgoodﬁﬁl,a(s') (@, $i>27 we have | <ﬂ,$/>2 -
(@,2")?] < (1+ 14py/a)o?, where 02 = @' Sa. If (@,2")? > max,, e, . (s7) (@ 2:)°, then
' is at most (4, z)* < ming, e 7, (s (@ x;)?, where equality holds if the smallest point in
the top subset enters M, (S”). This also implies | (@, ') — (4, 2”)* | < (1 + 14ps/a)o?. Let
02 = v (My.o(S")vand 672 = v T (M, (S"))v. Then, for any |jv]| = 1,

1 1
12 "2 T T T
loth —U,U| = |v E Tix; — E xix; | v
1-—(2/3. 1-—(2/3.
(1—(2/3.5)a)n M () (1—(2/3.5)a)n Mo (5)
2 2 14
< e (wa")?| < = (1+ =)oz,
n n «
for o < ¢ small enough. Then, for the local sensitivity, we have
2 0;/2 UZQ ng

[Dgr () — Dgn(@)| <

/
2 "2
‘max”v” 1 0 maXHUH 10y max”v” 10y

IN

2 14po\ 420 114" X4 2 14p9
(12 (1 M)y
(1+ =2 001z 09 ZEa T 1=
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where we used the resilience in Eq. (67) with a small enough py < ¢ such that 0.9v ' Yo < ¢/2 <
1.1v"¥v and 0.90 T Xv < ¢/? < 1.1v" v (which follow from Lemma 47). When ps < a, this is
bounded by |Dg:t) — Dgr ()| < 80p2/(an) = A.

|

Since the support is the same for all exponential mechanisms regardless of the dataset, the
sensitivity bound immediately implies safety. The following lemma shows that we have a sufficient
safety margin to succeed with probability of at least 1 — ( since k* = (2/¢)log(4/(6¢)) and the
threshold is (2/¢) log(2/9).

Lemma 46 Under the hypothesis of Lemma 45, for any S’ at Hamming distance at most k* from
S, we have S" € SAFE, s.

E.2.2. PROOF OF THEOREM 14

This proof is similar to the proof of a universal utility analysis in Theorem 15. First, we show that
we pass the safety test with high probability. By Lemma 46, we know m > k* = 2/elog(4/(¢9)).
Then, we have

P (output L) =P (m + Lap(2/e) < (2/¢)log(2/d)) < g .
Next, we assume the dataset passed the safety test and show that IP@NT(& A.8) (ﬁTEﬁ > (1 -
4p2)IZ]]) = 1 —¢/2.

Lemma 47 Foran ((2/7)a, a, p1, pa)-corrupt good set S with respect to 3, then |4 Sti—i " S(Mg o)0| <
4p27:LTEﬁ.

Proof
We have

|Sien, (i) = 02)]
(1-(2/3.5)a)n

[0S0 — 4" S(Maa)i| =

N 2 . 2
DN k| B POt (1| B
- (1-(2/3.5)a)n (1—-(2/3.5)a)n
For i € My o M Shad, by Lemma 10, we have
S i Sy (0 2) — 02)
N 2 2 /Lenpamsgood ) u 2
u,x;)” — oz < max , 08
’ < Z> u‘ { ’7;3,7a m Sgood| u
2,0203
— 73
S 1/35)a’ (73)
where in the last inequality, we applied our assumption that po > «.
By the resilience property in Eq. (67) on Mg o N Sgo0d. We also have
| Y ie My ou0ng (8 70)° = 02))]
leMu,amSgood ¢ u S p20_§ ) (74)

|Mﬁ,a N Sgood‘
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Plugging Eq. (73) and (74) into (72), we have

20202 + (1 = (2/3.5)a) pa0
1—-(2/3.5)a

for o < ¢ small enough. |

|0 i — 4" S (Ma,q)i| < < dpaoy

This implies that | Dy, () — Dg(@)| < 4p for an ((2/7)c, «, p1, p2)-corrupt good set S.

Let y(-) denote the uniform measure on the unit sphere. By the fact that for any 0 < r < 2, a cap
of radius r on the (d — 1)-dimensional unit sphere S(~1) has a measure of at least (1/2)(r/2)%"?
from, for example, (Kapralov and Talwar, 2013, Fact 3.1), we have for some constant ca > 0 and
p2 < 1/8,

p({v €RY: v S0 > (1—4po) S, o]l = 13) > (cos 1 (1 — dpy)/2) 7" > e-2dlosl/r2) (75)
By Lemma 47, the choice of A = 80p2/(an), we have

P Sl - @i < 4p, 3]

U~T(c ALS) (‘

= / T(e,n,s) (1) dit
{veRw T B> (1-4p2) 2], ||v]l=1}
> Vol{v e R%:v"S0 > (1 -4 XL lv| =1 min r i
> Vol A=apEL ol =1) L min s
> Vol(St@—1) veRY: v Zu>(1-4 X, vl =1 min r U
> Vols ) =Bl =1 i (@
AT Y
> Vol(S@-D) e-eadiog(t/pm) L eXp{ _ & ax 18 E(Mu,a)“}
4 AR =14, >1- 2128 [pa]
1 aEn
> (d=1)y ,—cadlog(1/p2) ~ { _ 7}
> Vol(S e - €XP 0 )
and similarly,
Pinreas (ISl =87 > 20p)3)]) < V(s max r i
o (IEI =720 2002 € ValSO) e s

Vol((4-D) L ~zan(2002—4p2)|IS|/ (32002121

<
- Z
1 Qen
< Vol(st=1) = {— —}
Vol(S ) - €XP 50
This implies that
Paor (/\1 —a'%a < 4P2HEH) ean
log — —— > — cadlog(1/p2) .
(PﬂNT(E,A,S) ()‘1 —4'Yu > 20p2||2”) 40

If wesetn = () <1°g(1/otilog(1/p2)), we get

P
P

U~T(e,A,S) (/\1 — TALTEQTL < 4[)2A1)
)\1 — ﬁTEfL Z 20p2)\1)

S 2
- <
U~T(c ALS) ( ¢

which completes the proof.
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E.3. Step 3: Achievability guarantees

We provide utility guarantees for a private PCA for sub-Gaussian and hypercontractive distributions.

E.3.1. SUB-GAUSSIAN DISTRIBUTIONS

Using the resilience of sub-Gaussian distributions with respect to (¢ = 0,Y) in Lemma 17, which
is the same as the resilience properties we need for the PCA in Definition 44, Theorem 14 implies
the following corollary.

Corollary E.1 Under the hypothesis of Lemma 17 with i = 0 and any PSD matrix ¥ € R?
there exist universal constants c and C' > 0 such that for any o € (0, ¢), a dataset of size

At log(1/0) | log(1/(50)) + dlog(1/(alog(1/a)))
- 0(<alog<1/a>>2 * o ) ’

and sensitivity of A = O(log(1/a)/n) with large enough constants are sufficient for HPTR(S) in
Section E. 1 for a PCA with the choices of the distance function in Eq. (65) to achieve
TR
B

< Calog(l/a) , (76)

with probability 1 — (. Further, the same guarantee holds even if an a-fraction of the samples is
arbitrarily corrupted, as in Assumption 1.

The error bound is near-optimal under a-corruption, matching a lower bound up to a factor of
O(log(1/a)). HPTR is the first estimator that guarantees (£, 0)-DP and also achieves the robust
error rate of 1 — @' ¥ /||2|| = O(alog(1/a)), nearly matching the information-theoretic lower
bound of 1 — @' Xa/||X| = Q(a). This lower bound, which can be easily constructed using
N(0,I+ aey elT) and V(0,1 + aege;), holds for any estimator that is not necessarily private and
regardless of how many samples are available. If privacy is not required, a near-optimal robust error
rate can be achieved by outlier-robust PCA approaches in (Kong et al., 2020; Jambulapati et al.,
2020).

The sample complexity is near-optimal, matching a lower bound up to a factor of O(log(1/a))
when 6 = e~ ©(@. Even for a DP PCA without corrupted samples, HPTR is the first estima-
tor for sub-Gaussian distributions to nearly match the information-theoretic lower bound of n =
Q(d/(alog(1/a))? + min{d, log((1 — e7)/8)}/(ealog(1/a))) to achieve the error in Eq. (76).
The first term is unavoidable since even without DP and robustness, when the data comes from a
Gaussian distribution, estimating the principal component up to error a log(1/a) requires Q(d/(alog(1/a))?)
samples (Proposition E.3). The second term in the lower bound follows from Proposition E.2, which
matches the second term in the upper bound up to a factor of O(log(1/a)) when § = ¢~ () and
e > 0. Existing DP PCA approaches from (Chaudhuri et al., 2013; Kapralov and Talwar, 2013;
Dwork et al., 2014) are designed for arbitrary samples not necessarily drawn i.i.d., and hence they
require a larger sample size of n = O(d/a® + d"/log(1/6)/(ae)) i.i.d. samples from a Gaussian
distribution to achieve the guarantee in Eq. (76), where O hides polylogarithmic terms in 1 /o and

1/¢.
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Remark. Rank-k£ PCA under a-corruption from a Gaussian dataset is of great practical interest.
An outlier-robust PCA algorithm in (Kong et al., 2020, Appendix D) outputs an orthonormal matrix
U € R¥¥* achieving

(U, 2U) — Te(UT20) = O(aTr(U] SU) + vk2alog(1/a)) ,

where Uy, € argmaxyry_y, , UTSU and v? = MaXy craxd ||| p=1,V=VT rank(V)<k (V> 2V ).
It is a promising direction to design a DP rank-k£ PCA algorithm by applying the HPTR framework
that can achieve a similar error rate. It is not immediately clear how to design an appropriate score
function for general rank &, and a simple technique of peeling off rank-one components one-by-one
(using the rank-one PCA with HPTR) will not achieve the target error bound.

Proposition E.2 (Lower bound for private sub-Gaussian PCA) Let Py, be the set of zero-mean
sub-Gaussian distributions with covariance ¥ € R4, Let M. s be a class of (¢,5)-DP. d-
dimensional estimators of the top principal component of 3. using n i.i.d. samples from P € Py.
Then, for ¢ € (0, 10), there exists a universal constant ¢ > 0 such that

. a(S)Tza(S)} . C'min{d/\log((l—ee)/d)’l} |

ne

inf su Eo.pn
aeM. 5 z»o,PIé’Pg P 12l

Proof We adopt the same proof strategy as the proof of Proposition B.5 for mean estimation. By
(Acharyaetal., 2021, Lemma 6), there exists a finite index set VV C R? with cardinality |V| = 2Q(d),
|v]| = 1 forallv € Vand |[[v — | > 1/2forallv # v € V. Let Qo = N(0,1;). For
each v € V, let , be a uniform distribution on {+v}. We define P, := (1 — a)Qo + aQy.
Then P, is sub-Gaussian with covariance ¥, := Ijxq + avo!. Tt is straightforward to see that
0.5I4xq =X ¥, X I xq and the top eigenvector of X, is v.

Since ||v — v'|| > 1/2, we have

Ty
URDIRY

D =1-
Zo (U) ”EUIH

= 1—(1—a—i—a<v,v’>2) :a(1—<v,v'>2) > %.

The principal component estimation problem can be reduced to a testing problem with this
packing V. For the (g, §)-DP estimator , using Lemma 20, let ¢ = ¢, we have

A 1 )
sup Egpn[Dx ()] > — Z Es~pp[Ds, ()]
PGPZ ‘V‘ ’UEV

- |11)| S Py (D, (@) = 1)

veY
od/2 . (%e—efna] _ 1_(275)
1+ ed/2p—¢[nal]

2zt

)

where the last inequality follows from the fact that d > 2. The rest of the proof follows from (Barber
and Duchi, 2014, Proposition 4). We choose

1 . d 1 1—e"¢
a=-—mind - —¢.lo
ne 2 08\ T ges
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so that

sup Eg.pn[Dy, (1)] 2 a .
PePs,

This implies, for ¢ = «/12 and € € (0, 10), that

inf sup Egopn[Dx(u)] 2 min{
ne

4EM, 5 ©%-0,PePs,

dAlog((1—e7¢)/0) 1} ’

which completes the proof. |

It is well known that even for Gaussian distributions, learning the principal component up to
error o requires (d /o). We provide a lower bound proof here for completeness.

Proposition E.3 (Sample Complexity Lower bound for PCA) Let Ps. be the set of zero-mean
Gaussian distributions with covariance ¥ € R4, Let M be the class of estimators of the d-
dimensional top principal component of ¥ using n i.i.d. samples from P € Px. There exists a
universal constant ¢ > 0 such that

0(S)T2a(S d
_inf sup [Eg.pn 1_u()u()] > ¢-min \/>,1 .
WeMa 35-0,PePy; 1%]] n
Proof

The following proposition helps to prove a minimax lower bound on estimating ||%]|. We first
define some notations.

Definition 48 (Definition 3.1 in (Diakonikolas et al., 2017)) For a distribution A on the real line
with probability density function A(x) and a unit vector v € RY, consider the distribution over R"
with probability density function P,(z) = A(v"z) exp(—||z — (v z)v[3/2) - (27)~ (4= 1D/2,

Proposition E.4 (Proposition 7.1 in (Diakonikolas et al., 2017)) Let A be a distribution on R
such that A has a mean 0 and x*(A, N(0,1)) is finite. Then, there is no algorithm for any d, given
n < d/(8x*(A, N(0,1))) samples from a distribution D over R? which is either N (0, I) or P, for
some unit vector v € RY, that correctly distinguishes between the two cases with probability at least
2/3.

To apply Proposition E.4, let A be Gaussian distribution N'(0, 1 4+ «). Through simple calculation,
it can be shown that x*(N(0,1), N (0,1 + a)) = \/117 — 1 < o? whenever o? < 1/2. Then,

—a2

for the first case in Proposition E.4, |X|| = ||| = 1, the second case has | X|| = 1 + «, and
Proposition E.4 implies that there exists absolute constant c such that

A(S d
inf sup Egopn 1—Q > ¢-min \/>,1 .
A %-0,PePy [Pyl n
Since we can turn a principal component estimator «(.S) into an estimator of ||| through n ad-

ditional fresh samples to estimate u(.S) " Xu(S) up to a minor multiplicative error O(1/+/n). This
implies there exists a universal constant ¢ > 0 such that

~ Teon
inf su Eg.pn 1—M > ¢-min gl .
R P S~P 5
WeMg 5550, PePyy 13| n
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E.3.2. HYPERCONTRACTIVE DISTRIBUTIONS

In this section, we apply our results on hypercontractive distributions in Definition 18. Using the
resilience of hypercontractive distributions with respect to (1 = 0,X) in Lemma 19, which is
the same as the resilience properties we need for PCA in Definition 44, Theorem 14 implies the
following corollary.

Corollary E.5 Under the hypothesis of Lemma 19 with k > 3, u = 0 and any PSD matrix ¥ €

R4X4 there exist universal constants ¢ and C' > 0 such that forany a € (0, ¢), a dataset of size
_0 d k2a?~2/kdlogd = wk%*dlogd log(1/(6¢)) + dlog(1/al=2/k)
no= C20-1/k) g2(1—1/F) + 247k 2 o2k T ca ’

and sensitivity of A = O(a'=%/% /n) with large enough constants are sufficient for HPTR(S) in
Section E. 1 for PCA with the choices of the distance function in Eq. (65) to achieve
AT e
IR e 77)
%]
with probability 1 — (. Further, the same guarantee holds even if an a-fraction of the samples is
arbitrarily corrupted, as in Assumption 1.

The error bound is optimal under a-corruption up to a constant factor. HPTR is the first estima-
tor that guarantees (e, §)-DP and also achieves the robust error rate of 1—a " ¥4 /|| 2| = O(a!~2/%),
matching the information-theoretic lower bound of 1 —4 " X4/||2|| = Q(a'~2/¥). This lower bound
can be easily constructed using Eq. (57), where two hypercontractive distributions are at total vari-
ation distance O(«) and the top principal component of one distribution achieves an error lower
bounded by 1 — @' Xa/|| %] = Q(al~2/%). Even if privacy is not required, there is no outlier-robust
PCA estimator matching this optimal error rate for a general k.

The sample complexity is n = O(d/a*1=1/*) + (d +1og(1/))/(ec)) for a constant ¢, k, and
x, where O hides logarithmic factors in 1/« and d. Even for DP PCA without corrupted samples,
HPTR is the first estimator for hypercontractive distributions to guarantee differential privacy. The
information-theoretic lower bound is n = Q(d/a**=2/%) + min{d,log((1 — e~%)/d)}/(ae)) to
achieve the error in Eq. (77). The first term is unavoidable, even without DP and robustness, when
the data comes from a Gaussian distribution because estimating the principal component up to er-
ror a'~2/* requires Q(d/a?(1=2/k)) samples (Proposition E.3). There is a gap of factor O(a~2/*)
compared to the first term in our upper bound. Since the sample complexity lower bound in Propo-
sition E.3 is constructed using Gaussian distributions, it might be possible to tighten it further using
hypercontractive distributions. The second term in the lower bound follows from Proposition E.6,
which matches the last term in the upper bound up to a factor of O(log(1/a)) when § = ¢~ ©(@) and
e > 0. To the best of our knowledge, HPTR is the first algorithm for PCA that guarantees (g, §)-DP
under hypercontractive distributions.

Proposition E.6 (Lower bound for hypercontractive private PCA) Let Psx. be the set of zero-
mean hypercontractive distributions with covariance ¥ € R%?. Let M. ;5 be a class of (¢,6)-DP
estimators using n i.i.d. samples from P € Px. Then, for € € (0, 10), there exists a constant c such
that

AT oA R 1-2/k
inf  sup Egopn [1—“ E“} > cmin{(d/\log((l ¢ )/5)> ,1}. (78)

'ELEME,LS ¥>0,PePy o ne
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Proof We use the same construction as used in the distribution of x in the proof of Proposition C.5.
By (Acharya et al., 2021, Lemma 6), there exists a finite index set V C R? with cardinality [V| =
294 Jjp|| = 1forall v € Vand |[v —v'|| > 1/2 forall v # v € V. For each v € V and
a € (0,1/2), we construct the density function of distribution P, as defined in Eq. (57). Let X,
denote the covariance matrix of P,. The proof of Proposition C.5 shows that 3, = (1 — a)Ijxq +
a2/ kyy T, dpy (P, P!) = a and that P, is (O(1), k)-hypercontractive.

Since ||v — v'|| > 1/2, we know that (v, v") < 7/8, and we have

DE ,('U) - 1 - LTZ’/UU = — 1 -« + 04172/]6 <v7v/>2 = 04172/]6 > aliZ/k )
v 15| 1—a+al=2/k 8(1 — a + al=2/k) 12

for o < ¢ small enough.

Next, we apply the reduction of estimation to testing with this packing V. For a (e, d)-DP
al—2/k

15— Then, we have

estimator u, using Lemma 20, let ¢t =

sup Egpn|Dx(%)] > —— Es~pn|Dys, (i
PGEESP[E()] M; s~pp Dy, ()]
= LS P (Ds,(@) > 1)
|V| veY
d/2 1_—e[nal [
> te (26 1—36)?

1 + ed/2¢—¢lna]

where the last inequality follows from the fact that d > 2.
The rest of the proof follows from (Barber and Duchi, 2014, Proposition 4). We choose

1 . d 1 1—e"¢
a=-—min{ - —¢.lo
ne 2 OB\ e

sup Egpn[Dy, ()] Z o' /%
Pep

so that

This means, for t = (1/12)a'~2/% and ¢ € (0, 10), that

dAN1 1—e8)/§ 1-2/k
inf SupESan[DE(ﬂ)]Zmin{< Nlog((1—e~%)/ )) ne
4eMe 5 pep ne

which completes the proof. |

Appendix F. General case: utility analysis of HPTR

We prove the following theorem that provides a utility guarantee for HPTR output 6 measured in
Dy(0,0).
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Theorem 15 For a given dataset S, a target error function Dy : RP x RP — R, probability
¢ € (0,1), and privacy (e, ), HPTR achieves D¢(é, 0) = cop for some p > 0 and any constant
co > 3cq with probability 1 —  if there exist constants c1,c2 > 0 and (A € RT, p € RT) such that
with the choice of k* = (2/¢)log(4/(6C)), T = (co + c1)p, the following assumptions are satisfied.:

(a) (Bounded volume) (7/8)T — (k* + 1)A > 0,

VOI(BT+(1€*+1)A+61P,S)
Vol(B(7/8)r—(k*+1)A—c1p,5)
Vol({8 : Dg(6,6) < (co + 2¢1)p})
Vol({0 : Dy(6,6) < c1p})

< e and

ec2P

(b) (Local sensitivity) For all S within Hamming distance k* from S, maxgn g || Dgr(ji) —
Dg/(i)|| < Aforall i € Bry(k+43)a,5

(c) (Bounded sensitivity) A < 55 (02p+((cs/—2§i112)l§( T6730))" and

(d) (Robustness) |D¢(é, 0) — Ds(é)| < c1p for all f € B s.

The parameter p € R represents the target error up to a constant factor and depends on the re-
silience of the underlying distribution P 4 that the samples are drawn from. We explicitly prescribe
how to choose the parameter p for each problem instance in Sections B, C, D, and E. Following
the standard analysis techniques for exponential mechanisms, we show that the output concentrates
around an inner set {0 : D¢(é, 0) < cop}, by comparing its probability mass with an outer set
{6 : Dy(0,6) > c1p}. This uses the ratio of the volumes in the assumption (a) and the closeness
of the error metric and D(é) in the assumption (d). When there is a strict gap between the two,
which happens if ep/A > p + log(1/¢) as in the assumption (c), this implies D¢(é, 0) < cop with
probability 1 — (. We provide a proof in Section F.2.

A major challenge in analyzing HPTR is in showing that the safety test threshold k* = (2/¢) log(4/(0())
is not only large enough to ensure that datasets with safety violation is screened with probability
1 — §/2 but also small enough such that good datasets satisfying the assumptions (a), (b), and (c)
pass the test with probability 1 — (/2. We establish this first in Section F.1.

F.1. Large safety margin

In this section, we show in Lemma 51 that under the assumptions of Theorem 15, we get a large
enough margin for safety such that we pass the safety test with high probability. We follow the
proof strategy introduced in (Brown et al., 2021) adapted to our more general framework. A major
challenge is the lack of a uniform bound on the sensitivity, which the analysis of (Brown et al.,
2021) relies on. We generalize the analysis by showing that while the data does not satisfy uniform
sensitivity bound, we can still exploit its local sensitivity bound in the assumption (b).

The following main technical lemma is a counter part of (Brown et al., 2021, Lemma 3.7),
where we have an extra challenge that the sensitivity bound is only local; there exists 6 far from
6 where the sensitivity bound fails. We rely on the assumption (b) to resolve it. Let wg(B) £
[ exp{—(¢/4A)Ds(f1) }dfi be the weight of a subset B C RP. The following lemma will be used
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to show that the denominator of the exponential distribution in RELEASE step does not change too
fast between two neighboring datasets.

Lemma 49 Under the assumption (b) and 6 € (0,1/2), for a dataset S" at Hamming distance at
most k* from S, if ws/(Br_a,s) > (1 — 0)wg/ (Brya,s) then S" € SAFE, ye2c5 .

Proof We follow the proof strategy of (Brown et al., 2021, Lemma 3.7) but there are key differ-
ences due to the fact that we do not have a universal sensitivity bound, but only local bound. In
particular, we first establish that under the local sensitivity assumption, B, g» C By s for all
S" ~ S, which will be used heavily throughout the proof. Since Dgn(f) < Dg/(6) + A for all
0 € By (k*+3)A,5, We have By g N B+ y3ya,5 © Brya 5. We are left to show that B g \
BT+(k*+3)A,S = @, which follows from the fact that (BT,S” \BT+(I€*+1.5)A,S> mBT+(l€*+3)A,S) =0
and Dgn (é) is a Lipschitz continuous function. Similarly, it follows that B, _A s € B; g». In par-
ticular, this implies that B, s+ C B, (4=13)a,s for any S” with dg (S’, S) < k*.

We first show that for any E C B, g one side of the (¢/2,4¢%/25)-DP condition is met:
ek < e’f/zlP’eNT( ATS”)(é € E) + 4¢%/2§ for all §” ~ S’ where T(c,A,r1) and
T(e,A,7,s) are the distributions used in the exponential mechanism as defined in (2) respectively.
For B = B; s N B, g, we have

O~7 (2 A 7,57

PirnsnOEE) = By, (O€ENB)+P;, (0€E\B)
Oror , ( e EN B) . A
= (eATS) " o e ENB)+P; . (0 € E\ B)
Py, (0 € ENB) (,A,7,8") (A
(e,A,7,8)
Pir s S,)(AGEOB) ) )
= e j feE)+P, 0¢ B, g .
- P, (0 cEnN B) QNT(E,A,T,SH)( ) + 9NT<E,A,T,5')( ¢ 7,8 )
O~T(c, A 511

The ratio is bounded due to the local sensitivity bound at S’ as

(e ENB) /4 ws» (By.sn)
@eENB) ~ wg(Br,s1)

O~T(c A v 57

éNT(E,A,T,S”)
pe/2Ws(Brs»)
wgr(Br.sr)

< 5/2“)5’( Brias) < 2(1+25)
- wg/(Brs) T~ ( )

IN

where the second inequality follows from the fact that wg»(A) < e*/wg (A) for any set A C

B s'UB; s C Bry(k+43)a,s and the third inequality follows from the fact that B, s» C Bria s

From the assumption on the weights, it follows that wg/ (B, s/)/ws/ (Br,s') < wg(Brya,s)/ws (Br-a,s) <
1/(1 —9) <1426 foré < 1/2. Similarly,

éNT(e,A,T,s/)(a 2 BT’S”) < PéNT(s,A,T,S/)(Q ¢ BT—A,S’)
(B, _ ’ (B~ ,
< 1- ws'(Br-a.s1) <1- ws/(Bra,s') <5,
ws(Brs') ws(Brya,s)
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Putting these together, we get IP’éNT< N (0 eE)< 65/2]P’é~r( N (0 € E) + 4¢°/26.
0 € E) <

Next, we show the other side of the (¢/2,4¢e%/25)-DP condition: Péw( A5

eE/Q]P’éNT( N 5)(é € E) + 4e%§ for all ' ~ S. We need to show an upper bound on the ra-
tio: o
éNT(e,A,T,S’) (9 < E M B) 68/4 wS(BTys)
éNT(E,A,T,S) (0 e kN B) o wS/(BﬂS,)
< 8/2 wS(BT,S)
B ws(Br,s1)
B:s)
< 2 0888 (g s
B ws(Br-a,s) ~ ( )
For the probability outside B g/,
PéNT‘(E,A,T,S”) (9 € BT,S/) < éNT(E,A,T,S”) (9 € BT+A,S’ \ BT,S/)
< Ws(Brias \ Brs)
- wS”(BT,S")
< o2Ws(Breas \ Brs)
B wg (Brsr)
< o2 wg (Brias) —ws (Brs)

ws (Br_a,s)
< A 420—1) = 25/%5 .

where the first inequality follows from B, s» C B; A g/, the second inequality follows from
(Bryas' \ Brs') N Brgn C Bria g \ Brg, the third inequality follows from the fact that
B;sn € Bria,s and the local sensitivity assumption, and the last inequality follows from the

weight assumption and B, _aA s+ C B, .
|

The next lemma identifies the range of the threshold £* = O(7/A) that ensures safety.

Lemma 50 Under the assumption (b), if there exists a g > 0 such that T — A(k* + g+ 1) > 0 and

VOI(BT+A(IC*+1),S) o it
Vol(Br_A(k*+g+1),5)

< %e—f/z(s , (79)

then S' € SAFE . /3 5/2,7) for all S" within Hamming distance k* from S.

Proof Consider S’ at Hamming distance k away from S. From Lemma 49 it suffices to show that
ws/(Br_a5)/ws (Brya,s) > 1 — 0§ for & = (1/8)e~/25, which is equivalent to

ws/(Brias \ Br-as)/ws/(Brias) <9 .
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The denominator is lower bounded by
wS’(BT—i-A,S’) > wS/(BT,A(1+g)7S/) > VOI(BT,A(lJrg)’S/)675(77A(1+g))/(4A)
> Vol(BT_A(Hngk)’S)e—E(T—A(1+g))/(4A) 7
where the last inequality uses the local sensitivity (the assumption (b)). The numerator is upper
bounded by

ws (Brins \ Br-as) < ws(Brygeinas \ Br-a,s) < Vol(Bryp1)a,s)e =78/ G4

where the first inequality uses the local sensitivity. Together, it follows that

T—A)/(44) 1

ws' (Brias \ Br-as') Vol(Br (k11)a,5)¢ 5 = Lo
= 8 )

wsr(Bria,s') = Vol(B,_a(14gin)s)e s-A0F9)/(14)

as e*E(T*A)/(‘lA)/e*E(T*A(Hg))/(‘m) = e~%9/4, which implies safety.
|

We next show that k* = O((1/¢)log(1/(6¢))) is sufficient to ensure a large enough safety
margin of m, — k* = Q((1/¢) log(1/()).

Lemma 51 Under the assumptions (a), (b), and (c) of Theorem 15, for k* = (2/¢) log(4/(5()), if
dH(S,, S) < (2/8) log(4/((5)) then S’ € SAFE(E/Q’(;/Q’T).

Proof Applying Lemma 50 with £* = (2/¢)log(4/(6¢)) and g = (1/(8A))7, we require

Vol(Br4 Ak +1),5) o o ez
Vol(B(7/8)r—A(k++1),5) 8

From the assumption (a), it is sufficient to have

TE 1 _,
exp{CQp—gz—A} < ée 125

For A < (71¢)/(32(cap+(e/2)+1og(8/6))), which follows from the assumption (c), this is satisfied.
|

F.2. Proof of Theorem 15

We first show that we pass the safety test with high probability. Define the error event E as the event
that we output L in the TEST step. From Lemma 51, we have m, > (2/¢)log(4/(6¢)) under the
assumptions (a), (b), and (c). This implies that

DO [

P(E) = P(m,+Lap(2/e) < (2/¢)log(2/6)) <

We next show that resilience implies good utility (once safety test has passed). We want the ex-

ponential mechanism to output an accurate 6 near ¢ with high probability, i.e., Péw( Ars) (Dg (é, 0) >
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cop) < (/2. We omit the subscript in the probability for brevity, and it is assumed that randomness
is in the sampling of the exponential mechanism. We want to bound by (/2 the failure probability:
P(Dy(0,0) > cop)
IP(D¢(9, 0) < cip1)

Vol(B;.s) MAXg. . G.0)>cop PO
Vol({0 : Dy(0,0) < c1p}) min, P(9)

A

IP( D¢(é, 9) Z Cop)

IN

:Dy(6,0)<c1p1

as long as {0 : D¢(«§, 0) < cop} C B s (otherwise we are under-estimating the volume), which
follows from the assumption (d); Dg(6) < (Dg(8,6) 4 c1p) < (co + 1)p = .

Similarly, since § € B, g implies D¢(é, 0) < 7+ c1ip = (co + 2¢1)p, the volume ratio is
bounded by

Vol(B;.s) _ Vol({ : Dy(6,0) < (co + 2¢1)p})

_ A _ _ < 2P
Vol({6 : Dy(0,6) < c1p) Vol({6 : Dy(6,6) < c1p})

)

under the assumption (a). The probability ratio can be bounded similarly. From the assumption (d),
we have

D5

)

< e { - Flw—e) - @)p) < exp{ - 03U

maxé!ch(éﬂ)Zcop P(

mlné:D¢ (6,0)<cip ]P)<

D>
SN—

When ec2p—(e(co—3e1)p/ (44))) < (/2, we have the desired bound. This is guaranteed with our
assumption (c).

Appendix G. Auxiliary lemmas

Lemma 52 For any symmetric ¥ > 0 and vector u € R?,

(v, u) H _1/2 H
m = ||z . 80
v:||v2ﬁ):{1 v b (80)

Proof This follows analogously from the proof of Lemma 7. |

Lemma 53 Ler 3, A € R4 pe q symmetric matrix. If —clyxg < 27 V2AY Y2 — 1500 < cLixa
for some ¢ > 0, then we have for any u € R,

157Y2(A = S| < |22 81)

Proof Using the fact that —I;5g < M =< I xq implies —Ijxq <= M 2 < 14yq, for any symmetric
matrix M, we know

— Ly g 2 XTV2A - HA =D))< Py, (82)
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which implies that

P (A-D) M A-%) <22 (83)

Thus, we know
IS7V2(A -S|’ =uT (A= D)2 HA = D)u < Fu'Su = A8V 2ul? . (84)
|

Appendix H. Existing lower bounds
Theorem 54 (Lower bound on DP Gaussian mean estimation with known covariance (Ka-
math et al., 2019, Lemma 6.7)) Let i : R"*% — [~Ro, Ro]? be an (e, §)-differentially private

estimator (with § < \/d/ (48\/§Rn\/ log(48v/2Rn/\/d))) such that for every Gaussian distribu-
tion P = N (p, 0*Lxq) (for —Ro < pj < Ro where j € [d]) and

Es~pn [lA(S) — pl?] <a® < (85)

do

then n > Sdos

Theorem 55 (Lower bound on DP covariance bounded mean estimation (Kamath et al., 2020,
Theorem 6.1)) Suppose jiis an (£, 0)-DP estimator such that, for every product distribution P € R?
such that E[P] = p, supy, =1 Ez~p[(v, 2 — 1w)?] < 1 and

Es~pn [[|(S) = pl*] < a®. (86)

Thenn = Q (d/(a?))

Theorem 56 (Lower bound of the error rate for hypercontractive linear regression with inde-
pendent noise(Bakshi and Prasad, 2021, Theorem 6.1)) Consider linear model y = (3, z) + n,
where optimal hyperplane (3 is used to generate data, and the noise 1 is independent of the samples
x. Then there exists two distribution Dy and Ds over R? x R such that the marginal distribution
over R? has covariance ¥ and is (ky,, k)-hypercontractive yet | =128 — B2) || = Q(y/Rryal=1/k),
where 31 and (5 are the optimal hyperplanes for Dy and Dy respectively, v < 1/ o' and the noise
n is uniform over [—~, 7].

Theorem 57 (Lower bound of the error rate for hypercontractive linear regression with de-
pendent noise(Bakshi and Prasad, 2021, Theorem 6.2)) There exists two distributions D1, Do
over R? xR such that the marginal distribution over R? has covariance ¥ and is ky,, k-hypercontractive
vet |SY2(81 — Bo)|| = Q(/Frya'=2/*), where B1 and B2 are least square solutions for Dy and
Do, respectively, v < 1/ o' and the noise is a function of the marginal distribution of R?,
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Thegrem 58 (Lower bound of Gaussian DP covariance estimation (Kamath et al., 2019, Lemma 6.11))
Let ¥ : R — © be an (¢,0)-DP estimator (where © is the space of all d x d PSD matriaces),
and for every N'(0, %) over R? such that 1/21 3.4 < ¥ = 3/21354,

042

Esnosy [12(5) - S[%] < o1 (87)

(@)

then n > Q(d*/(e)).
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