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Abstract

In this work we solve the problem of robustly learning a high-dimensional Gaussian mixture model
with k& components from e-corrupted samples up to accuracy O(¢) in total variation distance for any
constant k£ and with mild assumptions on the mixture. This robustness guarantee is optimal up to
polylogarithmic factors. The main challenge is that most earlier works rely on learning individual
components in the mixture, but this is impossible in our setting, at least for the types of strong
robustness guarantees we are aiming for. Instead we introduce a new framework which we call
strong observability that gives us a route to circumvent this obstacle.
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1. Introduction

Gaussian mixture models have a long and storied history. They were first introduced in the pioneer-
ing work of Pearson (1894) and have found wide-ranging applications ever since, as a natural model
for data believed to be coming from two or more heterogeneous sources. Early works focused on the
statistical complexity (Teicher, 1961), namely bounding the number of samples needed to estimate
the Gaussian mixture model to within some desired accuracy. More recently, these problems have
been revisited with an emphasis on giving computationally efficient algorithms that work in high
dimensions and with minimal assumptions (Dasgupta, 1999; Kalai et al., 2010; Moitra and Valiant,
2010; Belkin and Sinha, 2010; Ge et al., 2015).
There are different types of learning goals we could ask for:

(1) In parameter learning, we want to estimate the mixture on a component-by-component ba-
sis. We ask that there is a matching between the components in our hypothesis and those
of the true mixture so that across the matching we are close in total variation distance and
get the mixing weights approximately correct. Alternatively we could ask to be close in an
appropriate parameter distance instead.

(2) In proper density estimation, we relax the goal of estimating the individual components.
Rather, we want to output a hypothesis from the correct family (i.e. a Gaussian mixture
model) and we require that it is statistically close as a distribution to the true mixture.

(3) Finally in improper density estimation the setup is the same as above except that we allow
ourselves to output any hypothesis, even if it is not from the family we are trying to learn.
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The distinctions between these notions of learning will play a key role in this work.

Recently, researchers have begun to revisit many of the key problems in high-dimensional learn-
ing from the perspective of robust statistics (Diakonikolas et al., 2019a, 2017a; Lai et al., 2016;
Charikar et al., 2017; Balakrishnan et al., 2017; Klivans et al., 2018; Diakonikolas et al., 2019b;
Hopkins and Li, 2018; Kothari et al., 2018; Li, 2018; Steinhardt, 2018; Diakonikolas and Kane,
2019; Bakshi and Prasad, 2021; Chen et al., 2020). In particular, we allow an adversary to arbitrar-
ily corrupt an e-fraction of the samples. In this setting, it is no longer possible to learn the original
distribution to any desired accuracy. In fact the algorithmic problems associated with working
in high-dimensions become even more acute in the sense that many algorithms that work in the
non-robust setting turn out to only be able to tolerate a fraction of corruptions that decays inverse
polynomially with the dimension.

For the most part, the emphasis in algorithmic robust statistics has been on getting some dimension-
independent robustness guarantee. And only for simpler problems, like estimating a high-dimensional
Gaussian (Diakonikolas et al., 2019a, 2018) and linear regression (Bakshi and Prasad, 2021) are
nearly optimally robust algorithms known. In this work, we will take aim at the problem of giving
algorithms with nearly optimal robustness guarantees for the challenging task of learning Gaussian
mixture models. Most relevant to us are the recent works of Liu and Moitra (2021) and Bakshi
et al. (2020) who gave the first robust algorithms for learning Gaussian mixture models that achieve
dimension-independent robustness guarantees. Let £ be the number of components in the mixture.
These works achieve error rates of (1), However in terms of the quantitative dependence on e,
these works are far from optimal, and here we will ask for much more:

Given e-corrupted samples, is there an efficient algorithm for estimating the true mix-
ture within O(€) in total variation distance for any constant k?

Such a bound would be optimal up to polylogarithmic factors. And even in the case of a single
Gaussian it is known that there are fundamental tensions between robustness and computational
efficiency, and there is evidence that it might not be possible to obtain O(e) accuracy (at least in
a subtractive model of noise) (Diakonikolas et al., 2017b). As we will discuss below, in order to
solve this problem we will need new frameworks and strategies that avoid trying to learn individual
components.

1.1. Observability

Our main conceptual contribution is a new framework, which we call observability, for framing
high-dimensional density estimation problems. We use this notion as a building block for how
to design algorithms for robustly learning a mixture of Gaussians even when it is impossible to
learn it on a component-by-component basis. Observability involves having a set of test functions
fi,..., frn that are used to measure a distribution in a family F. It has many parallels, but also
important differences, with the commonly used notion of identifiability. We begin with a definition.

Definition 1 (Observability) Given a family of distributions F and a set of test functions f1, . .., fn,
we say that the family F is observable through the test functions f1, ..., fy if any two distributions
M, M" € F that produce identical measurements (i.e. Epq[fi] = Eaq[fi]) they must be equivalent
as distributions.
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In other words, F is observable through a family of test functions fi, ..., f, if these test function
measurements uniquely determine a distribution in F. Of course we need a more algorithmically
useful version of observability with quantitative guarantees. Since our goal is to achieve nearly
optimal robustness guarantees, we will need the test function discrepancy and the TV distance to be
proxies for each other up to logarithmic factors. We call this strong observability.

Definition 2 (Strong Observability) Given a family of distributions F and a set of test functions
fi, .-, fn, we say that the family F is strongly observable through the test functions fi,..., fn if
for any two distributions M, M’ € F, we have

dry (M, M') = Z Ermlfil = Exv[fill

where the = means that the two sides are equivalent up to logarithmic factors.

Strong observability is a subtle property. There are related facts that are much easier to establish:
For any two mixtures M and M’ that are e-far in total variation distance, there is a test function
f (whose values are bounded between zero and one) where |Eq[f] — Eaq[f]| > €. However the
quantifiers are in the wrong order. In particular, the particular test function that distinguishes M
and M’ could vary arbitrarily and pathologically as we vary the two mixtures. In contrast, what
makes our notion of observability algorithmically useful is that the family of test functions is fixed
in advance and we will show that a polynomial number of them suffice. Thus, for a density estima-
tion algorithm, our problem is reduced to measuring the test functions on the true mixture and then
computing any distribution in F that matches these measurements. Strong observability implies that
this strategy will obtain nearly optimal robustness guarantees, even in the face of adversarial cor-
ruptions. The notion of observability seems natural and fundamental to high-dimensional learning,
but as far as we are aware it has not appeared in the literature before.

Our main result is in establishing that strong observability is possible for GMMs with a poly-
nomial number of test functions, provided that the components are in regular form (see Definition
24). Roughly, a mixture is in regular form if all components are not too poorly conditioned and not
too separated from each other. Moreover we can reduce the general learning problem to the regular
form case by invoking recent results on robust clustering. Our result can be summarized as:

A mixture of a constant number of Gaussians in regular form is strongly observable
through constant degree Hermite moments .

More specifically we prove:

Theorem 3 (Informal, see Theorem 50) For two mixtures M, M’ of a constant number of Gaus-
sians in regular form, the distance between their first Oy (1) Hermite moments and their TV distance
are equivalent up to logarithmic factors.

While our overall algorithm builds on the line of previous works on robustly learning GMMs
(Diakonikolas et al., 2020a; Bakshi and Kothari, 2020; Liu and Moitra, 2021), our key contribution
is the proof of strong observability. It leverages the recent generating function technology in Liu
and Moitra (2021) but in new ways that avoid using the sum-of-squares hierarchy.

1. Hermite moments will be defined more formally in the next section, but for now can be thought of modifications of
standard moments that can be robustly estimated.
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In the appendix (Section A), we provide a further discussion on observability and in particular
a comparison with the more familiar concept of identifiability, which is usually thought of as the
crucial ingredient in parameter learning algorithms. As we discuss, it is information theoretically
impossible to learn the parameters to accuracy better than ©/k) " Thus, approaches based on
comparing parameters or identifiability appear doomed at this barrier and cannot obtain the types of
strong robustness guarantees that we are hoping for.

1.2. Our Results and Techniques

Our main result is an algorithm whose robustness guarantees are optimal up to logarithmic factors
for any constant k. The formal statement can be found in Theorem 72.

Theorem 4 (Informal) Let k be a constant. Let M = wG1 + -+ + wpGy be a mixture of
Gaussians in R whose components have variances lower and upper bounded in all directions
and such that the mixing weights are lower bounded (both of these bounds can be any function
of k). Given poly(d/e) samples from M that are e-corrupted, there is an algorithm that runs in
time poly(n) and with high probability outputs a distribution f that is a mixture of k polynomial
Gaussians (see below for formal definition) such that

dTV(M7 f) < 5(6) :

Remark 5 While weaker than the familiar goal of parameter learning (which as we discussed is
impossible for the quantitative robustness guarantees we are aiming for), improper density estima-
tion still has important applications. For example, our estimate f will have the property that we
can efficiently sample from it, which means we can compute probabilities of arbitrary events and
various statistics without needing new samples from M.

Remark 6 Our result does require slightly stronger assumptions on the mixture than the previous
works Liu and Moitra (2021); Bakshi et al. (2020). The first assumption about the components
having bounded variances in all directions is a technical nuance that arises because if there is some
component with identity covariance and some other component with variance €' in some direction
and identity covariance in all other directions, then we cannot “separate” these components via
clustering as then we will lose a €*Y) factor in our accuracy guarantee. On the other hand, if
we don’t separate such components, then we will lose 1) factors in our quantitative relationship
between Hermite moments and TV distance (strong observability). This issue does not arise in
previous works because they only aim for 2(1) accuracy in which case we can simply separate
such components via clustering. The second assumption about mixing weights is inherited from Liu
and Moitra (2021) because we need to first obtain rough estimates for all of the components and
we cannot do this if there are small mixing weights. These two assumptions are not information-
theoretically necessary and we leave it as an open question to see if it is possible to remove them.

As we discussed previously, the main challenge is that in our setting, parameter learning is not
information-theoretically possible, at least not with the kinds of robustness guarantees that we are
aiming for. Our algorithm and its analysis revolve around showing that a Gaussian mixture model
is strongly observable through its Hermite moments. We now sketch the proof.
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First, we give some background. For a distribution D, the characteristic function is defined as
D(X) = E..p[e”*X] (where i = \/—1) and can be expanded as a power series whose terms are

the moments of D
o0

D(X) :Zwin'

n!
=0

We can also invert the characteristic function to translate from the moments back to the actual
density function. For our purposes we will want to work with the Hermite moments instead, because
they can be robustly estimated using existing techniques (Kane, 2021; Liu and Moitra, 2021). It
turns out that there is an analog of the relationship between moments and characteristic functions,
but for Hermite moments instead. Specifically we define the adjusted characteristic function (for
details see Definition 42) and show that the terms in the power series expansion of the adjusted
characteristic function are exactly the Hermite moments (see Corollary 44). The key is we can give
quantitative estimates for inverting the adjusted characteristic function that allow us to relate the size
of terms in the power series (which are Hermite moments) to the L' norm of the density function.

This gives us some relation between the Hermite moments and the TV distance but it is still
far from strong observability. In particular, the power series has infinitely many terms, but in order
to prove strong observability, we must restrict to a constant (O (1)) number of test functions. The
key is to prove that, for mixtures of Gaussians, the Hermite moments satisfy a recurrence relation
of order O (1) and further that this recurrence has bounded coefficients. For context, the moments
of a single Gaussian satisfy a simple recurrence so it is reasonable to expect that the moments of
a mixture satisfy a higher-order recurrence. This framework of working with Hermite moments
through their recurrence relations (instead of through their parameters as in previous works) is
crucial to circumventing the e©(1/%) barrier. This is only a sketch and the full proof has additional
complexities.

However strong observability alone does not get us anywhere because, after robustly estimating
the Hermite moments, we would still need to solve a large system of polynomial equations to find
a good (proper) estimate. In fact this system does not appear to have any useful structure that can
be exploited algorithmically, in part because it has many disconnected solutions due to the failure
of robust parameter learning. Instead we circumvent this obstacle by showing how to solve a re-
laxed version of the polynomial system that corresponds to allowing ourselves to output a Gaussian
mixture model whose mixing weights are low degree polynomials — i.e. it has the form

Q1(x)G1 + - + Qi(x)Gy,

where ()1, ..., Q) are low-degree polynomials that are nonnegative everywhere. We call this a
mixture of polynomial Gaussians (MPG). As it turns out, our strong observability result (Theorem
50), that being close in Hermite moments implies closeness in total variation distance, extends to
MPGs as well. We emphasize that this is only a high-level description of the proof, and there are
many subtleties such as the crucial fact that the degrees of the polynomials ()1, ..., Q does not
need to grow with m, the number of Hermite moments that we want to match, which is essential in
order to make our strategy work. We give a detailed technical overview in Section 2.

1.3. Other Related Work

There has also been a line of work (Ashtiani et al., 2018, 2020) towards achieving optimal sample
complexity for robustly learning mixtures of Gaussians. However, these works are not algorithmic
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i.e. their algorithms are based on discretization and brute-force search and run in exponential time.
In our work, sample complexity is not our primary concern (as long as it is polynomial) and in order
to develop a computationally efficient learning algorithm we will need entirely new techniques.

2. Technical Overview

We now present our technical overview. Due to space constraints, the formal theorems and proofs
are deferred to the appendix (Section C and after).

2.1. Problem Setup

We use N (u, X) to denote a Gaussian with mean p and covariance Y. We use dty (D, D’) to denote
the total variation distance between two distributions D, D’. When there is no ambiguity, we will
slightly abuse notation and for a distribution D on R¢, we use D(z) to denote the density function
of D at z.

We use the following shorthand notation. X denotes a d-tuple of variables (X1, ..., X;). Fora
vector ;1 € R? and matrix ¥ € R™? we set u(X) = p7 X and £(X) = XTE X,

We begin by formally defining the problem that we will study. First we define the contamination
model. This is a standard definition from robust learning (see e.g. Diakonikolas et al. (2020a)).

Definition 7 (Strong Contamination Model) We say that a set of vectors Y1,...,Y, is an e-
corrupted sample from a distribution D over R® if it is generated as follows. First X1, ..., X,
are sampled i.i.d. from D. Then a (malicious, computationally unbounded) adversary observes
X1,..., X, and replaces up to en of them with any vectors it chooses. The adversary may then
reorder the vectors arbitrarily and output them as Y1, ..., Y,

We study the following problem. There is an unknown mixture of Gaussians M = w1Gy + --- +
wi Gy where G; = N (u;,%;). We receive an e-corrupted sample Y7, ..., Y, from M where n =
poly(d/e) (we treat k as a constant). The goal is to output a density function of a distribution, say
f. such that dyy(f, M) < O(e).

In our main result, Theorem 72, we give an algorithm that computes such a function f of the
form

fx) = Qi(x)Gi(x) + - - + Qu(2)Gr(x)

where Q1, ..., Q are polynomials of constant (possibly depending on k) degree that are nonneg-
ative everywhere and G1, ..., G} are Gaussians. We call such functions mixtures of polynomial
Gaussians (MPG) distributions for short (see Definition 23).

Throughout our paper, we will assume that all of the Gaussians that we consider have variance
at least poly(e/d) and at most poly(d/e) in all directions i.e. they are not too flat. This implies that
their covariance matrices are invertible so we may write expressions such as E;l.

Remark 8 Our main results for nearly optimal density estimation require a stronger assumption
that the variances are between poly(log1/€)~! and poly(log1/€) in each direction. However,
en route to these results, we first prove a few simple generalizations of the the results in Liu and
Moitra (2021) and these results hold under the same assumptions as in Liu and Moitra (2021) i.e.
components have variance between poly(e/d) and poly(d/e) in all directions.
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We will also assume that the w; are at least A~! for some constant A. While a lower bound on
the mixing weights is not technically necessary for density estimation, we need such an assumption
in our paper because we need to first run a parameter estimation algorithm (see Liu and Moitra
(2021)) to obtain rough estimates for all of the components.

Throughout this paper, we treat k, A as constants —i.e. A could be any function of k£ — and when
we say polynomial, the exponent may depend on these parameters. We are primarily interested in
dependence on € and d (the dimension of the space).

2.2. Main Ideas
2.2.1. REGULAR FORM MIXTURES

We will first consider the case when the components of the mixture are in a convenient form, which
we call regular form, meaning that all of the components are not too far from each other and not too
poorly conditioned.

Definition 9 (Informal, see Definition 24)) We say a mixture of Gaussians M = wi1G1 + -+ - +
wi Gy, is in regular-form if all of the components can be written in the form G; = N(pj, I + X;)
where ||| , |||, < poly(log 1/€) and poly(log1/€)~*I < I+ %; < poly(log1/e)I

In the appendix (Section B), we sketch how we reduce from a general mixture to a mixture
in regular form. As mentioned previously, the key ingredient in our algorithm is an observability
statement, that we have a family of test functions such that if two mixtures are close on this family
of test functions, then they must be close in TV distance. Our learning algorithm will then work
by measuring these test functions using the samples and then solving for a distribution that matches
these test function measurements.

For many learning problems, such as learning mixtures of Gaussians in the non-robust setting
(Moitra and Valiant, 2010; Kalai et al., 2010), using low-degree moments as the set of test functions
suffices. However, for robustly learning mixtures of Gaussians, using the standard moments would
lose factors of poly(d) in the error guarantee. Similar to previous papers on robustly learning
mixtures of Gaussians (Kane, 2021; Liu and Moitra, 2021), we use the family of low-degree Hermite
moments as our test functions. Of course, as mentioned previously, there are still many additional
obstacles to proving strong observability and circumventing the €!/* barrier to parameter learning.
First, we make a few definitions. See Section D.1 for more details.

Definition 10 Let 7, (z) denote the univariate Hermite polynomials, e.g. Ha(z) = 2°—1,Hz(z) =

23 —3x. Let Hp,(x, y?) be the homogenized Hermite polynomials e.g. Ha(x,y?) = x2—y%, Hz(x,y
3 2

z° — 3zy“.

~—

Definition 11 (Multivariate Hermite Polynomials) Ler H,, (X, z) be a formal polynomial in vari-
ables X = X1,..., X4 whose coefficients are polynomials in d variables z1, . . ., zq that is given
by Hp(X,2) = Hp(21 X1 + -+ + 2aXa, X7 + -+ + X32).

Definition 12 (Hermite Moment Polynomials) For a distribution D on RY we let
hm7D(X) = E(zl,...,zd)wD[Hm(Xa Z)] .

We omit the subscript D when it is clear from context. We refer to hy, p(X) as the Hermite moment
polynomials of D.
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Remark 13 We will use the term Hermite moment polynomial (instead of just Hermite moment) to
emphasize the fact that we view h,, p(X) as a polynomial in the formal variables X. This poly-
nomial representation will be useful for the machinery that we introduce later on for manipulating
these Hermite moment polynomials.

Remark 14 [f instead of E(., .. . )~p[Hm(X,2)] we had E, . .)~pl(z1X1 + - + 24Xa)™]
then we would get the standard moments.

The Hermite moment polynomials turn out to be a particularly nice object to work with because
we can work with their L? norm (after reorganizing the coefficients into a vector) without losing
dimension dependent factors 2. The key observability result in our proof (Theorem 50) implies that
for regular-form mixtures, the distance between Hermite moment polynomials (in terms of L? norm
of coefficients) is equivalent to TV distance up to a poly(log 1/€) factor.

Algorithm Summary: We now summarize our algorithm for learning regular-form mixtures. The
main parts are

1. Strong Observability through Hermite Moment Polynomials: we prove that for two mix-
tures of k& Gaussians, and more generally mixtures of & polynomial Gaussians, if their first
O (1) Hermite moment polynomials are e-close in coefficient L? distance, then the two mix-
tures are O (€)-close in TV distance (Theorem 50).

2. Estimate the Hermite Moment Polynomials Optimally: we estimate the Hermite moment
polynomials of the mixture to optimal accuracy (Theorem 65)

3. Compute Rough Component Estimates: we compute ¢/2*()-accurate estimates for all of
the components (Theorem 73)

4. Estimate Density Function Optimally: we bootstrap the rough component estimates using
the Hermite moment polynomial estimates to compute the density function of the mixture to
optimal accuracy (Theorem 69)

The next figure shows how the parts fit together in our algorithm. We focus on parts 1,2,4
because part 3 follows easily from the results in Liu and Moitra (2021).

Strong Observability through Hermite Moment Polynomials: To help build intuition, here we
will sketch a proof of observability via Hermite moment polynomials in the infinite limit, i.e. if two
mixtures match exactly on their first O (1) Hermite moment polynomials, then they must be exactly
the same. For simplicity, in this discussion, we will restrict ourselves to mixtures of Gaussians. In
our analysis later on, we will need observability for mixtures of polynomial Gaussians because the
density function that we output is in this more general class.

Here, we sketch a proof of the following (informal) theorem. The full version is in Theorem 50.

Theorem 15 (Informal) If two regular-form mixtures of Gaussians M = w1G1+- - - +wip Gy and
M = w G+ - - +w, G}, match on their first Oy (1) Hermite moment polynomials then M = M’

2. For, say, standard moments, we would instead need to work with the tensor injective norm.
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Input: e-corrupted sample
X1,..., X, from mixture
M = wiGy + - + wp Gy

Theore‘ny Theorem 73

Estimate Hermite mo- -
. Estimate components
ment polynomials — — 0(1)
~ Gi,...,Gpto e accuracy
hi sy B, pa to O(€) accuracy

Theorem 69

Compute mixture of polynomial
Gaussians f = Q1G1 + --- + QG
that matches Hermite
moment polynomials
Bi s - - 5 hum pq to within O(e)

J

Theorem 50

f must be close to the density
function of M in L' distance

Figure 1: Overview of our algorithm for regular-form mixtures

A key ingredient will be understanding recurrence relations between Hermite moment polyno-
mials. To obtain these recurrence relations, we write down a generating function for the Hermite
moment polynomials and then manipulate this generating function using differential operators. By
writing down a differential operator that annihilates the generating function, we then obtain the co-
efficients of a recurrence relation that the Hermite moment polynomials must satisfy. First, we have
the following identity.

Claim 1 (See Corollary 40) Let M = wiG1 + ... wi G}, be a mixture of Gaussians where G =
N(pj, I +%;). Then

1
Z i B (X )y™ = wy et COTaZ1 Q08" 4y gy e (X) 35k (1)
m=0 ’

where hy,(X) are the Hermite moment polynomials of the mixture M.

Let f(y) be the function on the right hand side of (1), viewed as a function of y with formal
variables X. For each j € [k], consider the differential operator D; = 0 — k(ul] (Xk ) 2+ Yi(X)y)
where the partial derivative is taken with respect to y. Then if we let D = D,% N D,%:l --- Dy, we
can verify that D(f(y)) = 0 (see Section D.5).

On the other hand, by using the product rule, we can expand the differential operator D in the
form

D = Qo1 (X, 9)8% 1+ Qo (X, )0 2+ + Qo(X, )
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where Q, . . ., Qor_7 are polynomials in y whose coefficients are polynomials in the formal vari-
ables X. It is immediate to verify that (); has degree at most 2F _1—jinysoforall0 < j < 2F—
we can write

Qi(X,y) = Rjpe_1_;(X)y* 19 4 4 Rj(X)

for some polynomials R;o(X),..., Rjor_q_;(X).
Now consider what happens when we apply D to the left hand side of (1). We will get a power
series in y whose coefficients are polynomials in X . The coefficient of y* will be

ok _12F_1—j

ha—l— l l(X)
Jz% z_: J— a_lJ

and since D(f(y)) = 0 we get the following conclusion.

Claim 2 Let M = wiG1 + ... wi Gy, be a mixture of Gaussians where G; = N (uj, I+ X;). Then
there are polynomials R; (X ) such that for all a, the Hermite moment polynomials of M satisfy

ok_12k_1—j

Pa+; l Z(X)_
]Z% ; X a—l] =0. )

This means that the Hermite moment polynomials satisfy a recurrence of order O (1). It is straight-
forward to extend the above argument to the difference of two mixtures say M = w1Gy + -+ - +
wiGl and M" = w| G} + - - - + w, G}, and we deduce that the polynomials h, aq(X) — hp ar (X)
must satisfy a similar recurrence of order Oy (1). Thus, if the first O (1) Hermite moment poly-
nomials of two mixtures are the same, then all of their Hermite moment polynomials must be the
same. Note that this statement suffices for the proof of observability in the infinite limit, but in the
full analysis, we need several additional steps to prove quantitative bounds relating the distance be-
tween higher-degree Hermite moment polynomials to the distance between the first Oy (1) Hermite
moment polynomials.
The argument above implies that

o0 o0

1 1
> 1 hmam(X)y™ = > 1 o (XY™ 3

m=0 m=0

It remains to show how to transform from these generating functions back to the original distribu-
tions. This can be done through the adjusted characteristic function. We define

Definition 16 (Adjusted Characteristic Function) For a distribution D on RY, we define its ad-
justed characteristic function D : R® — C as D(X) = E...p [eiz'XJr%”XHT where i = \/—1.

It suffices to note that

Claim 3 (Same as Claim 14) Let D be a distribution on R%. Then D(X) = S-°°_ L h,, p(X).

m=0 m!

Thus, plugging y = i into (3), we get that M (X) = 7\/1v’(X ). However, note that the adjusted char-
2
acteristic function is an invertible transformation (since we can multiply by e~ 2IX17 and then invert

10
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the characteristic function) so actually M (X) = M'(X), completing the proof of observability in
the infinite limit.

There are several additional technical ingredients that are necessary to go from observability in
the infinite limit to quantitatively strong observability. The main one is that we need to bound the
coefficients of the polynomials R;;(X). It is not difficult to obtain sufficiently tight bounds when
|5l 5 [125]], are all sufficiently small (smaller than some constant depending on k). To reduce to
this case, we need to do some additional work (see Section E.3). Also, we will need quantitative
bounds on inverting the adjusted characteristic function. Such bounds are obtained in Section D.2.

Estimate the Hermite Moment Polynomials Optimally: Here, our goal is to obtain estimates
hl,(X) for the first O (1) Hermite moment polynomials. We sketch a proof of the following (in-
formal) theorem. The full version is in Theorem 65.

Theorem 17 (Informal) Given an e-corrupted sample from a regular-form mixture of Gaussians
M = w1G1 + - - - +wpGy, we can compute estimates hy, (X) such that ||[v(hy, (X) — hy, (X))]| <
O(€) where hp,(X) are the true Hermite moment polynomials of the mixture and v(-) denotes con-
verting a polynomial to a vector of coefficients (we then measure the L? norm of this vector).

Note that h,, (X)) is the mean of the distribution of H,, (X, z) for z ~ M so estimating h,, (X)
is a robust mean estimagon task. Previous papers (Liu and Moitra, 2021; Kane, 2021) estimate
hm(X) up to accuracy O(+/€) by upper bounding the spectral norm of the covariance matrix and
using standard results from robust mean estimation. However achieving O(e) is significantly more
difficult.

It can be shown, via hypercontractivity, that the distribution of H,,(X, z) exhibits exponential
tail decay (see Lemma 61). However, this alone is not enough to robustly estimate the mean to
within O(€) in a computationally efficient manner. Existing results achieving optimal accuracy
e.g. Diakonikolas et al. (2020b) require known covariance or some additional moment structure
(such as in the case of a single Gaussian). Furthermore, there is evidence suggesting that achieving
optimal accuracy for general sub-Gaussian distributions may be computationally hard (Hopkins and
Li, 2019).

To circumvent these barriers, we leverage the structure of the moments of the distribution of
H,,(X, z). Roughly speaking, we write the covariances of the distributions of Hy(X, 2), ..., Hp (X, z)
in terms of the Hermite moment polynomials ho(X), ..., hy(X) (which are the means of the re-
spective distributions). Thus, we can estimate the means, compute estimates for the covariances
and then use our covariance estimates to refine our estimates of the means and keep iterating. This
is similar to how algorithms for robustly learning a single Gaussian use the relation between its
covariance and its fourth moment tensor. Of course, the moment structure of the distribution of
H,, (X, z) is significantly more complex so the analysis will be more involved.

Note that if the covariance of H,,(X, z) were known, then we would be able to estimate the
mean of the distribution to 6(6) accuracy using standard techniques (e.g. Diakonikolas et al.
(2020b)). The first important observation is that the covariance of the distribution of H,, (X, z)
can be written in terms of the first 2m Hermite moment polynomials ho(X), ..., hoy, (X). Next, if
m is sufficiently large in terms of k, then the polynomials Ay, +1(X), . . ., hom(X) can be computed
in terms of ho(X),..., h,(X) via the recurrence in (2). Since we do not know the actual recur-
rence, we can solve for the coefficients in the recurrence using ho(X), ..., hy,(X) and then use
these coefficients to extend the recurrence and compute hy,+1(X), ..., hop (X). With this insight,

11
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we can build an iterative algorithm that repeatedly refines our estimates. Using an upper bound
on the covariagce (same as in Liu and Moitra (2021); Kane (2021)), we can ensure that our initial
estimates are O(y/€)-accurate. Then, by repeatedly running the above, we can refine these estimates
to O(e)-accuracy. (see Section G.3).

Compute Rough Component Estimates: Here, our goal is to prove the following (informal)
theorem. See Theorem 73 for the full version.

Theorem 18 (Informal) Given an e-corrupted sample from a mixture M = w1 Gy + - - - + wi G,
we can compute estimates G'1, . . . , Gy, for the components such that d1y(G;, G;) < ),

This theorem follows from a simple modification to the techniques in Liu and Moitra (2021). Note
that the only difference is that the main theorem in Liu and Moitra (2021) assumes that the compo-
nents of the mixture are not too close in TV distance. However, this assumption can be removed by
essentially merging components and treating them as one if they are ¢2(1)-close.

Estimate Density Function Optimally: So far, we showed that the first Oy (1) Hermite moment
polynomials suffice to determine a mixture of Gaussians (and more generally a mixture of polyno-
mial Gaussians). We then showed how to estimate these Hermite moment polynomials to optimal
accuracy. The last step is to compute a mixture of polynomial Gaussians that matches these Hermite
moment polynomials. To do this, we will take the rough estimates of the components from the pre-
vious step and then multiply them by appropriate polynomials. We sketch a proof of the following
(informal) theorem. The full version is in Theorem 69.

Theorem 19 (Informal) Let M = w1 G + - - - + wi Gy, be a mixture of Gaussians in regular form.
Assume we are given estimates G1, . . ., Gy, for the components such that for all j, drv(Gj, éj) <
%D Then we can compute a distribution f(x) = Q1(x)G1(x) + --- + Qu(x)Gr(x) where
Q1, - .., Qy are polynomials of degree C = Oy(1) such that the first m = Oy, (1) Hermite moment

polynomials of f match those of M up to 5(6) accuracy.

It is crucial to note that in order to match m Hermite moment polynomials, the degree of the
polynomials @1, . . ., Qk that we need does not grow with m. In other words, we first fix the degree
C of the polynomials )1, . .., Q. We then argue that for any m, we can match the first m Hermite
moment polynomials using polynomials @)1, .. ., Q of degree C. The only place that m shows up
is in the accuracy i.e. the O(e) hides a factor of the form e(log 1/¢)™.

The reason that we need to fix C first and then choose m sufficiently large in terms of C' is
that the observability result, Theorem 50, only works when two distributions match on their first m
Hermite moment polynomials for m much larger than C. k.

We now sketch how we actually compute the polynomials Q1, ..., Q. For simplicity, we will
first consider a single Gaussian G = N (u, I + X)) as this already will reveal the key intuitions.
Assume that we are given an estimate of G, say G = N(p, I + i) with dry(G,G) < € for
some constant c. Recall Claim 1 which implies >~ " % chpa(X)y™ = X3 E(X0Y*  Now
consider the generating function

XY+ 3E(X)Y? o (u(X)—F(X))y+5 (S(X)-E(X))y? (X )y+5E(X)y?

12
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Since dry(G,G) < €, we can show that ||u — 11|,

- §~3H2 < €9 Now consider the power

series expansion of

((u(X) = X))y + 3(5(X) = S(X))?)

m)!

X)Xy +3 (S(X)-E(X))y? _ Z

We can expand each term on the RHS using the binomial theorem. The key observation is that

since || — gl , [|X — leQ < €M), whenever we multiply more than O(1/c) terms of the form

(1(X) — (X)) or (S(X) — B(X)) together, the result will have coefficient norm smaller than e.
Thus, we can essentially drop all but the first O(1/c) terms in the power series expansion i.e.

(X)X +3(EX-SX)* | p(X,y)

where P has degree at most O(1/c) iny and X. Thus, Xy +33(X)y° P(X, y)eﬁ(X)er%E(X)yQ.
It remains to plug in y = ¢, multiply by ¢~ 31XI” and invert the characteristic function (recall Claim
3). We can then verify that the resulting function will be of the form Q(z)G (z) where @ has degree
at most O(1/c).

The above intuition roughly says that G can be approximated by G times a polynomial of degree
O(1/c) as long as d1y(G, G) < €. Thus, the mixture of Gaussians M — w1 Gy + - - - + wy Gy, can
be approximated by a function of the form f(z) = Q1(2)G1(z) + - - + Qi(z)Gr(x) for some

constant-degree polynomials @1, ..., Q. It remains to show how to compute the polynomials
Q1,...,Qk. To solve for @y, ...,Q%, it suffices to note that the Hermite moment polynomials
of f(z) are linear forms in the coefficients of @1, ..., Q. Thus, since we have estimates for the

Hermite moment polynomials of the true mixture M, it suffices to solve a linear system for the
coefficients of @1, ..., Q.
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Appendix A. Comparison of Observability and Identifiability

It will be helpful to compare observability with the more familiar concept of identifiability, which is
usually thought of as the crucial ingredient in parameter learning algorithms. Recall the definition
of identifiability.

Definition 20 (Identifiability, informal) Given a family of distributions F parameterized by pa-
rameters 6, we say that the family F is identifiable if any two distributions F(0),F(0') € F that
are close in TV they must also be close in terms of their parameters (for some appropriate parameter
distance).

In the case of parameter distance for GMMs, usually we require that there be a matching between
the components in M and those in M’ so that across the matching the components are close in TV
and have similar mixing weights.

However identifiability is just not the right notion to use for density estimation, at least when it
comes to achieving nearly optimal robustness guarantees. The issue is that the relationship between
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component-wise distance and TV distance is quantitatively too weak. There are explicit construc-
tions of GMMs M and M’ that are e-close in TV distance but where all the components in both
mixtures are all separated by at least O/k) (see Moitra and Valiant (2010); Hardt and Price (2015))
in TV. The key point is that the mixtures are so close to each other that we cannot distinguish be-
tween them in the setting where an e-fraction of our samples can be arbitrarily corrupted. Hence we
have:

Proposition 21 When an e-fraction of the samples are arbitrarily corrupted, it is not information-

theoretically possible to learn the components of a GMM to accuracy better than ¢©(1/%).

This is a serious issue because it means that many of the standard techniques for learning mixture
models that work by learning individual components are trying to do too much and will get stuck
at the above barrier. In particular, while we are using the same family of test functions as Liu and
Moitra (2021), the techniques in Liu and Moitra (2021) rely on trying to isolate the parameters of
each of the components and thus will run into the ¢©(*/%) barrier.

Appendix B. Overview of Reducing to Regular Form

For general mixtures, our algorithm has one additional step where we need to cluster the mixture
into submixtures and then place each submixture in regular-form.

To do this, we can use Theorem 73 to obtain rough estimates for all of the components. We
then cluster the samples into subsamples by assigning each sample to the estimated component that
assigns it the highest likelihood. While this clustering will not classify all of the samples “correctly”
(e.g. if components overlap), we combine the subsamples into submixtures and argue that for some
recombination the following two conditions hold:

* The clustering into submixtures is accurate to within 6(6) accuracy (see Lemma 82)
* For each submixture, we can apply a linear transformation to place it in regular form

Thus, once we find this recombination (say by enumerating over all possible recombinations), we
have reduced the problem to learning mixtures of Gaussians in regular form.

Appendix C. Notation and Preliminaries

C.1. Basic Definitions

We now introduce some terminology that we will use throughout the paper.

Definition 22 We say a function f(z) : R — R is a degree-m polynomial Gaussian if it can be
written in the form

where G(x) is the probability density function of a Gaussian and @ is a polynomial in d variables
of degree at most m.
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Definition 23 We say a function f(z) : R? — R is a degree-m mixture of polynomial Gaussians

(MPG) if

f(@) = Qi(z)G1(2) + -+ + Qi(z)Gr(z)
where G1(x),...,Gy(x) are the probability density functions of Gaussians and Q1, . ..,Qy are
polynomials in d variables of degree at most m. If the polynomials Q)+, . . ., Q. are all nonnegative

for any x € R? and fRd f(z)dz = 1, then we say f is a degree-m MPG distribution.

We will often need to work with mixtures of Gaussians whose components are in a specific
form, which we call regular-form.

Definition 24 We say a set of Gaussians G1 = N(u1,I + X1),...,Gx = N(ux, I + Xi) is in
(v, B)-regular form if the following holds:

* Forall j, ||| < o

* Forall j, |3, <«
s Forallj, 711 <I+3%; <BI

We will sometimes need an additional conditions that there exists some j such that

sl + 11355015 < -

If this additional condition holds, we say that the set of Gaussians is in («, 3, y)-regular form.

Definition 25 We say that a mixture of Gaussians M = w1Gy + -+ + wi Gy is in («, ) (re-
spectively (a, 3,7)) regular-form if the set of components {G1,...,Gy} is in («, ) (respectively
(a, B,7)) regular-form.

Remark 26 Generally, we will be interested in the regime where o, 5 < poly(log1/¢) and 7y is a
sufficiently small constant (in terms of k).

Definition 27 Given a family of polynomials S = {Py, P, ...} in variables X = (X1,...,Xq),
we say a polynomial Q(X) is (A, B)-simple with respect to S for some parameters A, B if Q can
be written as a linear combination of A terms where

* All coefficients in the linear combination have magnitude at most A

» Each term is a product of at most B polynomials from S

We will need the following standard fact (see e.g. Arutyunyan et al. (2018); Kauers et al. (2014))
that allows us to bound the tail decay of the distribution of a polynomial f(z) where x is drawn from
a Gaussian.

Claim 4 (Hypercontractivity) Let f be a polynomial of degree m. Let G = N(u,Y) be a Gaus-
sian in R, There is a universal constant c such that for any even integer g,

(Eamal f(2)]7) < (cq)™ (Eonc|f(2)]?)7* .
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C.2. Tensors and Polynomials

We will now introduce notation and tools to deal with tensors and formal polynomials. We will need
to translate between polynomials and their corresponding representations as tensors repeatedly in
this paper.

Definition 28 Ler X denote the set of formal variables (X1, ..., X). Then for a positive integer
k, X®F denotes the d x - - - x d tensor
N——

k

(Xl,...,Xd)®--~®(X1,...,Xd)
k

Now we will define a canonical transformation between polynomials and tensors.

Definition 29 For a homogeneous polynomial f(X) of degree k in the d variables X1, . .., X4 with
real coefficients, define T(f) to be the unique symmetric tensor with dimensions d X --- X d such
—_——

k
that
(T(f), X% = f(X).
We call T(f) the coefficient tensor of f.
Definition 30 For a homogeneous polynomial f(X) in the d variables X1, . .., X4 with real coef-

ficients define v( f) to be the vector obtained by flattening T'(f). We call v(f) the coefficient vector
of f.

Definition 31 For a polynomial (not necessarily homogeneous) f(X,y), viewed as a polynomial
in y whose coefficients are homogeneous polynomials in X (of not necessarily the same degree) i.e.

F(Xy) = fo(X) + filX)y + - + fe(X)y"

we define vy (f) to be the vector obtained by concatenating v( f, (X)) for all m.

We will frequently consider expressions of the form ||v(f)| i.e. the L? norm of the coefficient
vector.

Definition 32 For a polynomial f(X), we call ||v(f)|| the coefficient norm of f.

The first claim below gives us an upper bound on the coefficient norm of the product of two
polynomials f and g in terms of the coefficient norms of f and g.

Claim 5 Let f and g be two homogeneous polynomials in the variables X = (X1,...,Xy) of
degree my, my respectively. Then

IT(f)lla < ITHl2 1T (9l -

Equivalently,
lo(FOIl < oD ()]
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Proof Note that 7'(fg) can be written as an average, over all partitions of [m; + ms] into two sets
Sy, Sy of size my, ma, of T(f)s, @T(g)s, where T(f)s, @T(g)s, is a d®(™1+™2) tensor obtained
by taking T'(f) in the dimensions indexed by S; and T'(g) in the dimensions indexed by Sy and
tensoring them together. It is clear that

1) @T(g)lly = TN 1Tl

so using the triangle inequality, we get the desired conclusion. |

We also have a lower bound on ||v(fg)| that follows immediately from the results in Liu and
Moitra (2021).

Claim 6 (Claim 3.18 in Liu and Moitra (2021)) Let f, g be two homogeneous polynomials in the
variables X = (X, ..., Xy) of degree at most m. Then

[o(f@Il = Qn (1) (AN (9] -

The next claim gives us an understanding of how linear transformations of the underlying vari-
ables X = (X7,..., Xy) affect the coefficient norm of a polynomial.

Claim 7 Let f be a homogeneous polynomial in the variables X = (X,...,Xy) of degree equal
tom. Let Y be a d x d matrix. Then

I XD < (I2lgp)” NI
Proof Note that

o(f(EX) = (2803 | v(fx)).

m

where ® in the above denotes the Kronecker product. Also,

m
L% = (HEHop>

m op

and now we immediately get the desired inequality.

C.3. Tensors and Polynomials with Multiple Sets of Variables

We will need a few additional definitions dealing with polynomials and tensors involving multiple
sets of variables, say X(1) = (Xfl), .. ,X((il)), Xk = (X{k), .. ,Xcgk)). We first prove the
following property.
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Claim 8 Let k be a positive integer and consider k distinct sets of d formal variables, say X 1) =
(X}l), ... ,X(gl)), LX) = (ka), ... ,Xc(lk)). Let A be the tensor of polynomials defined as

follows:
A= f/at((X(1)>®m1> ®® f/at((X(’“)>®mk> .

Note that A is an order-k tensor with dimensions d™, . . ., d"*. For any polynomial P (X(l), ey X(k))
that is homogeneous with degree exactly m; in the set of variables X9 for all i, there is a unique
tensor 1" such that

* The entries of T are real numbers
« (T,A)y =P (XWD,... x®)

* The tensorization of any 1-dimensional slice of T along the i axis into a d x - - - x d tensor
——

m;
is symmetric.

Proof Note that each entry of 7" may be indexed by the corresponding monomial of A. The
symmetry property implies that the entries of " that are indexed by the same monomial must be
the same. Thus, the unique tensor 7" is constructed by taking each monomial of P and dividing its
coefficient evenly among all of the entries of 7" that are indexed by that monomial. |

In light of Claim 8 we may make the following definition:

Definition 33 Let k be a positive integer and consider k distinct sets of d formal variables, say
XM = (Xl(l), ce Xc(ll)), LX) = (ka), - ,Xc(lk)). For a polynomial P (X(l), - ,X(k))
that is homogeneous with degree m, . .., my, in the sets of variables XV ..., X (k) respectively,
let Tsym(P) be the (unique) tensor constructed in Claim 8. We call Tsym(P) the symmetric ten-
sorization of P.

We will need a few basic properties relating polynomials and their symmetric tensorizations.
We are mostly interested in the case when there are two sets of variables (i.e. & = 2). In this
case, the symmetric tensorizations will simply be matrices. The first property is immediate from the
definition.

Claim 9 Let k be a positive integer and consider k distinct sets of d formal variables, say X 1) =
(Xl(l), ... ,Xc(ll)), LX) = (X%k), . ,Xc(lk)). Let Py, ..., P, be homogeneous polynomials in d
variables. Then

Teym (Pl (xD)... Pk(X(k))> = o(PUX)) @ @ v(Py(X)).

Proof Let the degrees of Py, ..., P, be mq,..., my respectively. Let
® ®
A = flat ((X(1)> m) ® - @ flat ((X(k)) m’“) .

(A 0(PL(X) @ - ® v(P(X))) = P(XD)- - B(x ).

Note that
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Also note that each of the one dimensional slices of v(P; (X)) ®- - - ®v(Py(X)) is symmetric when
putintoad x - - - x d tensor. Thus, Claim 8 implies that v(P; (X)) ® - - - @ v(Px(X)) is exactly the
symmetric tensorization of Py (X)) ... Py (X ®)). [ |

Claim 10 Consider two sets of d formal variables, say X(V) = (Xl(l), . ,Xc(ll)) and X =
(X{g), e Xc(l2)). Let P(XW X2 (XM, X@)) be polynomials that are homogeneous in each
of the sets of variables. Then

HTS}”" (PQ)Hop = HTS}’m(P)HopHTS}”"(Q)Hop :

Proof Assume that P has degrees m1, mo and Q has degrees n, no in X1, X(2) respectively. Let
A = flat ((X“))m”"l) @ flat <(X<2>) ®m2+"2) .

(A, Toym(P) ® Teym(Q)) = P(XD, X Q(x D, X @)

Note that

where Tgym(P) ® Tsym(Q) is the Kronecker product of the two matrices. Thus, Tsym (PQ) can be
written as an average of tensors that are equivalent to Tsym(P) ® Tsym(Q) up to permutations of the
rows and columns. Thus, by the triangle inequality

1 Tsym (PQ)|op < [ Tsym(P) @ Toym (@)l = [[Tym(P)|op [ Toym (@)

op — op

Appendix D. Hermite Polynomials, Generating Functions and Differential
Operators

In this section, we introduce the Hermite moment polynomials and their associated generating func-
tions. We then introduce several tools for manipulating generating functions using differential op-
erators that will be crucial later on. While some of these tools were introduced in Liu and Moitra
(2021), we introduce many additional tools in this paper as we will need more precise characteriza-
tions and bounds on various quantities.

D.1. Hermite Polynomials and their Generating Functions

Here we develop some basic machinery for working with Hermite polynomials and their generating
functions. The first set of definitions and results mirrors the work in Liu and Moitra (2021). We
begin with a standard definition.

Definition 34 Let 1,,,(z) be the univariate Hermite polynomials Ho = 1,H1 = z,Hs = 22—1- - -
defined by the recurrence

Him () = aHpm—1(x) — (m — 1) Hpm—2(x)
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Note that in H,,(x), the degree of each nonzero monomial has the same parity as m. In light of
this, we can write the following:

Definition 35 Let H,,(x,y?) be the homogenized Hermite polynomials e.g. Ha(x,y?) = x> —
y? Ha(w,y?) = 23 — 39>

It will be important to note the following fact:
Claim 11 We have

1
1,22
etF Y e — § : —”Hm(x,yZ)zm
m!
m=0
where the RHS is viewed as a formal power series in z whose coefficients are polynomials in x, y.

Now we define a multivariate version of the Hermite polynomials.

Definition 36 (Multivariate Hermite Polynomials) Ler H,,(X, z) be a formal polynomial in vari-
ables X = (X1,...,Xg) whose coefficients are polynomials in d variables z1, . . ., zq that is given
by

Hp(X,2) = Hpm(1 X1 + - + 2qX g, X2+ -+ X2)

We call H,(X, z) the multivariate Hermite polynomials. Note that H,, is homogeneous of degree
m as a polynomial in X1, ..., X4

Definition 37 (Hermite Moment Polynomials) For a distribution D on R%, we let

hm,D(X) = E(zl,...,zd)wD [Hm(X> Z)]

where we take the expectation of Hy, over (z1,...,2q) drawn from D. Note that h,, p(X) is a
polynomial in d variables (X1, ..., Xq). We will omit the D in the subscript when it is clear from
context. We refer to hy, p(X) as the Hermite moment polynomials of D.

We can extend the above definition to any function f : R* — R (that is not necessarily a distribu-
tion).

Definition 38 For any function f : R¢ — R, we define
B, (X)) = f(2)Hp (X, 2)dz .
Rd

Remark 39 Note that there is no ambiguity because this definition agrees with the above when f
is a distribution. The extended definition will mostly be used for working with MPG functions that
may not be normalized and may take on negative values.

The first important observation is that the Hermite moment polynomials for a Gaussian can be
written in a simple closed form via generating functions.

Claim 12 Let D = N(u,I + X). Then

— 1
Z — o p(X )y = (XY +35(X)y?

m=0 ’

where both sides are viewed as formal power series in y whose coefficients are polynomials in X.
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Proof Using Claim 11, the LHS may be rewritten as

(o9}
1
EzND Z % ' Hm(X7 Z)ym = EzwD |:€(ZIX1+'“+ZdXd)y_%(X12+M+X§)y2:|
m=0"
1 1
= C/exp (—2(2 — I+ e —p)+ 2 Xy — 2XTXy2> dz

1 1
- C/exp (—2(2 — - T +2)XTIT+2) M —p— T+ D) Xy) + pf Xy + 2XTEXy2> dz

where in the above, C' is the normalization constant for a normal distribution with covariance I + 3.
Note that for the last step, we used the fact that

[ (56T )
= /exp <;(z =T+ XTI+ Yz —p— T+ E)Xy)) dz.
|

By slightly modifying the proof of Claim 12, we can prove a more general result when we have
a function given by a polynomial Gaussian.

Claim 13 Let f(z) : R? — R be given by f(x) = Q(x)G(x) where G = N(u, I + %) is a

Gaussian and Q) is a polynomial of degree c. Then

o0

1 m 1 2
D7 f(X)y™ = P(Xy)er 00

m=0

where P is a polynomial in d variables of degree at most c and Xy denotes the d-tuple of formal
variables (X1y, ..., Xqy).

Proof Using Claim 11, the LHS may be rewritten as

S i m — (21 X1+ +2aXa)y—5 (XF++X3)y?

/Rdf(z) [mz::()m! H,, (X, z2)y ]dz—/Rdf(z) [e et y ot y}dz
1 T —1 T Loty o

:C/Q(z)exp<—2(2—,u) I+X) " (z—p)+2 Xy—ﬁX Xy)dz

= C/Q z) exp (—1(2' —u—T+D)XNTT+2) Nz —p— T +2)Xy) +p' Xy + ;XTEng) dz

— Oyt An(X /Q exp(_(z_ _(I+2)Xy)T(I+E)‘1(z—u—(I+E)Xy)>d2-
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where in the above, C' is a constant. Now we can make the change of variables z = (I + X)/22/ +
i+ (I + X)Xy and deduce that

J Qe (=5 (1 + DX 4376 (D)) )

= det(I + %)¥/2 / Q ((I Y2 o (T + E)Xy) exp (—; quz) dz
=P(p+ (I +X)Xy)

for some polynomial P of degree at most c. Putting everything together gives us the desired result.
|

We now have a few simple consequences of the above.

Corollary 40 Let M = w1 G1 + ... wy Gy, be a mixture of Gaussians where Gj = N (p;, 1 + 3;).
Then

[e.e]

1
Z 5 B (X )™ = wi et XW+3E1X)y? g o (Oy+ 5 T (X)y?
m=0
Corollary 41 Let f(z) = Q1(2)G1(x) + - + Qk(z)Gk(z) be a degree-c MPG function in R?

where Gj = N (u;, 1 + ;). Then there are polynomlals Py(X),...,P(X) of degree at most c in
formal variables X = (Xl, ..., Xq) such that

[o.¢]
3 L' = P (Xy)e CWHESI? |y P () (Kt 5082
m:

where Xy denotes the d-tuple of formal variables (X1y, . .., Xqy).

D.2. The Adjusted Characteristic Function and its Properties

The characteristic function is a well-known concept in probability. Here, we use a modified no-
tion of an adjusted characteristic function. One of the key components in our paper is Theorem
50, which relates the L' distance between MPG functions (note this is equivalent to TV distance
for mixtures of Gaussians and MPG distributions) to the coefficient-norm distance between their
Hermite moment polynomials. The adjusted characteristic function will play a key role in proving
Theorem 50 because its inverse map gives us a way to map from a generating function for Hermite
moment polynomials back to a distribution.

Definition 42 For a function f on RY, we define its adjusted characteristic function fv: R? — C

as
(X)) = iz X+5 X012 4
fo = [ 1) [e | a=
where i = v/—1.

Note that for distributions, the adjusted characteristic function is the characteristic function
multiplied by % || X |%. Now we define the inverse map.
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Definition 43 For a function g : R¢ — C, we define xg, a function from R? to C, as follows:
1

xg(t) = W /g(X)e—§||X||2—it~XdX

where in the integral above, X ranges over all of R%.
It is straight-forward to verify that the transformation defined above indeed inverts the adjusted
characteristic function.
Fact1 For a function f on R?, N
xf=1r.
A key property of the adjusted characteristic function is that its output is equivalent to plugging
in y = ¢ into the generating function for its Hermite moment polynomials.

Claim 14 Let f : R? — R be a function. Then

~ > m
JOX) =D g (X).
m=0 :
Proof Note that by Claim 11,
< qm XLl X2 ~
m=0 : R
as desired. ]

As a consequence of the above and Corollary 41, we have
Corollary 44 If we have a degree-c MPG function f = Q1(x)G1 + - - - + Qi (2) Gy, then
F(X) = Py(iX)e=221(X) oy P(iX) e ()= 35(X)
for some polynomials Py, . .., Py of degree at most c with real coefficients.

In light of the above, we know that the adjusted characteristic function maps a function to a
generating function for its Hermite moment polynomials. Recall that our goal is to prove that small
distance between Hermite moment polynomials implies small TV distance. This means that we
need to understand the L' norm of the inverse adjusted characteristic function. In the remainder
of this subsection, we prove some basic quantitative bounds on the inverse adjusted characteristic
function that will be used later on.

D.2.1. COMPUTATIONS IN 1D

The following two identities follow from direct computation.
Claim 15 For a real numbert € R,
o
/ a3 e gy — (—i)™V 27re_t2/27-lm(t)
—0o0

where recall H,,(x) is the univariate Hermite polynomial.

Fact 2
e—x2/2

J A e E W
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D.2.2. BOUNDS ON THE INVERSE ADJUSTED CHARACTERISTIC FUNCTION

The next result gives us several important properties for certain inverse adjusted characteristic func-
tions corresponding to polynomial Gaussians.

Claim 16 Let p(X) be a polynomial with real coefficients in d variables X1, . .., X4 that is homo-
geneous of degree m. Consider a Gaussian in R%, G = N(u, I + X). For X € R? let

g(X) = imp(X)eX) 22X
Then
xg(t) = q(t)G(2)

for some polynomial q of degree at most m with real coefficients. Furthermore,
- 2
Eivc [q(t)*] < mi([[(+2)7"| )" o)l
where recall v(p), defined in Definition 30, is the vectorization of the coefficients of p.

Proof
We have

1 , “LXT([4) X —i(t—p)- X
Xo() = 0 [ impye TN
Substituting X — (I + X)~Y/2Y for Y = (Y1,...,Yy) in the above we get

1
om)ddet(I + 5)1/2

xg(t) = ( /imp((IJr 2) 12y e~ 2 IV IP =42 720 Y gy

To compute the above integral, note that p((I + E)_l/ 2Y’) is a polynomial in Y1,..., Y, that is
homogeneous of degree m. Let h(Y) = p((I + X)~Y2Y). Lets = (I 4+ £)~Y/2(¢t — ) and let
its coordinates be si, ..., sq. We now separate h into monomials and consider one monomial at a
time. Consider a monomial say Y;"' Y2 - .- Y ' for some integers a1, ...,aq. Note that the term
inside the exponential can be factored coordinate-wise. Thus, we can apply Claim 15 to compute
the integral as follows:

d 1o
. — 1y |2 —is- . 12 o
/Zmylm_._ydade sIYl stdY:ZmH/ 2% e 3% e TISIT o
j=17—0

d
_ (27r)d/26—%(s%+.--+s§) H /Haj (Sj) )
j=1

We denote the coefficients of h by cq, ... 4,. Combining the above over all monomials, we get

d
1 _ 142
Xt = @m)72 det(I + )12 Y s [ Hay(59)

al,...,04 j=1

d
= Z Cay,...,aq H Haj (Sj) N(M? I+ E)(t) .
ai,...,aq 7j=1
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From the above we deduce
§ Con H Ha, (s5)
at,...,a

and it is clear that ¢ is a polynomial of degree at most m in t (since s is a linear function of ¢). It
remains to bound E;¢ [¢(t)?]. Note that

2
d
Eonc [a(t)%] = / A Y conan [T My () | NGu T+ )0t
R al,...,aq 7j=1
d 2
:/ Z Cal,...,adHHaj(sj) N(O’I)(S)ds
Rd ai,...,aq 7j=1

o lsI /2
- Z Z / €ai,...aaCf.. ’“dHHaJ /S])st

at,...,aq “17 .a

However, since the integral factorizes over the different coordinates of s, by Fact 2, the integral

evaluates to O unless a1, ...,aq = ai, ..., a, and overall, we get
’ —Isli?/ —z?/
2 2
e
¢ | | Ha. (5 — c? | | H dx
/]Rd Z a1,0d a; (57) (27) d/2 Z ai,..,ad / a; NG

ap,...,a at,...,aq

2
-2 ,adHa]':m' > ( " )<m> = m! o)l -
ai,...,a, A1yeeesQq at, .-, ad (

Finally, by Claim 7, lo(h)[|* < (||(1 +£)7"{| o)™ llo(p)[|* so combining with the previous
inequality, we deduce

Ernc [a()*] < m!(|(7+2) 7o) o) -

As a consequence of the previous claim, we have

Corollary 45 Let Gy = N(u1,I + %1),...,Gr = N(uk,I + Xi) be Gaussians. Let c be a

constant. There is a one-to-one correspondence between polynomials Q1, . . ., Qr, of degree at most
c with real coefficients and polynomials P, . .., Py of degree at most c with real coefficients given
by the following map:

The adjusted characteristic function of f(x) = Q1(x)G1 + -+ - + Qr(z)Gy is
FX) = Py (X)) f oy p(iX)etn (0350
Proof This follows immediately from Corollary 44 and Claim 16. |

Claim 16 also implies a bound on the L' norm of the inverse adjusted characteristic function of
a polynomial in terms of the size of its coefficients.
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Claim 17 Let p(X) be a polynomial in d variables X1, ..., X that is homogeneous of degree m
with real coefficients. Then

Ix(@™p(X))[l, < Vm!lo(p)l, -
Proof By Claim 16 (with ;4 = 0,% = 0),

x(@"p)(t) = q(t)N(0,1)(t)

where ¢ is a polynomial of degree at most 1 such that B,y (o 1y [q(£)?] < m! [v(p) I%. Now

X p)l; = /R a®IN (O, 1) (1)t < \/ /R a(®EN(©, (0t < Vi o(p)]|

where we used Cauchy Schwarz in the first inequality. |

D.3. Generating Function Terminology

Here we introduce some general terminology for working with generating functions related to mix-
tures of Gaussians and mixtures of polynomial Gaussians. In light of Corollaries 40 and 41, it will
be useful to translate between generating functions consisting of sums of exponentials and their
expansions as formal power series in y whose coefficients are polynomials in X e.g.

FXy) =" ff;f()yﬂ :
j=0 7

For such an expression, we use the following terminology.

Definition 46 Given a formal power series in y, say

fi(X)
J!

¥,

FXy) =)
§=0

where the coefficients fo(X), f1(X),... are polynomials in formal variables X = (X1,...,Xg)
and have real coefficients, we call the polynomials fo(X), f1(X),... the primary terms of f.

We also introduce terminology for dealing with mixtures of polynomial Gaussians.
Definition 47 Given Gaussians G1 = N(u1,1+%1),...,Gr = N(ug, I + ) in RY, and poly-
nomials Py(X), ..., P(X) in formal variables X = (X1, ..., Xq) with real coefficients, we say
that the generating function of the polynomial combination is

F(X,y) = Py (Xy)erXwtamXw® 4y p(Xy)elns (v aSr(X)y?

where we view f as a function of y with indeterminates X. Recall that Xy denotes the d-tuple of
variables (X1y, ..., Xqy).
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Remark 48 Note that by Corollary 40, if we have a mixture of Gaussians M = w1G1+- - -+wi G,

then the generating function of the polynomial combination P;(X) = w1, ..., Py(X) = wy is
1
F(X,y) = w et XwHaZi Q0w oy ere(X)ytaBe(Xy” - Z —hm, M (X)y™
m!
m=0

In other words, the primary terms in the formal power series expansion of f(y) are exactly the
Hermite moment polynomials of the mixture. More generally, Corollary 41 and Corollary 45 imply
that for an MPG function M = Q1(z)G1 + - - - + Qi (x) G, there are corresponding polynomials

P, ..., Py, such that the generating function of the polynomial combination is
[e.9]
1 2 1 2 1
F(X, ) = Pu(Xy)em QW00 o py (e Q0 57, (X
m=0

In the exposition, we will use the following (informal) terminology. Note that for a Gaussian
N (u, I + X)), we often associate it with a generating function of the form eH(X)y+32(X)y?,
* When we work with the actual pdfs of Gaussians and write e.g. expressions of the form
f=Q1(x)G1 + - + Qi(z)Gy, we say that we are working in distribution space

* When we work with expressions of the form M X3 2(X)Y? apq e g. expand them as power

series containing Hermite moment polynomials, we say that we are working in generating
function space

D.4. Differential Operators and their Compositions

Before moving on to the main proofs, we need to introduce one more piece of machinery: differen-
tial operators. Later on, differential operators will play a crucial role in allowing us to manipulate
generating functions and derive useful identities. In this section, we present a few basic results that
will be used throughout the paper.

We will frequently work with operators given by

D=0—(a(X)+b(X)y)

where the partial derivative is taken with respect to y, a(X) is a (homogeneous) linear function and
b(X) is a (homogeneous) quadratic function. Note that if applied to a formal power series

=3 U

=0 7

the terms of the resulting power series are

(i) =3 B
=0

Vi

where R;j(X) = Qj+1(X) — a(X)Q;(X) — jb(X)Q;—1(X). In particular, if for all j, @; is
homogeneous of degree j in X, then the primary terms R;(.X) are homogeneous and of degree
J+1
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It will be important to understand compositions of differential operators. We now prove several
basic properties that will be used later on. The first claim allows us to rewrite a composition of
differential operators as a higher order differential operator with polynomials as coefficients.

Claim 18 Consider a composition of differential operators
D = (9 — (ax(X) 4+ br(X)y)) - - - (9 = (a1(X) + b1(X)y))
where each a;j is linear and each b; is quadratic. Then D can be rewritten in the form
O 4+ Ry 1(X,y)0" 1 4+ + Ro(X, y)
where
e Each R; is a polynomial of degree at mostk — j iny

Ri(X,y) = Rjp—j(X)y" 7 + -+ + Rjo(X)

* Each of the polynomials R is homogeneous in X with degree k — j + 1, and is (O (1), k)-
simple with respect to {a1(X),b1(X),...,ar(X),bx(X)}.

Proof We will use induction on k. The base case is clear. Now, assume that we have written the
operator
Di—1 = (0 — (ap—1(X) + bp—1(X)y)) - - - (0 — (a1 (X) + b1 (X)y))

in the desired form
Dj1 = 0"+ Ryo(X,9)0* 2 + - + Ro(X, ).
When we apply the last differential operator, we get

(0 — (ar(X) + be(X)y)) D1 = 0(0* + Ry_o(X,9)0" 2+ -+ + Ro(X,))
— (@ (X) + be(X)y) (0" + Re—a(X,1)0" 2 + -+ + Ro(X,y)) -

It is clear that the second term can be written in the desired form. To deal with the first term, we can
simply use the product rule i.e.

8(RJ (Xa y)a]) = Rj (Xa y)aj+1 + a(RJ (Xa y))8J

to write the entire differential operator in the desired form.
|

The next claim implies that applying a differential operator of the form 0 — (a(X) + b(X)y)
cannot annihilate (or nearly annihilate) a polynomial unless a(.X ), b(X) are both close to 0.

Claim 19 Consider a polynomial P(X,y) of degree k in y

PX,y)=FP(X)+ PA(X)y+--- +Pk(X)yk
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where the coefficients Pj(X ) are polynomials in X that are homogeneous of degree k' + j for some
constant k'. Let

R(X,y) = —(a(X) + 0(X)y) P(X,y) + O(P(X,y))

where a(X), b(X) are a (homogeneous) linear and quadratic respectively and the partial derivative
is taken with respect to y. Assume

8 < o(a(X))| + [lo(b(X))II < 671

Then
lvy (RCX, )| > (0.16) kM) [l (P(X, )] -

Proof We will induct on k, the degree of P. The case when k& = 0 follows from Claim 6. Now
assume that there is a constant c;_1 ;s for which the desired statement holds for all polynomials P
of degree at most k& — 1 in y. Note that the coefficients of y**1 4 in R are

Ri1(X) = —b(X) P(X)
Ri(X) = —b(X)Pe_1(X) — a(X) Py(X)

Thus by Claim 5 and Claim 6,

[o(Br1 (X)) = Qe (1) [0 (X)) o (Pr(X))]]
[o(Be (XN = Qe (1) [Jo(a(XD | [ (Pr(X)] = Ok e (1) [[o(0(X)) | | (Pr—r (X))

If for some parameter ¢,
[o(Pr(X))] = elloy (P(X, y)

then for some sufficiently large constant K depending only on k, &/,
1 €
loy (REX y)I 2 5 [[o(Brra ()| + 5 llo(Bi (X))
€
> (O | (R (1) 1 (PLO) = O (1) o Pea ()]
€
+ Qe (1) 5 o(a(X)) v (B (X))
2
€
2 Qi (1) 22 (lo(a(XO) + X)) [luy (P(X, )]
> Qg (1€ [loy (P(X, )| -
On the other hand, if € is sufficiently small and
[o(Pe(XD < €lloy (P(X, )]l
we may use the induction hypothesis on the polynomial

P/(X,y) = Po(X)+ Pi(X)y+ -+ P_a(X)y" 1.

R(X,y) = —(a(X) +b(X)y) P'(X,y) + 0(P'(X,y)) — (a(X) +b(X)y) Pe(X)y" + kPp(X)y"
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so by the induction hypothesis

lvy (R(X, ) = (0.18) %1+ [Joy, (P'(X, ) || = Ok (D)1 + [[o(a(X))| + [[o(o(Z)) ) [[o(Pe(X))|
> ((0.18)%=14 (1 — €) = Op ()€™ ) [|uy (P(X, )| -

Choosing € = (0.16)“+ for ¢y, 5+ sufficiently large in terms of k, k’, ¢x_1 s, in both cases we get
[y (R(X, )| > (0.18) k0 [|v, (P(X, )| ,
completing the proof. |

By repeatedly applying the previous claim, we can lower bound the order-0 term when a com-
position of differential operators (0 — (ax(X) +bi(X)y)) - - - (0 — (a1(X) 4+ b1(X)y)) is expanded
into an order-k differential operator with polynomial coefficients (recall Claim 18).

Claim 20 Consider a composition of differential operators
D = (0 — (ar(X) + bp(X)y)) - - (0 = (a1 (X) + b1 (X)y))
where each a;j is linear and each b; is quadratic. Assume that D is rewritten in the form
D=0+ Ry_1(X,y)0" ' + -+ Ro(X,y).
Also assume that for some constant 6,
§ < Jlv(a; (X)) + llo(b; (X))l < 67
for all j. There exists a (sufficiently large) constant C}, depending only on k such that
loy (Ro(X,))I| = (0.16)%%.
Proof We will again use induction on k. The base case is clear. Now write

Dy—1 = (0 — (ag—1(X) + bp—1(X)y)) - -+ (0 — (a1 (X) + b1(X)y))
=0 L T o(X,9)0F 2+ + TH(X,y)

for some polynomials 7,77, ..., T;_o satisfying the conditions in Claim 18. The induction hy-
pothesis gives us
loy (Zo (X, ) = (0.16)-.

Now
Ro(X,y) = —(ar(X) + bk(X)y))To(X, y) + 9(To(X,y)) ,

and applying Claim 19 completes the induction.
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D.5. Applying Differential Operators to Generating Functions

In this section, we analyze what happens when we apply certain differential operators to specific
types of generating functions. The results in this section are all from Liu and Moitra (2021) and can
be verified through direct computation.

Claim 21 Let O denote differentiation with respect to y. If
fly) = P(y7X)€a(X)y+%b(X)y2
where P is a polynomial in y of degree k (whose coefficients are polynomials in X ) then
(9 = (a(X) + yb(X)) f(y) = Q(y, X)e Xt zt()s*

where Q) is a polynomial in y with degree exactly k — 1 whose leading coefficient is k times the
leading coefficient of P.

Corollary 49 Let O denote the differential operator with respect to y. If
F(y) = Py, X)ea Xt 36007
where P is a polynomial in y of degree k then

(8 — (a(X) + yb(X)))* f(y) = 0.

Appendix E. Strong Observability: Hermite Moments to TV Distance

In this section, we prove our main observability theorem that if two degree-m MPG functions with
k components are e-close on their first Oy, ,,, (1) Hermite moment polynomials, then the functions
must be O(e)-close in L! distance. The theorem is stated formally below.

Theorem 50 Let Gy = N(p1,I+%1),...,Gr = N(uk, I + Xk) be a set of Gaussians in («, 3)-
regular form. Let Q1(X),...,Qk(X) be d-variate polynomials of degree at most m. Define the
function g : R* — R as

9(x) = Q1(z)G1(z) + - + Qr(z)Gr(z) .

There exists a constant C depending only on k, m such that the following holds. If for all j with
0 <j<C, we have
[o(hjg (X)) < €

then we must have
lglly < (24 a+ B)Ce.

Remark 51 Note that the above gives observability because we can simply set g to be equal to the
difference of two MPG-functions.

In this section, we will use the following conventions.
* We have Gaussians G; = N(pu1, I +%1),...,Gr = N (g, I + Xg)
* D; denotes the differential operator (0 — (;(X) + X;(X)y)) where the partial derivative is

taken with respect to y.
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E.1. Recurrence for Hermite Moment Polynomials

One of the key ingredients in the proof of Theorem 50 is writing down a recurrence for the Hermite
moment polynomials of an MPG function. This is done in the following lemma.

Lemma 52 Let Gy = N (1, [+%1),...,Gr = N(ug, [+Xg) be Gaussians and Q1(X), ..., Qr(X)
be d-variate polynomials of degree at most m. Let

9(x) = Q1(z)G1(z) + - + Qr(z)Gr(z) .

Let k = (m + 1)(2¥ — 1). Then there are d-variate polynomials R;;(X) for 0 < j < k and
0 <1 < k — j such that

* R;(X) is homogeneous of degree k — j + 1, Ry o(X) =1
* R; (X)) is (Ogm(1), Ok,m(1))-simple with respect to {1 (X), X1 (X), ..., ur(X), Xk (X)}

* For all integers a > K,

= g a—K+j— l,g )le(X) -0
= (a—r—1)! ’

where undefined terms (i.e. negative factorials in the denominator) are treated as 0.

Proof By Corollary 41, we can write

Fl) = 3 sy (X0 = PL(Xy)ets CWFIZONT oy ()0 550007,
=07
where P, ..., Py are polynomials of degree at most m. Now consider the differential operator

_ py(m+1)28 1 s (m1)2k =2 +1
D=D," D" LD

By Claim 21, we know D(f) = 0. However, we can expand out the formula for D using Claim
18 and write it in the following form

D=0"+ R,‘i—l(X7y)8N71 + e +R1(X7 y)a+ RO(ny) .

Note that for each 0 < j < &, R;(X,y) is a polynomial of degree at most x — j in y. Furthermore,
by Claim 18, it can be written in the form

where each of the polynomials R;; is homogeneous of degree x—j+1in X and is (O (1), Ok m(1))-
simple with respect to {1 (X), X1 (X) ..., ue(X), L (X)}. Furthermore, it is obvious that R, o =
1
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Using the fact that D(f) = 0, we get that the polynomials £ 4 in the generating function satisfy
a recurrence relation of depth Oy ,,,(1). For any integer a, by looking at the coefficient of y*~* in
the power series expansion of D( f), we deduce

. % fa- n+] (XR(X) _
(a—r—1)! )
7=01=0
This completes the proof. |

For the proof of Theorem 50, it will be useful to work only with generating functions and
only translate back to distribution space at the end. We have the following equivalent result to the
previous lemma. It can be proven in the exactly the same way.

Lemma 53 Let N(p1,I+%1),..., N(uk, I +Xk) be Gaussians. Let Py(X), Pa(X), ..., Pu(X)
be polynomials in X = (X1, ..., Xq) of degree at most m. Consider the generating function of the
polynomial combination i.e.

F(X,y) = Pl (Xy)er XwraSi0v® 4 py (X y) et (vt 3Ee(X)y?
and let fo(X), f1(X),... be the primary terms in the formal power series expansion of f(y) i.e.
oo
fi(X)
) = Z 1 ’
j=0
Let £ = (m + 1)(2% — 1). Then there are d-variate polynomials Rj;(X) for 0 < j < k and
0 <1 < k — j such that
* R;(X) is homogeneous of degree k — j + 1, Reo(X) =1

* R;i(X)is (Ogm(1), Ok,m(1))-simple with respect to {1 (X), 21 (X), ..., ur(X), Xp(X)}

* For all integers a > K,
- %fa wti—t(X)R(X)
=0 =

(a—r—=1)!

J

where undefined terms (i.e. negative factorials in the denominator) are treated as 0.

E.2. Observability When Components are All Very Close

Here, we deal with the special case when all pairs of components are close (within some small
constant) in TV distance. In the next subsection, we will show how to reduce to this case.

We will first prove observability in an even simpler case where all of the components are within
some small constant of isotropic.

Lemma 54 Let N(py,I+%1),..., N(uk, I+ Xx) be Gaussians. Let Py(X), P2(X), ..., Pr(X)
be polynomials of degree at most m. Let ¢ > 0 be some parameter. Let f(X,y) be the generating
function of the polynomial combination and let fo(X), f1(X),... be the primary terms in the for-
mal power series expansion of f(X,y). Then there exist constants ¢, C depending only on k and
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m with the following property. If || 11
0<j<C,then

< cforall j € [k] and ||v(f;(X))| < €forall

IX(f (X5 )y < Om(e)

where X denotes the inverse adjusted characteristic function and i = /—1.

Proof By Lemma 53, we can write

K K—J

fal‘{j Rj X
ZZ +a_lﬁl_l)l( ):0

7=01=0

for all @ > 2k where the polynomials ?;; satisfy the properties in the statement of the lemma. This
rearranges into

k—1K—]
fa /-c—i—] l Rj,l(X)
fao(X)=—(a—kK) .
Py 1)

Using the triangle inequality and Claim 5,

k—1K—]J —I€
lo(fa(X) <Y a_m_l Mot DI o (Ra (X)) -
7=0 l:0

Let the sequence G, be defined by G, = ||v(f.(X)|| /V/a!. The above inequality implies

k—1Kk—]J | :
a—r)\W(a—rk+j—1)!
o Yy I G R0
=0 1=0 va

Note that
a—kr)W(a—rk+7—=1)! a— k)W (a —21)!
(0= R/ ! (a2l
(a —r—DWa! (a—r—DWa!
Also, note that by choosing ¢ (the upper bound on ||ge1 ||, ..., ||xll s [|[Z1ll5, - - -5 || Xk]5) sufficiently

small, we can ensure that ||v(R;;(X)|| is sufficiently small as a function of &, m for all j < . This
is because the polynomials R;; are homogeneous with positive degree and (O, 1(1), O 1(1))-
simple with respect to p1(X), X1(X), ..., ur(X), Xk (X). Thus, as long as c¢ is sufficiently small,
we can ensure

Go < 0.1max(Gg—1,...,Go)

for all @ > 2. If we choose the constant C' > 2k, we may assume G, G1, ... Gy, are all O, ;(€).
Now we may apply Claim 17 to get

IX(F(X. ) |11<Zf” )l =36 = Ot

VE

which completes the proof.
|

Now, by taking a suitable linear transformation, we can generalize the above result to when the
components are in regular form and all pairs of components are sufficiently close in TV. There is
some additional work to do because it is not immediately clear how taking a linear transformation
affects things in generating function space. We prove the following result.
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Corollary 55 Let N (p1,1+31), ..., N(uk, I +Xg) be a set of Gaussians in (o, 3)-regular form.
Let Pi(X), Po(X), ..., Py(X) be polynomials of degree at most m. Let € > O be some parameter.
Let f(X,y) be the generating function of the polynomial combination and let fo(X), f1(X),... be
the primary terms in the formal power series expansion of f(X,y).

Then there exists a (sufficiently large) constant K depending only on k and m with the following

property. If we have

K

127 = || <

1
1= - =5 < ==

forall j,j" € [k] and ||v(f;(X))|| < eforall0 < j < K, then
IX(F(X, )] < @2+ a+B8)Fe.

Proof We define F = x (f(X,4)). Let u = pu1,% = 1. Let L : RY — R? denote the linear
transformation L(X) = (I + X)Y/2X + ;. Now write
1 1 2 .
t) = —— X, i)e 2IXIT=tXgx
F) = o [, FX. e

Let t = L(t') for some ¢ € R?. Then

1 N X2 125 iy
Flt) = o [ SO e NI 0 i

k
1 . 1 1 2 .y 1/2 .
Z s (X)—1%,(X) —LIX|P=it’ - (I+2)V/2 X —ip- X
2n)d /[R j:lfja(@X)e% 25X | g2l X7 X qx

k
:(21)d/ pj(Z’X)ei(#j—M)'X—%XT(EJ'—E)X e s X UHD)X it (I+%)'/2X g
Rd \ %
7j=1
Let

k
9(X,y) = Zpj(Xy)e(wfu)-Xy%XT(zja);gy2
j=1

Then we can substitute X = (I 4+ X)~'/2Z and rewrite

1 N I XTI X —it’-(I+X)1/2X
F(t) = g [ 00X x

I+ %)"1/2 v
_ det( (;L )d) / oI +2)127, i)e-3121=it2 g7
m Rd

= det(I + 2)V/2 (g((I +x)"2g, i)) ().
Recall that t = L(t') = (I + X)'/t' 4 p. Thus, we conclude

171, = |x (st +2)722.) | - o
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We will now bound the RHS by applying Lemma 54.

Let C be the parameter from Lemma 54 (set in terms of k£, m). Choosing K sufficiently large,
we may assume that

[o(f;(X)) < e o)

for all j < C. Note that
9(X,y) = f(X,y)e M3y

Let the primary terms of g be go(X), g1(X), ...,. We can also write the power series expansion of
1 2\J ;
o~ X)y—5S(X)y? _ i (—u(X)y — 32(X)y?) _ i u; (X)y’
4 5! B 4!
Jj=0 7=0

for some polynomials u;. Note that by Claim 5 and the fact that || x|, || X]|, < «, we have
Jlo(uy (X)) < (2 + a) Omett) (6)
for j < C (since C' = Oy, 1,(1)). Now we have

f: 9;(X)y _ i LX)y’ i u; (X)y?
j'

i
= 7 =0 =0 7

Thus, after expanding and truncating to the first C' + 1 terms, we can use Claim 5 and equations (5)
and (6) to deduce that for all j with0 < j < C,

lo(g; ) < (2 + a)Omt Ve

Now note that the primary terms of the function g((I +X)~1/2X, y) are exactly g;((I + %)~ /2X).
By Claim 7 we get for all j with0 < 5 < C,

Hv (gj <(I + E)_I/QX)> H < (24 a+ B)0mse,
Now we need to check the remaining conditions of Lemma 54. Let

G = N(j, T+ 35) = N (4272 = o), T+ (1 + %) = 2)(1 4+ 3)72)

for all j € [k]. Note that we can write

g((I+2)72X,y) = Y Pi(xy)ers X507

JE[K]
for polynomials Pj, ..., P} of degree at most m. By choosing K sufficiently large, we can ensure
that the Gaussians G, . .., G satisfy the conditions of Lemma 54 (because ||t — p| , | X5 — X||,
will be sufficiently small). Thus, applying Lemma 54 and using (4) completes the proof. |
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E.3. Reducing to When Components are All Very Close

We will now deal with the case when the components are not necessarily all very close to each other.
We will still assume that the components are in (v, 3)-regular form for «, 8 < poly(log 1/¢).

The way we will reduce to the case where the components are all very close is as follows. We
show that we can partition the components G, . . . , G, into submixtures say S1, ..., S, C [k] such
that

* Components in the same submixture are sufficiently close to apply Corollary 55
* Components in different submixtures are not too close

We then use differential operators to isolate each of these submixtures (relying on the second con-
dition above) and deduce that if the Hermite moment polynomials of the entire mixture are close
to 0, then the Hermite moment polynomials of each submixture are close to 0. We can then apply
Corollary 55 on each submixture to complete the proof.

We will need a few additional definitions.

Definition 56 Given Gaussians G1 = N(u1,1+%1),...,Gr = N(uk, I +Xk), we say a partition
Si,...,S of |k| is 0-separated if for any pair of components in different parts of the partition, say
i1 € Sjy,i2 € Sjy, j1 # J2

iy — pizllo + 125 — Billg > 6.

Definition 57 Given Gaussians G1 = N(u1,I + %1),...,Gx = N(pug, I + Xi), we say a parti-
tion Si,...,Sy of [k] is (01, 02)-good for some parameters 01, 02 if for any pair of components in
different parts of the partition, say i1 € Sj,,i2 € Sj,, j1 # j2,

H:uil - Mi2||2 + ||Zi1 - ZizHQ > 01.
and for any pair of components in the same part of the partition, say i1,i2 € Sj,,
H:uh - Mi2||2 + ||Ei1 - EizHZ < da.

Claim 22 Given Gaussians G1 = N(u1,I + X1),...,Gr = N(ug, I + Xi) and any parameter
0 > 0, there exists a (0, k0)-good partition of [k|.

Proof Consider a graph on nodes 1,2, ..., k where two nodes ¢, j are connected if and only if
i = pjlly + 113 = 3l < 6.

Now let S1,. .., S, be the connected components in this graph. We claim this forms a (6, k6)-good
partition. It is clear that any pair ¢, j in different parts of the partition satisfies

[l = pujlly + 1135 = 51, > 6.

On the other hand, for any pair in the same part of the partition, we can find a path between them in
the graph, say ¢,11,...,!l., 7 and use the triangle inequality summed along the path to deduce

s = pglly + (1% = 3]l < k6
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which completes the proof. |

Now we begin the main technical part. We first explain the intuition for using differential
operators to isolate parts of the mixture. Let D = 0 — pu(X) — X(X)y for some p, . Consider a
Gaussian N (', I + Y¥') and consider

D (eu’(X)er%E’(X)yQ) .

Note that if p, Y are close to i/, Y’, then the result will be essentially 0. On the other hand, we
can verify that if y, > are not close to i/, Y, then the result will be bounded away from 0. Thus,
we can apply differential operators to essentially remove all components that are far away from
Ny, I 4+ X'), leaving only a submixture of components that are sufficiently close to each other.
Over the next two claims, we will formalize this intuition by showing that given a submixture of
close components, if we repeatedly apply far-away differential operators, we cannot accidentally
zero-out the submixture.

Claim 23 Consider a set of Gaussians G1 = N(u1,I + %1),...,Gr = N(ug, I + Xg). Let
P (X),..., Py(X) be polynomials of degree at most m. Let f(X,y) be the generating function
of the polynomial combination and let fy, f1,... be the primary terms in the formal power series
expansion of f.

Consider two parameters 1, % and assume that for all j € [k],
5 < g — plly + 1S5 — Sl <57

Let g(X,y) = (0 — (w(X) + 2(X)y)) f(X,y) where the partial derivative is taken with respect to
y and let go, g1, . . . be the primary terms of g. Let K be a constant that is sufficiently large in terms
of k, m. For any parameter € > 0, if forall j < K

[v(g; (X)), <€
then forall j < K,
[o(£5 (X)) ly < @+ llull + By + 671 PrmrDe.

Proof Consider

Note that X ,
PX,y) = 0, (F(X, e w3207

Let F(X,y) = f(X, y)ef”(X)y*%E(X)y2 and let Fy, Fy,... be its primary terms. The primary
terms of h are F1, Fh, ... (i.e. the same but shifted down by one).

First note that since h(X,y) = g(X, y)e‘“(X)y_%E(X)yz, wehaveforall1 < j < K +1
[v(E ()5 < 2+ lull + [£]1,) 0 Ve @)
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To see this, it suffices to consider the product of the power series for g(X, y) and e~H(X)y—32(X)y?

after truncating both series at y’ (dropping all terms with higher powers of ). By Claim 5, the

. . . . _ _1 .
first K + 1 primary terms in the power series expansion of e #(X)¥—33(X )v* have coefficient

norm at most (2 + ||| + |Z],)9%("). Thus, when we expand out the product of g(X,y) and

e rX)y—3 (X )yQ, we use Claim 5 again to deduce that the resulting primary terms will all have
coefficient norm at most (2 + |||l + ||Z|5) 9% Me.

Now we will argue about Fyy(X') (which is just a constant). Define the following differential opera-
tors for j € [k],
Aj =0 = (i (X) = (X)) + (35(X) = B(X))y) -

Now consider the differential operator

A = A2 AmEDEE  Am

We know by Claim 21 that A(F(X,y)) = A(f(X,y)e #X)v=3=(X)") — (. On the other hand,
we may use Claim 18 to expand A in the form

A= 9D L Ry (XD DT 4 R(X )0 + Ro(X, ).
for some polynomials Ry, Ry, . ... Let k = (m + 1)(2¥ — 1). We have

Ro(X,y)F(X,y) ZR (X, 9)0" 7 (F(X,y))
7j=1

which is equivalent to

00 l
Ro(X,y)> Fl(f ZR (X,y) (Z Fl“gX)y )
1=0 '

=0

The key observation is that Fiy(X) appears on the LHS but not the RHS i.e. we may write
Frij(X)y' — F(X)y!
Ro(X, ) Fo(X ZR (X.y) (Zl_ ~Ro(Xy) ) = ®
1=0 I=1
Now by Claim 20, we have
loy (Ro(X, )| > (0.16)%%m 1)

Note that Claim 18 and Claim 5 give an upper bound on the coefficient norm of R;(X,y) for all
0 < 7 < k. In particular, we get

lvy (R (X, )| < (26~ 1)),

Now, by combining with (7) we can upper bound the coefficient norm of the first s terms in the
power series of the RHS of (8). Since Ry(X,y) has degree at most «, as long as K > 10k, we get

lo(Fo(XI < 2+ lpll + |2y + 671 Oekem e
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Now we have an upper bound on the coefficient norm of all of Fyy(X), ..., Fx(X). Note that

F(X,y) = F(X,y)erXyta=(X)y?

(X)y+53(X)

and we can expand out the product of the power series of F'(X,y) and e yz, using the

same argument as before, to get that for all j with0 < j < K,

[l (XD < @+ il + [l + 8 H)0xem e

By repeatedly applying the previous claim, we get the following.

Claim 24 Consider a set of Gaussians G1 = N (u1,I +%1),...,Gr = N(ug, I + 3i) in («, 5)-
regular form and let P1(X), ..., Py(X) be polynomials of degree at most m. Let f(X,y) be the

generating function of the polynomial combination and let fy, f1,... be the primary terms in the
formal power series expansion of f.
Let Sy, ...,Sq be a d-separated partition of (k] for some constant 6 < 1. For each | € [a],

let f @ (X, y) be the generating function of the polynomial combination of only the Gaussians in S

and let fél), fl(l), ... be the primary terms in the formal power series expansion of .
For any constant K that is sufficiently large in terms of k, m, There exists a constant Cy, i m,
depending on k, K, m such that the following holds. If for all j < K we have

lo(f5(X))] < e

then foralll € [a],j < K — (m +1)2F,
Hv(f](l)(X))H <e (2 +a+5—1)0k,x,m ‘

Proof Without loss of generality S1 = {1,2,...,t} for some ¢t < k. Recall that for each j € [k],
we use D; to denote the differential operator 0 — (;(X) + X;(X)y). Now consider the differential
operator

D = Y ppe

t+2 t+1 -
Note that by Claim 18 and Claim 5, we can rewrite
DW = 9" + Ry 1(X,9)0" " + - + Ro(X,y)
where k = (m + 1)(2¥~* — 1) and for all j,
oy (By (X, ) < (2 + @)@

Now consider the power series expansion of D) f and let dy(X), d1(X), ... be its primary terms.
Since the differential operator D(!) has degree at most (m + 1)2*, the assumption in the statement
of the claim implies that for all j < K — (m + 1)2F,

lo(d; (XD < 2+ )2 sWe.
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On the other hand, note that
(l)f _ D(l)f(l)

since by Claim 21, the operator D) zeros out all of the other components. We may now repeatedly
apply Claim 23 (since D(!) factors as a composition of linear differential operators) and use the fact
that the partition S, ..., S, is 0-separated to deduce that as long as K is sufficiently large in terms
of k,m, we have for all j < K — (m + 1)2%,

H (fV(x H (24 a+ 671 %kmx®

Since the initial choice of [ = 1 was arbitrary, this completes the proof. |

We can now prove the main theorem of this section. The statement below is stated in terms of
generating functions. We will translate it into distribution space and prove Theorem 50 immediately
afterwards.

Theorem 58 Consider a set of Gaussians G1 = N(u1,I + ¥1),...,Gr, = N(ug, I + Xk) in
(a, B)-regular form and let Py(X), ..., Py(X) be polynomials of degree at most m. Let f(X,y)
be the generating function of the polynomial combination and let fy, f1,... be the primary terms
in the formal power series expansion of f.

There exists a constant C depending only on k, m such that the following holds. If for all j with
0 <j<C, we have

[o(fi (X)) <€
then we must have

IX(FX, Dy < (2+a+ )

Proof Let K be the constant in Corollary 55. Recall that K is set as a function of k,m. Let

0= 2kK By Claim 22, there is a (6, k6)-good partition of [k], say Si, ..., S,. Foreachl € [a], let
Oy Z Pj(Xy) Jetal (X)y+3535(X)y?
JESI
and let f Q) , , ... be the primary terms in the expansion of f() as a power series in y.

By Clalm 24, as long as C' is sufficiently large in terms of k£, m, we have forall 0 < j < K

Now by Corollary 55, since the partition is such that all pairs of components in the same part
are close, we get that

Hx( Xz)H <€2+Oé+,3>mk D,

Finally, since
f=fM 4.4 fla)
we get
I (XD < 2+ a+ g)omele
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which completes the proof. |

To prove Theorem 50, it suffices to translate the above theorem from generating functions back
to distributions.
Proof [Proof of Theorem 50] By Corollary 41, there are polynomials P, ..., P, of degree at most
m such that
oo
Z X)y = Py(Xy)etCwtaZi0? o4 py(Xy)erk(OutaBs(X)v”
=0/
Now, applying Theorem 58 to the expression on the RHS, we have

IXCF XD < (24 a+ B)OmeWe.

Finally, Fact 1 and Claim 14 imply that g = x(f(X,)) so we are done. [ |

Appendix F. Hermite Moment Polynomials of a Single Gaussian: Tail Bounds and
other Properties

Note that the Hermite moment polynomials of a distribution are given by E [H,, (X, z)] for z drawn
from that distribution. The way we estimate these Hermite moment polynomials from samples will
be by robustly estimating the mean of the distribution H,,(X, z). In this section, our goal is to
understand properties of the distribution of H,,(X, z) for z drawn from a single Gaussian of the
form N(u, I + X). Later, in Section G, we will use this to deduce that we can estimate H,, (X, z)
to within nearly optimal error even when z is drawn from a regular-form mixture of Gaussians.

We will need a few definitions.

Definition 59 Given two sets of d variables X(V) = (Xfl), cey Xc(ll)) and X?) = (X£2), cey Xc(l2))
and a polynomial P(X(V X)), for integers my, my, the degree-(my, mso)-part of P consists of
the monomials of P that have total degree my in XV and total degree ms in X2

Definition 60 Consider two sets of formal variables, say
xW = (xM L ox) x® = (x®, . xP),

Let G = N(u, I + %) be a Gaussian. We say the fundamental polynomials (with respect to G) are

() () 5 (0 5 (), ()4 35

F.1. Covariance of Multivariate Hermite Polynomials

First, we analyze the covariance of H,, (X, z) for z drawn from a Gaussian N (u, I + X).

Claim 25 Let G = N(u, I + X) be a Gaussian. Let m be a positive integer. Consider two sets of
d variables XV) = (Xfl), L x )) and X?) = (X{Z), e ,Xf)). Then the expression

EZN(;[Hm(X(l), 2)Hp (X@) 2)]

(which is a formal polynomial in 2d variables) can be computed as follows:
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1. Consider the power series expansion of

M 4 x@ 4 Loy x® 4 x@y 420 . x@ Q;(X X(Z)
exp {yu(XW + X)) + Sy n(xW + X )+ 2 x W Z

2. Take (2;';)_1 times the degree (m, m) part of Qo (XM, X(2))

Proof We will evaluate E..q[H,, (X", 2)H,,(X®, 2)] using generating functions. Let

= 1 = 1
- (35 ) (32 s )
m=0 m=0
Note that H,,, (X, z) is homogeneous and of degree m in X . Thus, to compute H,,,( XV, 2)H,,(X?), 2),
it suffices to extract the degree-(m, m) part of the coefficient of 4™ in the power series expansion
of F.
Now by Claim 11 we may write

1
B, c|F] = Eouc [exp <yz (X0 4 x®) - Lp(x 0 x4 xO .X<2>)>}

= C/exp (—;(z T+ —p) +yz- (XO 4 X3 - %yQ(X(l) x4 x@. X(Q))>

= C/exp (— % (z—u—y([+2)(X(1) +X(2)))T(I—|—Z)_1 (z—,u—y(IjLE)(X(l) +X(2))>

T T T
Fyp- (XD 4 x®) 4 %yQ <(X<1>) 2x® 4 (X<2>) SX® 42 (X<1>) (I+ E)X(2)> )

= exp <yu(X(1) + X 4 }yzﬁ(X(l) + X®) 442xOD . X<2>> :

2
In the above, C denotes the normalization constant for a Gaussian with covariance I + Y. Next,
expanding the above as a power series, we know that the degree (m, m) part of Qg,, (X1, X(2)) is
equal to

(2m)!

E
m! - m!

Hp (XY 2)H, (X, z)]
from which we immediately get the desired conclusion. |

As a corollary to the above, we get the following upper bound on the covariance of v(H,, (X, z))
for a single Gaussian. To do this, we rely on the symmetric tensorization (recall definition 33) and its
properties to relate the expression E,q[Hy, (X, 2)H,, (X, 2)] to the covariance of the vector
v(Hpn (X, 2)).

Claim 26 Let G = N(u,I + X) be a Gaussian. Let m be a positive integer. Let ¥y, be the
covariance of v(Hp, (X, 2)) for z drawn from G. Then

£, < Bong 0(Hn(X, 2)) © 0(Hn (X, 2)] < (m(1+ |lully + 1Z],)0™ 1

where I on the RHS denotes the identity matrix of the appropriate size.
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Proof Consider two sets of d variables X(1) = (Xfl), . ,Xél)) and X = (X1(2), . ,Xéz))-
Let
P(XW, XY = B, g[Hn(XD, 2)Hp(XP), 2)].

Let T' = Tgym(P). Note that by Claim 9,
T =E.qv(Hn (XD, 2)) @ v(H,(XP,2))].

On the other hand, by Claim 25, P(X W, x (2)) can be computed by considering the power series
expansion

(1
exp <yu(X(1) +X®) 4 %yQZ(X(l) + X®) 42xW . x@ > Z QX L

and taking (2771;1)—1 times the degree (m, m) part of Q2,,. We will use @, n, to denote the degree
(m,m) part of Qay,. Write

Q = yu(xD 1+ X 4 L2s x4 x@)y 4250 x©@)
2
= yp (XYW + X@) 4 2(xNT (1 +3) X3 4 %yQ ((X(l))TEX(l) + (X<2>)T2X<2>) .

Now we may write

Q2
exp(Q)—l—i—Q—i—i—i—

Let S be the set of fundamental polynomials of G = N(u, I + X) . Note that @ is a sum of O(1)
polynomials from among S. Furthermore, each of these polynomials is homogeneous in each of
the sets of variables X (Y, X (2. Thus, we can expand each of the terms @, Q?,... as a sum of
products of elements of S. Now by Claim 25, we can obtain P(X M, X (2)) by discarding all of the
products that do not have the proper degrees (degree exactly m in each of the subsets of variables
XM x @) Since Q is a sum of O(1) polynomials from S, each with degree 1 or 2, and we only
keep terms with total degree 2m, we deduce that the number of terms (and all of the coefficients
in front of the terms) that we keep are m©™). Thus, P(X™1), X®)) is (m©(™) 2m)-simple with
respect to S.

It now suffices to bound the operator norms of the symmetric tensorizations of each of the
individual products of fundamental polynomials. Consider a product of fundamental polynomials
PP, P, for some a < 2m. By Claim 10,

| Toym(PrPy - o)l gp < [[Tsym(P1)]| -+« || Toym(Fa) |
< ((ally + DA, + DL+ Sy +1) "

Combining this inequality with the fact that P(X M, x (2)) is (mo(m), 2m) -simple with respect to
S gives that

< (L [lally + 1))

T < (m(1+ [|ully + [511)) "1

Also, clearly X7, < T so we are done. [ |

We will also need a lower bound on the covariance of the Hermite polynomials. This lower
bound will hold when G = N(u, I + X) is within a sufficiently small constant of isotropic.
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Claim 27 Let G = N(u, I +X) be a Gaussian. Let m be a positive integer. There exists a constant
cm depending only on m such that if ||| , || 2|l < ¢m, then Xg,,, the covariance of v(H,, (X, z))
for z drawn from G, satisfies

1
Yo >-I.
Hm = 5

Proof Consider two sets of d variables X(1) = (X%l), . ,X(gl)) and X = (X1(2)7 e ,X((lz)).
Let
P(XW, X®) = B, g[Hn(XD, 2) Hn (X, 2)].

Let T' = Tsym(P). Note that
T=E. cv(Hn(XD,2) @ v(Hn(XP,2))].

On the other hand, recall that by Claim 25, P(X M, x (2)) can be computed by considering the
power series expansion

}yQE(X(l) +X(2)) +y2X 1) . X(2> Z Q] ) J .

exp <yu(X(1) +X@)y 4 5

and taking (217’?)71 times the degree (m, m) part of Q2,,. We will use @y, n, to denote the degree
(m,m) part of Qapy,.

The key observation now is that if ;= 0, ¥ = 0, then the LHS of the above is just exp(y2X (1) .
X)), In this case, Q. would be (2m)!/m! - (X1 . x2)m

We now show that by choosing c,, sufficiently small, we can ensure that @, ,,, does not change
by too much. Let us write the power series expansion

i Rj(X(l),X@))yj

exp (yu(X(l) +X®) 4 %yQE(X(l) + X<2>)> = ;
J]:

3=0
For each 7, let RM(X(U, X(z)) denote the degree (j, j) part of Ry;. Next note that

Qmm(X X(2) m x(2) )m—ij(X(l),X(?))
( Z — J)'(29)!

J=0

Consider the expression (X - X2)ym=i R, (X1 X2)) for a fixed j. Note that by choosing ¢,
sufficiently small, we can ensure, using Claim 10, that

|

is bounded by a sufficiently small function of m for 1 < j < m. Next, note that

Toym(Ry, (X0, X)) |

Tsym((X(l) L X@ymedy = 1

where [ is the identity matrix of the appropriate size. Thus, by Claim 10. we can ensure that

|

Teym ((X(l) -X(2))m_jRj7j(X(1),X(2)))

op
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is bounded by a sufficiently small function of m for all 1 < j < m. Thus, if we let

|
A= Teym (Qm,m(X(l)yX(Q)) _ @

m!

(x .X(2>)m>

(X(l) 'X(2))m_jRj7j(X(1),X(2))
(m — J)!(2))!

= Tsym | (2m)! Z

Jj=1

then we can ensure that [| A|,, is bounded by a sufficiently small function of m.

However, the symmetric tensorization of (X . x (2))’” is exactly the identity matrix /. Thus,
we have
T >091

where recall
9 -1
T =Eog[v(Hn(XWY, 2)) @ v(Hpn(X P, 2))] = Teym (( g) Qi (XD, X(2))> _

To bound the covariance of v(H,, (X, z)), it remains to compute
EZNG['U(HTR(Xv Z))] ® EZNG[U(Hm(Xa Z’))] :

However, by Claim 12, E,.q[H (X, 2)] = hm,q(X) is exactly the coefficient of 3™ /m! in the

power series expansion of
M Xy+35(X)y*

As long as ¢, is sufficiently small, we can use Claim 5 to get that
Bz [o(Hm(X, 2)] © Ecnglo(Hin (X, 2))]lly = [lo(hm,a(X))|* < 0.1.
Putting everything together, we get that

Yu, =T —E.,oqv(Hn(X, 2))] @ Esug[v(Hn (X, 2))] > 0.51.

F.2. Tail Bounds and Stability Bounds

Now we prove that the distribution of H,, (X, z) for z drawn from a Gaussian G = N (u, I + X)
has exponential tail decay. This will let us obtain tight stability bounds for samples drawn from
this distribution. The stability bounds will then be plugged into existing algorithms for robust mean
estimation (see e.g. Diakonikolas and Kane (2019) for an explanation of stability and its use in
robust mean estimation).

The proofs in this section are mostly standard and many of them are deferred to Appendix J.
First we need a tail bound on the distribution of H,, (X, z).

Lemma 61 Let G = N(u,I + X). Consider the vector v(Hp, (X, z)) for z ~ G. Let u be any
unit vector with the same dimensionality. There are positive constants cy,, Cy, depending only on
m such that for any real numbert > 1

Pr [Jo(Hm(X,2)) - ul 2 82+ [|plly + [£],)m] < e
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Proof We will use Claim 26 and Claim 4 to bound
EZNG [(U(Hm(X7 Z)) : u)k

for some appropriately chosen even integer £ and then use Markov’s inequality. First, Claim 26
implies

Eeng [(v(Hm(X, 2)) - )] < (m(1+ |lully + 1£]5) .
Now note that for a fixed u, v(H,, (X, 2)) - u is a polynomial in z of degree at most m. Thus, by
Claim 4, we get that for even integers k,

Eov [(0(Hn(X.2)) -] < (m(1+ [l + [20,))00)

Now by Markov’s inequality,

(mk(1+ flplly + [ 3]1,)00
52+ [lally + [15]]5) "

Choosing C, to be sufficiently large in terms of m and k = t“ for some sufficiently small positive
constant ¢,, depending only on m gives the desired inequality. |

Pr [[o(Hm(X, 2)) - ul 2 82+ |ully + [S])7] <

Now that we have shown that the distribution of H,,(X, z) exhibits exponential tail decay in
all directions, we can prove finite sample concentration inequalities. First we prove a concentration
inequality in 1D, stating that for a set of samples from a distribution with exponential tail decay,
with high probability, the empirical mean of any (1 — ¢) fraction of the samples is within O(e€) of
the true mean.

Claim 28 Let D be a distribution on R and 0 < ¢ < 1 be a positive constant such that for all real
numberst > 1,

Pr[jz| >t] <e .

xz~D
Let € < 1/2 and d be parameters. Given a set S of n > (d/ €)19°/¢ independent samples from D,
with probability at least 1 — e—(8d/e)?, any subset S' C S of size at least (1 — €)n satisfies

1 102 10/c
hD = (g 2 )

< elog'/*(1/e) (
zeSs’ ¢

Proof See Appendix J
|

Now, we are ready to introduce the definition of stability of a set of samples in R?. The definition
below is standard in robust statistics literature (see e.g. Diakonikolas and Kane (2019)).

Definition 62 For ¢ > 0 and 6 > ¢, we say a finite set S C R is (e, 0)-stable with respect to a
distribution D if for every unit vector v C R? and every subset S’ C S of size at least (1 — ¢)|S| we

have
1
v-<uD—SIZ:L'> <4
zeS’
1 9 52
§Z(U'(~’U—MD)) —l=—
zeS’!
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Note that the previous definition makes sense for a distribution D that has covariance 1. How-
ever, we will need to work with distributions with unknown covariance. We make the following
analogous definition of stability for distributions with unknown covariance.

Definition 63 For ¢ > 0 and 6 > ¢, we say a finite set S C R% is (e, §)-pseudo-stable with respect
to a distribution D if for every unit vector v C R% and every subset S' C S of size at least (1 —¢€)|S|

we have
1
v - MD_§Z$ <9
zeS’
DY —iZ(m— Yz —pp)t | v <6—2
P Slzes/ e e o

Remark 64 Note that if the covariance matrix of D, ¥p, is well-conditioned, then a set of sam-
ples that is (e, 0)-pseudo-stable can be transformed into a set of samples that is (O(e), O(9))-
stable by applying a suitable linear transformation. However, if the covariance matrix is not well-
conditioned, then the definitions of stability and pseudo-stability are incomparable.

We now prove the main result of this section. It states that for a set .S of samples drawn from
the distribution of H,, (X, z) for z ~ M where M is a regular-form mixture of Gaussians, S is
(e, O(€)) pseudo-stable with high probability. The proof involves combining Lemma 61 and Claim
28 and union bounding over a sufficiently fine discrete net over the set of all possible directions.
The details are deferred to Appendix J.

Claim 29 Consider a set of Gaussians G1 = N (1, I +%1),...,Gr = N(ug, [ + Xp) in R and
assume they are in («, 3)-regular form.

Consider the mixture M = w1Gy + - - - + wip Gy, (where w1, . .., wy are nonnegative weights
summing to 1). Let m be a positive integer and let n. > polyy, ., (d/€) for some sufficiently large
polynomial. Let D be the distribution of v(H,,(X, z)) for z drawn from M. Consider a set S of n
such samples (drawn independently) x1 = v(Hp, (X, 21)),...,xn = v(Hp (X, 2y)). This set of n
samples is (€, 0)-pseudo-stable with

§=€(2+a+ S +log(1/e)O0m+D)
with probability 1 — e~ 10/¢,

Proof See Appendix J. |

Appendix G. Estimating the Hermite Moment Polynomials

In this section, we show how to estimate the Hermite moment polynomials of a regular-form mixture
of Gaussians M = w1 G1 + - - - + wy Gy, where G; = N (4, I +X;) to optimal accuracy. The main
theorem that we will prove is as follows.

Theorem 65 Consider a mixture of Gaussians M = w Gy + - - - + wi Gy, in R%. Let m be a
positive integer that is sufficiently large in terms of k. Assume that M is in («, 3, 7)-regular form
where
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* a < poly(log1/e)
* 8 < poly(log1/e)
* v is sufficiently small in terms of k and m.

Further assume that wy, > 6 for some constant 0. Let n > polyy, ,,(d/€) for some sufficiently
large polynomial. Assume that we are given an e-corrupted set of n samples from M, say z1, . .., zp.
There is an algorithm that runs in time polyy, ,,(d/€) and with probability 1 — e~4¢ (over the
random samples) outputs estimates by, . .., h., for the Hermite moment polynomials of the mixture
such that

[o(hi(X) = K(X))|| < @+ a+B+0" +1ogl/e)PrmWe

for all j < m where hy, ..., hy, are the true Hermite moment polynomials of M.

Recall the outline of the proof of Theorem 65 in Section 2.2.1. Assume that we have some
initial estimates /f;, ey f?:n for the first m Hermite moment polynomials. We will first use the re-
currence relations between Hermite moment polynomials to obtain estimates f;;:l, ey f/L;; for the
first 2n Hermite moment polynomials. This is done in Section G.1. Next, recall that the Hermite
moment polynomials hy, . .., h,, are the means of the distributions H,, (X, z) for z ~ M. We use
our estimates of 713, cees l;;,; to compute estimates for the covariances of these distributions, say
f;l, cee i;[; This is done in Section G.2. Using these estimates for the coxairiances, we can

refine our estimates for the means, obtaining a finer set of estimates, say hq, ..., h,,. We prove that
by iterating the above, we can get down to O(e) accuracy. This is done in Section G.3.

We begin with a simple consequence of the results in Section F.1, that for a mixture M in
(a, B, v)-regular form, we have a lower and upper bound on the covariance of H,,, (X, z) for z ~ M.

Claim 30 Let M = wiG1 + --- + wiGy, where G; = N(u;,1 + ¥;) be a mixture that is in
(a, B,y)-regular form. Let m be a positive integer. Assume that wyin, > 0. Let Xy be the
covariance of v(H,, (X, z)) for z drawn from M. Then

* B, < (2+a+ )OI

* As long as v is sufficiently small in terms of m then
1
Y, > 59[ .

Proof For the first part, note that
k
ZHm <E.,om [U(Hm(X7 Z)) ® U(Hm(X7 Z))} = ijEZNGj [U(Hm(Xv Z)) ® U(Hm(Xv Z))] :
j=1

Applying Claim 26 completes the proof of the first part.
Now we prove the second part. For a Gaussian G, let ¥y, i, be the covariance of v(Hp, (X, 2))
for z drawn from G ;. Note that

YH, 2 wiXn, ¢, > 0%0,.6;
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for all j. Now since the original mixture is in (c, 3, 7)-regular form, taking j to be the component
such that [|z15]| + ||X;]|, < v and applying Claim 27 completes the proof. [

G.1. More Recurrence Relations

The main goal in this subsection is to prove that given e-accurate estimates of ho, . .., b, Where m
is sufficiently large in terms of k, then we can compute O(¢€)-accurate estimates for 41, . . ., Ao,

The subroutine will rely heavily on recurrence relations between the Hermite moment polynomi-
als. Recall Lemma 52. Applying Lemma 52 to a mixture of Gaussians M implies that the Hermite
moment polynomials h; v satisfy a recurrence of order Oy,(1) whose coefficients are “simple”. We
will now develop additional tools based on these recurrence relations that will allow us to estimate
Pty - - -5 hom using ho, ..., by,

In this section, we use the following notation.

* We have a mixture of k£ Gaussians M = w1G1 + - - - + wi G, where G; = N (uj, I + ;).

* Recall Corollary 40. It will be particularly important to consider the generating function

oo
1
fm(X,y) = Z 5 B (X )y™ = wy et COY+3B1(X0Y* L e (Oy+3B(X)y?

m=0

* Similar to Section E, we use D; to denote the differential operator (0 — (;(X) + 3;(X)y))
where the partial derivative is taken with respect to .

The next result builds on Lemma 52 and says that for any recurrrence of order 2k = 2(2% — 1)
that the first O (1) Hermite moment polynomials almost satisfy, we can extend the recurrence to
estimate the next several Hermite moment polynomials.

Claim 31 Letx = 2F — 1. Let Tj(X) for0 < j < k—1and 0 <1 < Kk — j be polynomials such
that T} |(X) is homogeneous in X of degree k — j + l.

Let M = w1 G + - - - + wi Gy, be a mixture of k Gaussians in (o, [3)-regular form. Let m be a
positive integer that is sufficiently large in terms of k. For all a > k, let

nl/{]

a K X)TZ(X)
Do(X) = ham (a —K) b MR GRE)
N

where undefined terms (i.e. negative factorials in the denominator) are treated as 0. Assume that
foralla < m,
[o(Da(X))| < €.

Then for allm < a < 2m,
[0(Da(X))|| < (2 + a)OmkDe

Proof
Foreach j with0 < 57 <k — 1, let
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Now define the differential operator
T=0"+Te1(X,y)0" '+ + Tp(X,y).

Consider the generating function 7 (fa(X, y)). Note that its power series expansion is precisely

o0

T(fm(X,m) =)

J=0

Dy (X )yj
J! '
Alternatively, applying the operator 7 to the sum-of-exponentials form of f, we see that T (fa (X, v))
can be written in the form
T(M(X,y)) = PUX, y)en QWm0 g p (0, yers (vt (00°
where each of the polynomials P, ..., Py has degree at most x in y. Thus if we let

2P (k1) 5 2R 2 (k1) (k+1)
D=D, "D, [T ...DY"

then by repeatedly applying Claim 21, we get
D(T(fm(X,y))) =0.
Note that we can use Claim 18 to write the differential operator D in the form
D =0""" 4 Ry 1 (X, )05 D71 o Ry(XLy).
We can then write each R; in the form
Ri(X,y) = Ry wiup1)—; (X)y" T 4o 4 Rjo(X)

where each of the polynomials R;; is homogeneous in X with degree x(x + 1) — j + [ and is
(Og(1), Ox(1))-simple with respect to {11 (X), 1(X), ..., ue(X), Zx(X)}. Using that

D(T(fm(X,y))) =0.

we can now write a recurrence relation that the polynomials D, (X) must satisfy. In particular, if
we let A = k(K + 1), we must have for all a > \

A—12A—j
Dyya(X) N Zj Dpantj-t(X)Rju(X) _ o
(a—MN)! = 4 (a—X=1)! )
§=0 1=0
This rearranges into
A—1A—j

Dicra—rtj—1,(X)R;1(X)
(a—X=1)!

©)

Now we can use the recurrence (9) to compute D,,,11(X), ..., D2, (X) in terms of the earlier terms
in the sequence. Note that we are given

lo(Da(X))[| < €

54



LEARNING GMMS WITH NEARLY OPTIMAL ROBUSTNESS GUARANTEES

forall a < m. Also, since R;;is (O (1), O(1))-simple with respect to {11 (X), X1 (X), ..., up(X), Zx(X)},
we have by Claim 5 that
(R (X)) < (2 + ).

Thus, when applying the recurrence to compute D, +1(X), ..., D2y, (X), we have for all a < 2m,

Jo(Da(X))]| < (2 + a)OmsWe.

|
As a consequence of the above, given estimates for the Hermite moment polynomials hy, . . . , Ay,
we can estimate the next Hermite moment polynomials Ay, 41, - . . , hoy, by first solving for a recur-

rence relation that the first m Hermite moment polynomials satisfy, and then extending this recur-
rence to compute Apy41, - - -, hom.

Claim 32 Let M = w1 Gy + - - - + wi Gy, be a mixture of k Gaussians in («, 3)-regular form. Let
m be a positive integer that is sufficiently large in terms of k. Assume that we are given estimates
ho(X), ..., hl,(X) such that

Jo(ha(3) — B, (O] < €

for all a < m (where ho(X) are the true Hermite moment polynomials of M). Then there is an
algorithm that runs in poly,, ,(d) time that computes estimates h;,, 1 (X), ...y, (X) such that
foralla < 2m

|v(ha(X) = KL(X)| < (24 a)OmrDe.

Proof Let x = 2F — 1. We first solve for polynomials R;. (X)forall 0 < j<kand0<I<K—j
such that

* R’ is homogeneous of degree k — j + [ and R} =1

[0, (0) | < (24 @)tV
e Foralla <m

K K—J /
Z hCL :“€+] l )RJZ(X) S (2 + a)OnL,k(l)e
i (a—k—=1)!

Note that the expressions inside the norms on the LHS are linear in the coefficients of the
R] Thus, we can solve for the coefficients via a convex program. To see that a solution exists,
let R} ;(X) = R;;(X) where the R;, are the polynomials given by Lemma 52. It is clear that
the ﬁrst two conditions are satisfied because the R;; are (O (1), Oy(1))-simple with respect to

{/‘j(X)}je[k}7 {Ej(X)}je[k]- Next,

a—/{—l (a—r—1)
j=0 1=0 J=01=0

IN

(2 4 @)Oms (e
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for all a < m, where the last step holds because ||v(hq(X) — hl(X))|| < € for all a < m and
[o(Rj (X))l < (2 + @)Pm+1) by Claim 5.

N ow we consider what happens when we apply the recurrence given by the R’. ;1> hamely
k—1 K— ] R( ( )
/ a Kk+j— l )
h (X a—n‘zz a_K_l) (10)
7=01=0
and use the above to compute estimates h,(X) for m + 1 < a < 2m. Note that for a < m,

K K—j [ nlfj o j X) h;R ())RC(X)
ZZ o H Zo% el (a—/i—+lj)!l 5

7=01=0
Hﬁzjh; n—‘r]l )RI( )
—)!
j=01=0

< 2+ a)OmrWe.

By Claim 31, we deduce that

K K—J
=0

= afl‘i*l)

for all @ < 2m. Finally, comparing to the recurrence in (10) and subtracting, we get that for all
m+1<a<2m,

AL (! (X) = ha—rij 1 (X)OR (X
o) — ha(X))| < (a = r) P
== (a — kK —=1)!
+(a—r) = %ha K+j— i )R;l(X)
(a —rK—=1)!
7=0 I=

<(2+a) 'm,k(l)(6 + ng( Hv(hb(X) — hb(X))H) .

Since we need to apply the recurrence at most m times to get the terms h.,(X) for a < 2m, the
above implies that for all a < 2m

Hv(ha H 2—|—a m k(1) ¢

as desired. It is clear that all of the steps, solving for the R;- ; and computing subsequent terms using
the recurrence, can be done in polyy, ,,,(d) time. [
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G.2. Computing the Covariance of the Hermite Moment Polynomials

In the previous section, we showed how to compute hy,41,. .., hoy, from hg, ..., h,. Now we
show how to express the covariances of the distributions of Hy(X, 2), ..., Hp (X, 2) (for z ~ M)
in terms of hg, ..., hom.

Claim 33 Let M = wiGy + - - - + wi Gy, be a mixture of k Gaussians in («, 3)-regular form. Let
Y g, be the covariance of v(H, (X z)) for z drawn from M. Assume that we are given estimates,
say hi(X), ..., hb,, (X), such that

Hv(hj( ) — h/ H<6

for all j < 2m where h;(X) are the Hermite moment polynomials of the mixture M. Then in
polyy ,, (d) time, we can compute a symmetric matrix M' such that

M’ — szH < (24 a)9nWe.

Proof Consider two sets of d variables X (1) = (Xl(l), e ,Xél)) and X?) = (X1( , ..,X[(f)).
Let
P(XW, X)) = Beropg [ Hin( XY, 2) Hin (X2, 2)

We will first show how to estimate the polynomial P. Define

k
(XD x @) l2y (x4 x(2)
Ay) = ijeyuj(x FX@) 4528 (X DX @)

j=1

By Corollary 40,

L hi (XMW 4 X @)y
A(y) _ Z J( . )
j=0 J:

On the other hand, let Qo, @1, . .., Q); be the terms of the power series

k .
2(X<1> X(z))A Zw ey“J(X( I X @) 1125, (XD 4 X)) 142 (XD X @) _ i Qj(X(l)’X@))yJ .

Jj=1 Jj=0

Let Q) m be the degree (m, m) part of Q2,,. By Claim 25, we know that
9\ 1
P(XM, x®?) = < m) Qum(XM, X)) (12)
m

In particular, we can use our estimates hj), ... hf,, to estimate the first 2m + 1 terms of .4 and
then multiply by
[e.e]
X(l) X(2> Z

Jj=0

2))]’ y%
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which is an explicit power series that we can compute. Formally, let h; ;(X M x (2)) denote
the degree j, j part of hgj(X(l) + X(Q)). Similarly, we use h;’,j to denote the degree j, j part of
hy; (XM 4+ X)), Using (11)

Q;(X x (1) X > X(l ) ° hj(X(l)—|-X(2))yj
> - (! > e
Jj=0 j=0

Thus, by (12),

(m!)gzh],J(X()JrX())(X() X)) ;

P(XM x@)y = : :
= (29)1(m — 4)!

On the other hand, using our estimates h’, we may compute

(X(l) Zm: h;J + X2 ))(X(l) .X(2))m—j |
27)m — 5!
Note that since
[o(hs(X) — B5(X))]| < €

for all 5 < 2m, we have that
Hv(hj(X(l) + X@) — p (x4 x H < Om(1)e

for all 5 < 2m where for the vectorization we view the polynomial as a homogeneous polynomial
in 2d variables. The above implies

005 (XD 4+ X@) = 17 (XD 4 X)) | < O(1)e

for all 7 < m so we conclude

|

for all 7 < m. Now since

Toym (1 (X1 + X @) = by (XD + X)) < 0n(1)e

Teym ((Xu) .X<2>)m—j) _ g

we can use Claim 10 to deduce

| Tym (P(XD, X®) - P(x D, X)) o < Om(De. (13)
However, note that by Claim 9
Toym <p(X(1)7 X(z>)) =E.om [v(Hp(X, 2) @ v(Hp(X, 2))] . (14)

To compute X g, , it remains to estimate

Eeom[v(Hm(X, 2))] ® Bz m[v(Hm (X, 2))] = v(hn (X)) @ v(hm(X)) .
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We can simply use our estimates 4, (X ) and compute v(h,, (X)) ® v(h!,(X)). Note
[[0(hn (X)) @ v(hin (X)) = v(h, (X)) @ v, (X)) |5
< [o(hn (X)) @ vl (X) = hi(X) [ g + ([0 (R (X) = hin (X)) @ v(n (X)) |
< [o(hpn (X) = hin(X))]],, ([ (h;n(X)Hg_‘_ [0 (R (X)) -

)®
) op
However using Claim 26, we know that [|v(h,(X)|| < (2 + )91, Thus, the RHS of the above
is at most (2 4 a)9m(Me.
Overall, we can compute

M’ = Toym(P'(X W, X @) — v(h, (X)) @ v(h, (X))

and combining everything we have shown so far (13, 14) gives

1M = S, | gp < | Toym(P/ (XD, X)) = Beropg [0(Hon (X, 2)) @ 0(Hom (X, 2))] o
+ vk, X))®’U(h’ (X)) - z~M[ (Hm(X, 2))] ® Bt [v(Hm (X, 2))] o
= || Toym (P10, X @) = PX®, X)) |
[0 (X)) © 0 (X)) = v(R (X)) © (I (X))o
< (24 )9
It is clear that computing M’ can be done in polyy, ,,,(d) time so we are done. |

G.3. Estimating the Hermite Moment Polynomials Optimally

We can now put together all of the parts in the previous two subsections to get an algorithm for
estimating the Hermite moment polynomials to within O(e) accuracy, proving Theorem 65.

We will rely on the following generic theorems about robustly estimating the mean of a distri-
bution from Diakonikolas and Kane (2019).

Theorem 66 (Theorem 2.7 in Diakonikolas and Kane (2019)) Let S be a (3¢, 0)-stable set with
respect to a distribution X and let T be an e-corrupted version of S. There is a polynomial time
algorithm which given T returns [i such that

18— px| = O(3) .

Corollary 67 (Corollary 2.9 in Diakonikolas and Kane (2019)) Let T be an e-corrupted set of
samples of size at least poly(d/e) for some sufficiently large polynomial from a distribution X on
R? with unknown bounded covariance Y x < o2I. There exists a polynomial time algorithm which
given T returns [i such that with 1 — e~ ¢ probability

172 = px |l = O(oVe).

59



LI1u MOITRA

Theorem 65 will follow immediately from the next lemma. The lemma states that given esti-
mates for the first m Hermite moment polynomials that are accurate to within some parameter 7, we
can refine them to be accurate to within roughly ,/€n. The proof of the lemma involves combining
the results in Sections G.1 and G.2 with Theorem 66. To see how Theorem 65 follows from the
lemma, we can use Corollary 67 to obtain initial estimates and then iterate Lemma 68.

Lemma 68 Consider a mixture of Gaussians M = w1G1+- - - +wiGy in RY. Let m be a positive
integer that is sufficiently large in terms of k. Assume that M is in («, 3, 7)-regular form where

* a < poly(log1/e)
* 8 < poly(log1/e)
* v is sufficiently small in terms of k and m.

Further assume that wyin > 0 for some constant 0. Let n. > polyy, ., (d/e) for some sufficiently
large polynomial. Assume that we are given an e-corrupted set of n samples from M, say z1, . . . , zp.
Also assume that we are given estimates hy, . . . , hy, of the Hermite moment polynomials such that

Joth; () = B (x))|| <

or all 7 < m where n is a parameter such that n < 1/poly a, 3,071 log 1/€). Then there is an
k,m

—10d/e

algorithm that runs in polyy, ., (d/€) time and, with probability at least 1 — e over the random

samples, outputs estimates h1, . .., hy, such that

w(h;(X) — h}(X))H <2+a+B+60"+1logl/e)OmsD) Ja.

Proof By Claim 32 and Claim 33, we can compute estimates E(I)Lh Yy E(}{m such that forall 7 < m

|25, =0, < @+a+ Oty (15)

op

where Yy, is the covariance of v(H;(X, z)) for z drawn from M. Now by Claim 30, each of
these estimates must be positive semi-definite and have E(}Ij > Q(0)I so we can take their positive
semidefinite square roots. We have

HI - (E%j)*/?EHj(E?{j)”/?HOp <@+ a+B+07H0mMy, (16)

Now fix a j < m. Let D; be the distribution of v(H;(X, z)) for z ~ M. The above implies that
the covariance of the distribution obtained after applying (E(}Ij )~1/2 to D is close to identity.

By Claim 29, with 1 — e~199/¢ probability, a set of n uncorrupted samples is (3¢, )-pseudo-
stable with respect to D; with
§=2+a+8+1logl/e)Om+De.
If this holds, then combining the pseudo-stability with (16) and the fact that 29{]_ > ()1 implies

—-1/2

that the set of uncorrupted samples obtained after applying the transformation (E%j) is stable

with respect to the distribution (3 )~/*D; with parameters
(36, 2+a+B+0"+log 1/6)0m7k<1>\/a) .
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Now by Theorem 66, we can estimate the mean of (E%j )~1/2D; up to accuracy

2+ a+B+0" +logl/e)9m+) sy

Claim 30 and (15) imply that the operator norm of (E%j )1/2 is bounded by (2 4 a + )P+ 5o
now we can simply invert the linear transformation and estimate the mean of D; to within

24 a+B+0"  +log1/e)Om+1) Jen.
However, the mean of D; is exactly v(h;(X)) so repeating this for all j completes the proof. W

We now prove Theorem 65 by iterating Lemma 68.
Proof [Proof of Theorem 65]

Note that v(h;(X)) is the mean of v(H,,(X, z)) for z drawn from M. Now by Claim 30 and
Corollary 67, we can obtain estimates

B1(X), ., ()

of the Hermite moment polynomials such that for all j < m
o) = B5X))|| < @+ @+ ) O e

Now we can iterate Lemma 68 on these estimates until we obtain final estimates k), ..., h], such
that
[o(hj(X) = H5(X))[| < 2+ a+ B+ 07" +1og1/e)%m e

for all 5 < m (to see this, note that each time the above inequality is not true, when we apply
Lemma 68 to refine our estimates, we reduce our estimation error by a factor of 1/2). |

Appendix H. Learning Regular Form Mixtures

In this section, we combine everything that we have shown so far to give an algorithm for learning
regular-form mixtures of Gaussians. Recall the outline in Section 2.2.1. We have some unknown
mixture M = w1Gy + - -+ + wi Gy in regular form. In this section, we will assume that we are
given estimates G, . . ., G}, for the components such that

drv(Gy,Gj) < €

for some constant ¢ > 0. These estimates can be obtained by directly applying results from Liu and
Moitra (2021) (see Section 1.1 for more details).

We will then bootstrap the rough component estimates by multiplying appropriate polynomials
in front of them. In particular, we show how to compute a degree-Oy, (1) MPG distribution

f=Qi@)G1(z) + - + Qu(z)Gr()

such that B
M= fll; < O(e).

The main theorem that we will prove in this section is stated formally below.
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Theorem 69 Let M = w1 G+ - - - +w, Gy, where Gj = N(p;, 1 +%;) be a mixture of Gaussians
such that all mixing weights are at least § where 0= < poly(log1/¢). Let ¢ > 0 be a (small)
constant. Assume that the mixture is in (c, 3,7y)-regular form where

* a = poly(log1/e¢)
* B =poly(log1/e)
* 7 is sufficiently small in terms of k and c.

Let n > polyk’c(d/ €) for some sufficiently large polynomial. Assume that we are given an e-
corrupted set of n samples X1, ..., Xy, from M. Assume that an adversary also gives us estimates
G =N, I +%4),...,Gr = N(pg, I + Xyi) for the components with the promise that

drv(Gy, Gj) < €.

There is an algorithm that runs in time polykvc(d/ €) and with high probability (over the random
samples) outputs a degree-Oy, (1) MPG distribution f : R? — R of the form

f(@) = Q(@)G1(x) + -+ + Qi(2)Gy(2)
such that f satisfies
IM(z) = f@)]l, < 2+a+B+0" +logl/e)O%eWDe.

To prove Theorem 69, we rely on the two main results that we have shown so far, Theorem 65
and Theorem 50, which are (informally) that

* We can estimate low-degree Hermite moment polynomials of M to nearly optimal accuracy

* If two low-degree MPG functions are close on their low-degree Hermite moment polynomials
then they are close in L' norm

To complete the learning algorithm, it remains to actually compute a low-degree MPG distribution
that matches the Hermite moment polynomial estimates obtained from Theorem 65. Then, Theorem
50 will imply that this MPG distribution is close to the density function of M in L! norm.

H.1. Preliminary Computations

We will first need a few preliminary definitions and computations.

Definition 70 We say a Gaussian G is x-balanced if its covariance matrix 3. satisfies
1
—I <X <xl.
X

If we have a mixture M = w1G1 + - - - + wi Gy, such that all components are x-balanced, then we
say that the mixture is x-balanced.

Note that the parameter 3 governs the balancedness of a mixture in («, 3, )-regular form. We will
need the following few basic facts.
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Claim 34 For two Gaussians N (u1,%1), N(u2, X2)
_ 1/2 _ _
drv(N(p1,21), N(p2,32)) = O (((#1 — p2)" S (1 — p2)) 24 HEI e IHF)
Proof See e.g. Fact 2.1 in Kane (2021). [ |

The following two claims relate TV distance and parameter distance for balanced Gaussians.
The first deals with the case when the two Gaussians have very small overlap while the second deals
with the case when the two Gaussians have very large overlap.

Claim 35 Let G; = N(u1,%1),Ga = N(p2,X2) be x-balanced Gaussians. Let ¢ < 0.1 be a
parameter and assume that d1/(G1,G2) < 1 — €. Then the following two conditions hold:

L |1 — p2ll < O(y/xlog1/e)

2. |21 = B2l < O(xlog® 1/e)

Proof For the first claim, note that if we project onto the line connecting p; and o then both
distributions are Gaussian with standard deviation at most /. Thus, their means must be separated
by at most O(+/x log 1/¢). For the second claim, we can use Lemma 3.2 in Kane (2021). Note that
the covariance of the mixture (G1 + G2)/2 is

_ T+ n (11 — p2) (1 — p2)®
2 2 2

by

and the first part implies that
¥ <O(xlogl/e)l.

Lemma 3.2 from Kane (2021) now immediately gives the desired bound. |

Claim 36 Let G; = N(u1,%1),Ga = N(p2,X2) be x-balanced Gaussians. Let ¢ < 0.1 be a
parameter and assume that d7y(G1,G2) < €. Then the following two conditions hold:

L [[p — w2l < O(y/xe)
2. [|%1 = 2|y < poly(x)e

Proof The first part follows from Theorem 1.2 in Devroye et al. (2018). To prove the second part,
let G| = N(ps2,X1). Note that by Claim 34 and the first part,

dry(G1, G2) < drv(G1,G2) + drv(G1, GY) = O(xe) .
Now, applying Theorem 1.1 from Devroye et al. (2018), we deduce that

31 — Xal, < poly(x)e,

completing the proof. |
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H.2. Main Proof of Theorem 69

Now we prove the first key lemma of this section. This lemma implies that there exist polynomials
that we can multiply in front of our rough component estimates G1, ..., G}, in order to match the
Hermite moment polynomials of the true mixture M. Afterwards, we show how to solve for these
polynomials.

Lemma 71 Let M = w1G1 + - -+ + wp Gy, be a mixture of Gaussians. Let ¢ > 0 be a (small)
constant. Assume that the mixture is in (o, 3, )-regular form where

* a = poly(log1/e¢)
* B =poly(log1/e)
* v is sufficiently small in terms of k and c.

Let Gj = N(uj, I + %) forall j € [k]. Let Gy = N(ji, [ +31),...,Gr = N(ig, I + )
be Gaussians such that
dTV(G]ng) < €.

Let m be a parameter. Then there exist polynomials P, ..., Py in d variables of degree at most
10/¢ such that the following holds:

1. If we write the power series expansion of the function

X k < L A(X)y!
S e OO0 L §™ (4 Py (X))l XS (007 — 3 [iX)y
=0

I
Jj=1 Jj=1

then
lo(f1XN]| < (2 + a+ B)PFmeDe

forall0 <1 <m.
2. Forall j, P;(0) =0
3. Forall j, ||vy(P;(Xy))| < BOkme()ec

Proof
For simplicity, assume that 10/c is an integer. The modification to when 10/c is not an integer
is straight-forward. For j € [k], let

0 (5) !
(X, y) = el (X+3 (205,000 _ §° 9 (X)y'

)
1=0

where for the last expression, we expand the generating function as a power series in y. Let

10/C ]) 1
; 9,7 (X)y
WO (X,y) =D = (l,)
=0 ’
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i.e. hY) is obtained by truncating the power series expansion of ¢\/) to the first 10 /c terms. Note

that in the RHS above, gl(]) (X) is homogeneous in X of degree . Thus, we can write h(7) (X, 1) as
a polynomial in the d-tuple of formal variables Xy. We claim that setting P, . .., P such that

10/c¢ () !
j g (X)y
=1 :

for all j € [k] suffices.

Note that the setting trivially satisfies condition 2. Next, we check condition 3. First note that
because dry (G, Gj) < €°, Claim 36 implies that

[0 (X) = i (XD

0(Z5(X) - (X)) | < g,

Thus, since

e (13 (X) =75 (X))y+5 (5 () =55 (X))y® _ 1 4 Z

we have

o Dixvd o (i n? (X) =%
9" (X)y
2T T Il an

and we can use Claim 5 and the triangle inequality to verify condition 3.

Now we check condition 1. By combining (17) with Claim 5 and the triangle inequality, we get
that for all [ with 10/c <[ < m,

[ota? (x| < 2+ 8D,

Next write the power series expansion

- o L (4) I
X+, (08 _ $° & .
A
=0

Since the true mixture is in (v, 3, )-regular form and the components Gij are e“~close to the re-
spective true components, we get that for all [ with 0 <[ < m,

[ot? )| < @ +a+p)on®.

Finally note that
w; + Pj(Xy) = wjh(j)(X, Y) .
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Now we may write

k k
ijeuj(X)er%E Z (w; + Py (Xy))elsXIv+ 350y
: e

k 0 (4) X))/ ~ ~
BT gl(u)y o1 O+ 18,(X)y?
J=1 1=10/c+1

However, since we only care about the first m terms of the power series expansion, it suffices to
consider the expression

k m (])X 1 m (])X l
Sy (30 G (SCOT).

j=1 1=10/c+1 1=0

Finally using our bounds on Hv(gl(j ) (X)) H and Hv(tl(j ) (X)) H from above, we immediately get the

desired inequality. Note that in the above we only dealt with the case when 10/¢ < m. If 10/¢ > m,
then the above argument implies that we can actually choose P, ..., P; so that fy, ..., f,, are all
identically 0.

|

Using Lemma 71 we can now prove Theorem 69.
Proof [Proof of Theorem 69] Let m be a constant that will be set later as a sufficiently large function
depending only on k, c. Using Theorem 65, we can obtain estimates b, ..., h,, for the Hermite
moment polynomials of the mixture M such that

|o(hj(X) = K5(X)|| < @+ a+B+07" +1ogl/e)PrmVe (18)

for all 5 < m where hq, ..., hy, denote the true Hermite moment polynomials of the mixture. We
will solve for constants ¢y, . . ., ¢, and polynomials P; (X ), ..., Py(X) in variables X = (X1,...,Xy)
of degree at most 10/c such that the following properties hold:

1. If we write the following generating function as a formal power series
(c1 + pl(Xy))em(X)wa%il(X)yQ +o (e + pk(Xy))euk(X)w Si(X)y? Z fJ

then
H (h3(X H (24 a+ B+0"" +log1/e)Okmee (19)

for all j < m.
2. ¢; > Oforall j

3. P;(0) = 0and |[v(P;(X))|| < BO%meMec forall j € [k]
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Note that the expressions h’;(X)— f;(X) are linearin ¢y, . . ., ¢, and the coefficients of P, ... ., P
so if the system is feasible, then we can find a solution efficiently because all constraints are con-
vex. Note that we view it as a system where the indeterminates that we are solving for are exactly
c1,...,ci and the coefficients of P, ..., Pj.

To see that the system is feasible, it suffices to combine (18) with Lemma 71 and note that by
Corollary 40

k 00 i
(X)L (X2 h; (X)y’
ijeﬂy( Jyt53;(X)y :ZJT
j=1 Jj=0
Thus, by solving the system given by (19), we can assume that we found a valid solution ¢y, . . ., cg

and P1(X),..., P,(X). To complete the proof, we now show that from any solution to (19), we
can construct an MPG distribution f that is close to the density function of the mixture.

By choosing m sufficiently large in terms of k, ¢, we can now apply Theorem 58 on the follow-
ing generating function

k
Z(cher(Xy))e“]( Jy+355( Zw i (X)y+3%;5(X)y*
=1

To verify the conditions of the theorem, we can combine (18, 19) and note that the polynomials
P (X),...,Py(X) have degree at most 10/c. We deduce that if we let

k
Z ¢j + P;(iX)) s (X)— Zw e (X)=3%5(X)
7j=1

then
IXT|l; < 24 a+B+0"" +1log1/e)OkWe.

However note that by Claim 14,

k
3 w;eths (X =3%5(X)
Jj=1

is exactly the density function of M. Thus, setting
]C ~
Z ¢j + P;(iX)) e (X) =555 (X)

achieves that
IM(z) = fo(@)]l; < 2+ a+B+0" +logl/e)keWe.

Note that by applying Claim 16, we get that fj is a valid low-degree MPG function. However, it is
not necessarily a distribution. We now show how to make minor modifications to fy to transform it
into a distribution. Note that by Claim 16 and condition 3 in the system that we solved for the P;,
the function fj defined above can be written in the form

fo(x) = (1 + Rl(x))él(x) + -+ (cx + Ri(2))Gi(x)
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where for all j € [k], R; is a polynomial with real coefficients and degree at most 10/c and

Eonc, [(Rj(2))%] < (2+ B)Oree®

Note that the R; have real coefficients. Let B be an integer such that B > 10/c. Note that for all
r € R?, by the AM-GM inequality,

¢y ¢y
Now let i
Ri(x)?B\ -
fi(z) = Z (Cj + Rj(z) + =557 | Gi(=).
j=1 €
We verify that f; is close to M in L' norm. Note that using hypercontractivity (Claim 4), we have
k B
11— folly < 675D ZEM 5(@)2] < (07103 (B, [(Ry(2))%])
j=1 j=1

<2+ B8+07H%keWe,

Thus,
IM(z) = fi(@)ll; < (2+a+B+607" +1log1/e)PrWe.

Finally, note that the above implies that
— (24 a+B+0"" +1log1/e)PkWe < / fil@)de <1+ 2+a+B+0""+logl/e)OkeWe
Rd

and furthermore, we can explicitly compute the integral fRd fi(x)dz in polynomial time so letting

fi(z)
fRd fi(z)dx

yields a degree-Oy, (1) MPG distribution such that

f=

IM(@) = f@)]l; < 2+a+B+607" +log1/e) e,

which completes the proof. |

Appendix I. Full Algorithm

Now we are ready to complete our full learning algorithm. A high-level description of our full
algorithm is given below. Our algorithm consists of the following steps. First, we show that we can
estimate the components of the mixture to €(!) accuracy by modifying the techniques in Liu and
Moitra (2021). Then using these estimates, we cluster into submixtures such that the clustering is
O(e€)-accurate. Finally, for each submixture, we argue that we can compute a linear transformation
that places it in regular form and then apply Theorem 69 to estimate its density function. Since
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we will enumerate over many possible candidate clusterings, we will end up with many possible
candidate density functions so the last step involves a hypothesis test to select a candidate that is
indeed close to the true distribution in TV distance.

Algorithm 1 FULL ALGORITHM
Input: e-corrupted sample X1, ..., X, from mixture of Gaussians M = wi1G1 + - - - + wr Gy,

LEARN PARAMETERS TO ¢2(1) ACCURACY for each set of candidate components G1, . .. G}, do
Assign samples to components according to maximum likelihood to form sets of samples

{S1, ..., Sy} for all partitions of [k] into sets Ry, ..., R; do
LEARN MIXTURE TO O(¢) ACCURACY on samples R; = Ujcg,S; with initial estimates
{Gi}ier,
end
Compute density estimate by combining over all of Ry,..., R; and guessing weights of each

submixture
end

Hypothesis test over all candidate density estimates to output an estimate f that is @(e)—close to

M

The algorithm LEARN MIXTURE TO O(e) ACCURACY requires that the components of the
mixture are not too far from each other in TV distance (so that there exists a transformation that
puts the mixture in regular form) and also requires initial estimates G1, . . ., G, for the component
Gaussians that are €*(!) close to the true components in TV distance so that we can apply Theorem
69. We will show that the clustering step ensures the first property. The initial estimates are simply
obtained from the output of the first step of LEARN PARAMETERS TO ¢*(1) ACCURACY.

Algorithm 2 LEARN MIXTURE TO O(€) ACCURACY

Input: e-corrupted sample X7, ..., X,, from mixture of Gaussians M = w1 Gy + - - - + wpGg
such that d1y(G;,G;) <1 — ©M forall i # j
Input: Initial estimates G1, .. ., G} such that for all i € [k],

dTV(@? Gl) < EQ(I) .

Let /i1, 21 be the mean and covariance of G.

Apply the transformation X; — 21_1/ 2 (X; — j1) to the datapoints
Use Theorem 69 on the transformed data to compute a density estimate f

Output density estimate f(3;/*(z — i) - det(2;) /2

The main theorem of this paper, which we prove in this section, is stated below.

Theorem 72 Let M = w1 G1+- - -+wi Gy, be a x-balanced mixture of Gaussians (recall Definition
70). Furthermore, assume that all of the mixing weights are at least A~ for some constant A.
Assume that e is sufficiently small compared to k, A and x < poly(log1/e¢). Let n = poly;, 4(d/e)
for some sufficiently large polynomial and let X1, . . ., X,, be an e-corrupted sample from M. Then
FULL ALGORITHM runs in poly, 4(d/€) time and with 0.9 probability, outputs a degree Oy, a(1)
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MPG distribution f such that

||f(37) - M(QU)HI < (2 +logl/e+ X)Ok,A(l)e.

I.1. Estimate Components to ¢2(!) Accuracy
First, we will estimate the components of the mixture to €*(!) accuracy. This can be done with a

few simple modifications to the techniques in Liu and Moitra (2021).

Theorem 73 Let k, A > 0 be constants. There is a sufficiently large function G and a sufficiently
small function g depending only on k, A such that given an e-corrupted sample X1, ..., X, from
a mixture of Gaussians M = w1G1 + --- + wpG, € R? where ¢ < g(k, A), the w; are all at
least A=Y, and n > (d/e€)“*A) | there is an algorithm that runs in time poly(n) and with 0.999
probability, outputs a set of (1/€)%4() candidate mixtures such that for at least one of these
candidates, {w1,G1, ..., wg, Gi}, we have

jwi — wi| + drv(Gi, Gy) < 0D
foralli € [k].

I.1.1. ACHIEVING CONSTANT ACCURACY

First, we will show that we can estimate the components to constant accuracy. Recall the following
result from Liu and Moitra (2021).

Lemma 74 [Lemma 7.5 in Liu and Moitra (2021)] Let k, A, b > 0 be constants and 0 be a desired
accuracy. There is a sufficiently large function G and a sufficiently small function g depending
only on k, A, b, 0 such that given an e-corrupted sample X1, ..., X, from a mixture of Gaussians
M =wGy + -+ wpGy, € R where

o The w; are all at least A~ for some constant A
* dry(Gi,Gj) > b
and
* e <g(k,ADb,0)
« 1> (d)e)GkADY)

then there is an algorithm that runs in time poly(n) and with 0.999 probability outputs a set of
(1/0)G kAL candidate mixtures at least one of which satisfies

max (drv(G1,G1), ..., d1v(Gi, Gy)) < 0
max (Jwy — wi|,...,|wg —wg|) <0

Remark 75 Lemma 7.5 in Liu and Moitra (2021) is stated with an assumption that the w; have
bounded fractionality with denominator at most A. The modification given in Section 6.3 in Liu and
Moitra (2021) (namely Theorem 6.12) immediately allows us to remove the bounded fractionality
part of the assumption.
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Fix k, A. Note that we would like to eliminate the assumption that dty(G;,G;) > b in the
above result. In fact, for achieving constant accuracy, this is not difficult to do because we can
simply find some scale for which we can lump together components whose TV distance is too small
and otherwise the components will be sufficiently separated.

Corollary 76 Let k, A be constants. Let 0 be some desired accuracy. There is a sufficiently large
function F and a sufficiently small function f depending only on'k, A, 0 (with F'(k, A, 0), f(k, A,0) >
0) such that the following holds. Given an e-corrupted sample X1, . .., X, from a mixture of Gaus-
sians M = w1G1 + - - - + wp Gy € RY where

o The w; are all at least A~ for some constant A
s e < f(k,A,0)
o n > (d/E)F(k:,Aﬂ)

then there is an algorithm that runs in time poly(n) and with 0.999 probability outputs a set of
(1/6)F A0 candidate mixtures at least one of which satisfies

max (dry(G1,G1), ..., drv(Gy, Gi)) < 0
max (Jwy — wi|, ..., |wg — wg|) <0

Proof Let g and G be the functions in Lemma 74. Fix k, A, . We define h(b) = 0.16g(k, A, b,0.50) /k.
Consider the sequence ,
0 — h(0) = - — h*)(0).

There must be some j < k2 such that no pair of true components has TV distance between h(/) (9)
and h/11(6). Now consider the graph G on [k] where two indices i1, i3 are connected if and only if

drv(Giy, Giy) < WTH(0) .

Now consider a modified mixture M’ where for each connected component of vertices in G, say
S C [k], we replace all of the Gaussians G; with i € S with copies of one fixed representative from
this component. We then combine all of these copies by adding the mixing weights. The resulting
mixture M’ satisfies the following properties

* There are k' < k components
+ All mixing weights are at least A~!
« All pairs of components are separated by at least 4(7) () in TV distance
dry(M, M) < 0.10g(k, A, hY9)(6),0.50)
In particular, we can treat our samples as an €'-corrupted sample from M’ with
¢ =e+0.10g(k, A, hY)(6),0.50) .

Now as long as f, I are chosen appropriately, we can apply Lemma 74 to learn the components of
the mixture M’ to accuracy 0.56. Finally, we can simply guess the mixing weights and duplications
in our list of candidates to ensure that one of our candidate mixtures is component-wise within 6 of
the true mixture. |

71



LI1u MOITRA

I.1.2. ACHIEVING ¢*()_AccURACY

Similar to Liu and Moitra (2021), once we obtain constant accuracy estimates for the components,
we then try to refine these estimates. To do this, we first cluster the datapoints into submixtures by
assigning each datapoint to the submixture that assigns it the highest probability. We would like the
following two properties

* The clustering is 1 — e“-accurate
* Components within a submixture have TV distance at most 1 — e

where ¢’ is sufficiently small compared to ¢. Once we have clustered the datapoints into such
submixtures, we can learn the components of each submixture to €*(1) accuracy, again following
the same outline as the algorithm in Liu and Moitra (2021).

First we show that the clustering can be done accurately. We need the following basic results
from Liu and Moitra (2021).

Lemma 77 (Lemma 7.2 from Liu and Moitra (2021)) Let A, B, C be Gaussian distributions. As-
sume that dry(A, B) < 0.9. There is a universal constant ¢ > 0 such that if dty(A,C) > 1 — ¢
and € < c then

dry(B,C)>1—€°.

Lemma 78 (Lemma 7.4 from Liu and Moitra (2021)) Ler A and B be two Gaussians with dry(A, B) <
0.9. There is a universal constant ¢ > 0 such that if D € {A, B} and € < c then

Pip [eg 2&% sj >1—¢.

Similar to Liu and Moitra (2021), we will also need VC-dimension bounds on the hypothesis
class formed by comparing two MPG functions. For the clustering step, we only need to deal with
actual mixtures of Gaussians, but we will need the VC-dimension bound for MPG functions later
on when we do hypothesis testing so we state the full result here. First we need a definition.

Definition 79 Let F be a family of functions on some domain X. Let H r o be the set of functions
of the form faq, mMo,.... M, Where M1, Ma, ..., M, € F and

Lif My(z) > Ma(x),..., My(x)

0 otherwise

fM1,M2,..-,Ma (x) = {

The VC dimension bound below is a direct consequence of the work in Anthony and Bartlett
(2009).

Lemma 80 (Theorem 8.14 in Anthony and Bartlett (2009)) Let Fj, ,, be the family of functions
in R? that are a degree m MPG function with at most k components. Then the VC dimension of
HF, .0 is POly(d, a,m, k).

It is a standard result in learning theory that for a hypothesis class with bounded VC dimension,
taking a polynomial number of samples suffices to get a good approximation for all hypotheses in
the class.
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Lemma 81 (Vapnik and Chervonenkis (2015)) Let H be a hypothesis class of functions from
some domain X to {0,1} with VC dimension V. Let D be a distribution on X. Let €, > 0 be
parameters. Let S be a set of n = poly(V,1/e,log1/6) i.i.d samples from D. Then with 1 — ¢
probability, for all f € H

|Ezns[f(z)] — Eoplf(@)]| < €.

Now we prove that given constant-accuracy component estimates, we can find an accurate clus-
tering.

Lemma 82 Let M = wi Gy + - - - + wi,Gi, € RY be a mixture of Gaussians where the w; are all
at least A" for some constant A. There exists a sufficiently small function g(k, A) > 0 depending
only on k, A such that the following holds. Let X1, ..., X, be an e-corrupted sample from the
mixture M where ¢ < g(k, A) and n = poly,, 4(d/e) for some sufficiently large polynomial. Let
Si,...,Sk € {X1,...,X,} denote the sets of samples from each of the components G1, . ..,Gy
respectively. Let Ry, . .., Ry be a partition of [k| such that for i1 € Rj,,i2 € Rj, with j1 # jo,

dTV(G117 GZQ) Z 1-— 6/

where € < g(k, A). Let Gy, ...,G}, be any Gaussians such that dry(G;, G;) < g(k, A) for all i.
Let S1,...,8, C {X1,...,X,} be the subsets of samples obtained by assigning each sample to
the component G; that gives it the maximum likelihood. Then there is a universal constant 1 > 0
such that with probability at least 0.999,

|(Uier; Si) N (Vier,;Si)| = (1 = O a(1)e — €M)y max (| (Uicr,; Si) | » | (Vier, i) |)
forall j €1l].
Proof We will upper bound the expected number of uncorrupted points that are mis-classified for
each j € [l] and then use the VC dimension bound in Lemma 80 and the uniform convergence

guarantee in Lemma 81 to argue that for any initial estimates G, . . . , G, the fraction of points that
we mis-classify is small. The expected number of uncorrupted points can be upper bounded by

> > / 16 (2)>Tr; () 4Gz (2) -

J1#£j2 1E€ER),
i2€R;j,

Clearly we can ensure dty(G;, G;) < 1/2. Thus, by Lemma 77 and the assumption about
Ri,..., Ry, dry(Gy,Giy) > 1 — €9 for all Gy, where iy is not in the same piece of the partition
as 71. Let ¢ be such that

dTv(Gil‘l, Giy)>1— €e.

By Lemma 78,

Pr E/c/2 < Gi2(x) < 6/c/2 >1_ EIQ(C)
oy, |© T Gula) =

and combining the above two inequalities, we deduce

Q
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Since we are only summing over Oy (1) pairs of components, as long as € is sufficiently small com-
pared to k, A, the expected fraction of misclassified uncorrupted points is ¢’ Q).

It remains to note that the clustering depends only on the comparisons between the values of the
pdfs of the Gaussians G1, . .., G}, at each of the samples X1, ..., X,,. Since n = poly,, 4(d/€) for
some sufficiently large polynomial, applying Lemma 80 and Lemma 81 completes the proof (note
that the fraction of corrupted points is at most e overall and the mixing weights are lower bounded
so the fraction of corrupted points in each cluster is at most Oy, 4(1)e). |

Finally, it remains to note that once we have clustered the points, we can learn the parameters.
For this, we rely on the following definition and result from Liu and Moitra (2021).

Definition 83 (Definition 5.1 in Liu and Moitra (2021)) We say a mixture of Gaussians w1G1 +
-+ wi Gy is d-tight if

1. Let G be the graph on [k] obtained by connecting two nodes i, j if dty(G;, Gj) < 1—0. Then
G is connected

2. drv(Gi,Gj) > d foralli # j

3. Wmin 2 o

Theorem 84 (Theorem 5.2 in Liu and Moitra (2021)) There is a function f(k) > 0 depending
only on k such that given an e-corrupted sample from a §-tight mixture of Gaussians

M =wiN(p1,%1) + - + weN (g, Xk)

where § > e/ (®) there is a polynomial time algorithm that outputs a set of (1/ e)ok(l) candidate
mixtures {wi N (11, 31)+- - -+wr N (g, X } and with high probability, at least one of them satisfies
that for all i:

|w; — Wi| + dry(N (i, £i), N (5, $)) < e

With one additional argument, we can remove the assumption that the components are J-
separated in TV distance from the above.

Corollary 85 There is a function g(k) > 0 depending only on k such that given an e-corrupted
sample from a mixture of Gaussians

M =wiN(p1,%1) + - + weN (g, Xk)
where M satisfies conditions 1 and 3 of Definition 83 for some § > €9(), there is a polynomial time
algorithm that outputs a set of (1/€)%c(Y) candidate mixtures {w N (ji1, $1) + - - - + WiN (i, Lx}
and with high probability, at least one of them satisfies that for all :

|w; — Wi| + dry(N (i, £i), N (5, $)) < e
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Proof Let f(k) be the function in Theorem 84. Consider the sequence
o = e, db1 = OBy, — (01T

There must be an index j < k? such that there is no pair of components G;; and G;, with TV
distance between 1; and v 1. Let G be the graph on [k] where two indices ¢; and iy are connected
if and only if

drv(Giy, Giy) < 5.

Now consider a modified mixture M’ where for each connected component of vertices in G, say
S C [k], we replace all of the Gaussians G; with i € S with copies of one fixed representative from
this component. We then combine the copies by adding the mixing weights. The resulting mixture
M’ satisfies the following properties

« M’ has k' < k components G}, ..., G},

* The graph on [k] obtained by connecting two nodes i, j if drv(G}, G) < 1 — 6 + kij is
connected

* All pairs of components are separated by at least 1)1 in TV distance
* All mixing weights are at least §
o dry(M, M) < ki,
Thus, we can treat our sample as an ¢ -corrupted sample from M’ with
€ =e+ k.

Note that ;11 > € f(%) and thus by choosing g(k) appropriately, we can ensure that the mixture
M’ is € 1) _tight. Thus, we can apply Theorem 84 to learn the components of the mixture M’ to
within €1 = (1) We can then guess the mixing weights and duplications of components to
output a list of candidate mixtures at least one of which is component-wise within ¢2+(1) of the true
mixture. |

To put everything together, we will need the following simple claim which also appears in Liu
and Moitra (2021).

Claim 37 (Claim 7.6 in Liu and Moitra (2021)) Let M = wi1G1 + - - - + wip Gy be a mixture of
Gaussians. For any constant ¢ > 0 and parameter €, there exists a function f(c, k) such that there
exists a partition (possibly trivial) of [k] into sets Ry, . .., Ry such that

* If we draw edges between all i, j such that dy(G;, Gj) < 1 — € then each piece of the
partition is connected

* For any 1, j in different pieces of the partition d1y(G;,Gj) > 1 — €"

and f(c, k) < k < 1.
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Now we can prove Theorem 73.
Proof [Proof of Theorem 73] This follows from combining Corollary 76, Claim 37, Lemma 82 and
finally applying Corollary 85. Note we can choose the constant ¢ in Claim 37 sufficiently small
so that when combined with Lemma 82, the resulting accuracy that we get on each submixture is
high enough that we can then apply Corollary 85 (we can treat the subsample corresponding to each
submixture as a O(€e)-corrupted sample from that submixture). We apply Lemma 82 with ¢ = €~
where the x is obtained from Claim 37. |

L.2. Estimate Mixture to O(¢) accuracy

Note that the results in the previous section do not require the Gaussians to be reasonably well-

conditioned. However for the next step, of going from ¢?*(!) accuracy to O(e) accuracy, we will re-

quire the assumption that the Gaussians are reasonably well-conditioned. We will restrict to the case

where the Gaussians are x-balanced where x should be thought of as a constant (or poly(log 1/¢)).
The main theorem that we will prove in this section is as follows.

Theorem 86 Let M = w1G1 + --- + wipGy be a x-balanced mixture of Gaussians. Further-
more, assume that all of the mixing weights are at least A~ for some constant A. Assume that
€ is sufficiently small compared to k, A and x < poly(log1/e€). Let n = poly;, 4(d/¢) for some
sufficiently large polynomial and let X+, . .., X,, be an e-corrupted sample from M. Then with 0.99
probability, the list of candidate density estimates computed by FULL ALGORITHM is a list of size
(1/€)9%4(M) and contains a degree Oy, a(1) MPG distribution f such that

|f(z) — M(JG)Hl <(2+1logl/e+ X)Ok,A(l)e'

Proof Let g(k, A) be the function in Theorem 73. Using Theorem 73, with 0.999 probability,
among the list of candidate components computed in LEARN PARAMETERS TO €11 Accuracy,
there is some set {G'1, . .., G} such that for all i € [k]

drv(Gi, G;) < A

Now consider the graph G on [k] where two nodes ¢ and j are connected if and only if dy (G, G;) <

1 — €'/ where 7 is the universal constant in Lemma 82. Let Ry, ..., R; C [k] be the connected
components in this graph. For each j € [I] define the submixture
Dicr, WiG
Mj = —="—.
ZiGR]‘ Wi

Now by Lemma 82, with 0.999 probability, if we partition [k] according to Ry, ..., R; and then
assign samples by maximum likelihood using the estimates {G1, . .., G} }, the resulting the subsets
of samples Ry, ..., R; are equivalent to Oy, 4(1)e-corrupted samples from each of the submixtures
My, ..., M; (note that we are setting e’N = ¢/ in Lemma 82). It now suffices to estimate the
density function of each submixture to O(e) accuracy. We will argue that given this clustering,
LEARN MIXTURE TO O(e) ACCURACY indeed learns each of the submixtures to O(e) accuracy.

Let 11,31, . . . fig, X be the means and covariances of the true components G, . . ., Gy and let
11,21, - - -, J1i, Lk be the means and covariances of our initial estimates. Without loss of generality
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assume Rq = {1,2,...,t}. Let L denote the linear transformation x — E T2 (x — 1) Since
drv(Gi, G;) < €9 (k,4) the Gaussians G; must all be 2-balanced. Now by Clalm 36, we conclude

IL(p)|| + | L(21) = I]]y < €aD)

Also since R1 = {1,2,...,t} is a connected a component in G, we can apply Claim 35 and sum
over all paths in the connected component to deduce that

ILQa)ll 5 [[L(3) = Il < poly(x;log1/¢)

for all 4 < ¢. Thus, since ¢ is sufficiently small in terms of k, A, we can ensure that the transformed
mixture L(M;) is in (o, 8, y)-regular form for

* a < poly(log1/e)
* 5 < poly(log1/e)
* ~ sufficiently small in terms of &k, A

Now the above implies that the application of Theorem 69 in algorithm LEARN MIXTURE TO 5(6)
ACCURACY is valid (with ¢ = Q,_4(1)) and guarantees that with high probability, after applying
the inverse linear transformation, we obtain a function f; such that

[ fi(z) = Ma(z)]l; < (24 log1/e + x)OaWe.

Similarly, we compute functions f, ..., f; that approximate the density functions of My, ..., M;.
Finally note that

We can simply guess the weights (Zze R, wi> for j € [I] of the submixtures using an e-grid. If our

guesses, say Wy,..., W, are all within € of the true values then the function f = 22:1 W fi(z)
satisfies the desired conditions because

l l

l
ZW]fJ(x)_M(x) ZWf] Z + Z Wj—Zwi
j=1

1 j=1 1 j=1 i€R; 1

< (24 log1/e+ x)OaWe.
Overall, the number of candidates that FULL ALGORITHM outputs is (1/€)%%4() (enumerating

over all initial estimates for the components, possible clusterings, and possible guesses for the
weights) and with 0.99 probability at least one of them satisfies

I f(x) — M(2)]|; < (2+log1/e+ x)OmaWe,

completing the proof. |
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1.3. Hypothesis Testing

Theorem 86 guarantees that we can learn a list of candidate density functions at least one of which
is close to the density function of the true mixture. The last step is to hypothesis test to select an
element of the list which is guaranteed to be close to the true density function. For this we rely on
the following lemma from Liu and Moitra (2021).

Lemma 87 (Restated from Liu and Moitra (2021)) Let F be a family of distributions on some
domain X with explicitly computable density functions that can be efficiently sampled from. Let
V' be the VC dimension of Hr 2 (recall Definition 79). Let D be an unknown distribution in F.
Let m be a parameter. Let X1, ..., X, be an e-corrupted sample from D with n > poly(m,e, V)
for some sufficiently large polynomial. Let Hy, ..., H,, be distributions in F given to us by an

adversary with the promise that
min(dry(D, H;)) < €.

Then there exists an algorithm that runs in time poly(n, €) and outputs an i with 1 < i < m such
that with 0.999 probability
drv (D, H;) < O(e) .

We can now complete the proof of the main theorem.
Proof [Proof of Theorem 72] Combining Theorem 86 with Lemma 87 and Lemma 80, we imme-
diately get the desired result. Note that the density function of a constant degree MPG distribution
is explicitly computable. To see why it can be efficiently sampled from, note that all of the polyno-
mials are always positive and the integral of [, P(x)G(x)dz for a polynomial P and Gaussian G
can be computed explicitly using integration by parts. |

Appendix J. Omitted Proofs from Section F

Proof [Proof of Claim 28] First, we obtain high probability bounds on the sum of the largest e-
fraction of the samples.

For any a, let S, be the set of z € S with |z| > alog'/¢(1/e). Let C = (10/¢)!%/¢. For
C < o < n%0% using tail bounds on the binomial distribution, we get

10 e —(10d/¢)?
en n acne 3o ac ) @ e
Pr [‘Sa’ ” am} = (en/Ozm)6 s ( e € < Q0

Also, using a simple union bound, with probability at least 1 — e~ (109/9* we have || < n%0! for
allz € S.
Consider a set of « forming a geometric series with ratio 2, say {C,2C,...,}. Combining

everything we’ve shown so far using a union bound, with probability at least 1 — e~(94/ 9% for all
a={C,2C,...,}, we have
50| <
al = 10

This implies that with probability 1 — e~ 94/ for any set 1" C .S of size at most en,

o0

Z 2| < eClog'/¢(1/e)n + Z 21(2)(51) log!/¢(1/€)en < 10elog'/¢(1/€)Cn. (20)
€T i=1
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Let D’ be the distribution D restricted to the interval [— log!/¢(1/€),log!/¢(1/ e)} . The assump-
tion about the tail decay of D implies that

lup — pp| < 10elogt/¢(1/€)C. 1)

Let \ be the probability mass that D has in the interval [— log!/¢(1/e), 10g1/c(1/e)]. Sampling
from D is equivalent to sampling using the following procedure.

* First draw a Bernoulli random variable ¢ that is 1 with probability A

e If o is 1 then draw a sample from D’ and otherwise sample from the distribution D restricted
to outside the interval [— log!/¢(1/€),1og"/¢(1/¢)

Note that A > 1 — e. Assuming that the original set of samples S is drawn in this manner, with
probability at least 1 — e~ (9¢/ 9, there are at least (1 — 2¢)n elements of S that are drawn from
D’. By a Chernoff bound, their mean is within 10¢ log"/ °(1/€)C of ups with at least 1 — e~/ e’
probability. Finally, using equations (20), (21) and the triangle inequality, we deduce that with
probability at least 1 — e~ 89/ for all subset S’ C S of size at least (1 — €)n,

1 1 102 10/
MD_@Zx < elog /“(1/e) (c) .

zeS’

Proof [Proof of Claim 29] Let & be the dimensionality of v(H,,(X, z)). Note x = d°»(), Let E
be an €/(10k)-net of the unit sphere in x dimensions. We can ensure that

1026\ "
|Eh§<0ﬁ>.
€

For a fixed vector v € E, we will compute the probability that either

1 1)
U'(MD—SZHT) 25
zeS’
or
T ) 1 T >(52
v D—S,él(ﬂf—ﬂ@)(l’—ﬂb) ”_Z

for some subset S’ with |S”| > (1 — €)|S| and then we will union bound the failure probability over
all vectors v € E.
By Lemma 61, the distribution v - D, scaled by a factor of

1
2+ a+p)0mm)”
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satisfies the conditions of Claim 28 with ¢ = ,,(1). Thus, by choosing n sufficiently large, we can

ensure that with 1 — e(8%/¢)° probability, we have
1 o
. (MD_S,Z:U> <!
zes’
for all subsets S” with |S’| > (1 — €)n. Next,
1
UT<ED—-S,E:CU—MDXx—JMﬁT>U
zes’
1 2
= [v" (S + popp) — o D (v-2)* + Gt (Z (x— m;)) ppv
zeS’ z€S’
1 1
< [T (Sp + ppup)v — 5 Z(U -x)?| + 2 ||ppl| |v- <,UD g Z 33)
zes’ zeS’

Lemma 61 implies that the variable (v - z)? for z ~ D, scaled by a factor of

1
24 a+p)On1)”

also satisfies the conditions of Claim 28 with ¢ = §2,,,(1). Also note that

2

Epup(v-z)? =0T (Zp 4 pppb)v.

Thus, we can ensure that with 1 — e(8#/9)” probability, we have

1
v (Zp + ppph)v — o g (v-x)?
zes’

for all subsets S’ with |S’| > (1 — €)n. Lemma 61 also implies that
lupll < 2+ a+ )M

so overall, we conclude that with 1 — e(Tr/€)? probability, for each fixed vector v, we have both

1
U'(MD_S,,ZiU) §§
zes’!
ol ZD_iZ(w—MD)(J}—MD)T v <5—2
S/xES’ T2

for all subsets S with || > (1 — €)n. A union bound gives that with 1 — e(6%/9” probability, the
above holds for all vectors v € E. Now let b be the vector

1
zeS’
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and let () be the matrix

Q= (273— % Z(ﬂ?—m))(w—/m)T) :

zes’

We want to bound the L? norm of b and the operator norm of (). First, let v be the element of
E that is closest to the unit vector in the direction of b. Since F is a €/(10x)-net, we must have
v-b > 0.5]b||, which implies ||b], < &. Next let u be a unit vector such that u? Qu = |@llop (such
a u exists since () is symmetric). Let v be the element of F closest to u. Then

v'Qu=1u"Qu+ (v —u) QuA+v" Qv —u) 2 [Qllop — (v —w)" Qu| — [T Qv — u)|

1Rl p
2

> [|@Qllop (1 = 21lv = ully) >

and thus we must actually have [|Q||,, < 62 /e. This completes the proof. [ |
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