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Abstract

In machine learning, correlation clustering is an important problem whose goal is to partition the
individuals into groups that correlate with their pairwise similarities as much as possible. In this
work, we revisit the correlation clustering under the differential privacy constraints. Particularly,
we improve previous results and achieve an O(n1'5) additive error compared to the optimal cost in
expectation on general graphs. As for unweighted complete graphs, we improve the results further
and propose a more involved algorithm which achieves O(n\/ﬁ ) additive error, where A* is the
maximum degrees of positive edges among all nodes.

Keywords: Differential Privacy, Correlation Clustering

1. Introduction

Correlation clustering, introduced in the seminal work of Bansal et al. (2004), is a widely used
algorithm in machine learning. In this problem, we are given a graph where each edge is labeled
either positive or negative, and has a non-negative weight. These weights along with their signs
measure the magnitude of similarity or dissimilarity between two nodes. The correlation clustering
problem asks to find a partition Cy, - - - ,Cy, of the node set V, such that all positive-labeled edges
connect nodes in the same cluster and all negative-labeled edges connect nodes in different clusters.
However, as the problem is NP-hard, one can not always find such a perfect clustering, and need to
settle for an approximate solution. There are two widely studied notions of approximate solutions.
In Maximum Agreement (MaxArg) problem, we want to maximize the weight of positive edges in-
side the clusters plus the weight of negative edges between the clusters. In Minimum Disagreement
(MinDis) problem, we aim to get a clustering which minimizes the total weight of violated edges,
which is defined as the weight of negative edges inside the clusters plus the weight of positive edges
between the clusters. As getting a constant approximation to MaxArg problem is much easier and
less interesting, we focus on MinDis problem in this work, like most of the previous papers.

In many applications, the underlying graph can contain sensitive information about individuals;
think of social networks for example. In recent years, privacy has become an important consid-
eration for learning algorithms. In particular, differential privacy (DP), introduced in the seminal
work of Dwork et al. (2006), has become de facto standard notion of privacy for machine learning
problems. These considerations motivated Bun et al. (2021) to initiate the study of correlation clus-
tering problem under DP constraints. As they observed, the exponential mechanism (McSherry and
Talwar (2007)), one of the classic mechanisms in DP, can achieve an additive error of O(% logn).
However, it takes exponential time and thus is inefficient. Further, they also showed a lowerbound
of Q(n/e) on the additive error. On the other hand, for general graph, they proposed an efficient
polynomial time (e, §)-DP algorithm that achieves an additive error of O(n' 7 /¢). The main focus
of this work is to design algorithms with better additive errors.
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1.1. Our Contributions

In this paper, we improve the results of Bun et al. (2021). For general weighted graphs we obtain
the following result:

Theorem 1 (Informal) For0 < e < 1/2and0 < 6 < 1/2, given a graph G with weighted edges,
there is an efficient (€, 0)-DP algorithm with

MinDis < O(logn) - OPT + O(n'?/\/e).
For unweighted complete graphs (each edge has unit weight), we show an improved bound:

Theorem 2 (Informal) Given an unweighted graph G, there is an efficient (€,9)-DP algorithm
with

MinDis < O(1) - OPT + O(nvVA* /e),
where A* is the maximum positive degree of nodes in graph.

Both these results improve the additive error of Bun et al. (2021) by a factor of at least O(n'/*)
in the worst case. On the other hand, the multiplicative errors match the best non-private algorithms
up to O(1) terms. Moreover, when the maximum positive degree is o(n), using Theorem 2, we get
significantly improved additive errors.

1.2. Our Techniques

For the general (weighted) version, our algorithm follows a similar outline as in Bun et al. (2021),
and our improvement comes from a more delicate analysis. At a high level, Bun et al. (2021) use DP
algorithm to release a synthetic graph H which approximates the original graph G in terms of cut
distance within a factor of O(y/mn), where m is the total weights of all edges in the graph. Then
they do a post-processing on H to find a clustering consisting of at most k = O(nl/ 4) partitions.
They argue that the total number of disagreements (and agreements) of a fixed clustering consisting
of k clusters on G and H differ by at most k times the respective cut distance bound, thus leading
to an additive error of O(n'/*) - O(y/mn) which is at most O(n'™) if m = O(n?). Using a simple
probabilistic argument we show that the factor & is not necessary, and a constant times the respective
cut distance bound is good enough to bound the total number of disagreements (and agreements).
This leads to an improved bound of O(,/mn) on the additive error, and specifically O(n'->) when
m = O(n?).

On the other hand, our algorithm for the unweighted disagreement minimization on complete
graphs follows a completely different approach. We present a private algorithm that achieves an
O(nv/A*) additive error, where A* is the maximum positive degree among all nodes in the graph.
Note that achieving an additive error of O(nA*) is trivial by simply outputting all nodes as single-
tons, but getting v/A* is non-trivial and generalizes the previous result for weighted graphs.

Our algorithm works as follows. Say a node in the graph is good with respect to a set, if the
neighborhood of the node overlaps with the set well, and a set is clean, if all nodes in it are good
with respect to the set. We process nodes one-by-one and in each iteration, we choose one arbitrary
node v as a pivot. If the positive degree of v is small, we can output v as a singleton directly.
Otherwise, we find the set B of nodes which are A\-good w.r.t. the neighborhood N (v) of v. If
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|B| is a constant fraction smaller than the size of [Nt (v)], say |B| < 0.9|N*(v)|, we output v
as a singleton; Else, we keep min{|B|,2|N*(v)|} nodes in B and delete the remaining, and we
find the set D from the remaining nodes V' \ B which are 4\-good w.r.t. B. Similarly, we keep
min{|D|,2|B|} nodes in D and delete others, and output D U B as a cluster. Our algorithm is
loosely inspired by the constant approximation algorithm for the correlation clustering problem due
to Bansal et al. (2004), in particular, the notions of good nodes and clean clusters.

Privately judging if a node is good w.r.t. a set can be implemented easily by the Truncated
Laplace mechanism (a generalization of classic Laplace mechanism) with bounded noise. Then
a natural strategy to prove the privacy is to apply advanced composition across all the iterations
of the algorithm. However, this only gives an O(n?) additive error, and the main technical con-
tribution of the paper is a more sophisticated privacy accounting. Our key structural lemma says
that any single node can be good w.r.t. neighborhoods of at most O(A*) different pivots. Then,
a careful argument shows that we only need to account for privacy loss for such iterations, which
gives the desired bound. As for the utility proof, Bansal et al. (2004) observed that there exits a
constant-approximation clustering OPT©) where each non-singleton cluster is clean. We make a
further observation that dissolving small clusters of size O(v/A*) can lead to an additive error of

O(n A*). Denote the new clustering orTM: C}l), e ,Ct(ll), S| where each CZ-(l) is clean and
has a large size, and there are only small disagreements between Ci(l) and S, where S is the

set of singletons. The high-level intuition to prove the utility is that our algorithm can recover Ci(l)
well.

1.3. More Related Work

As mentioned earlier, Correlation clustering was first proposed by Bansal et al. (2004), in which
they also gave the first constant approximation for the minimization version and a PTAS for the
maximization version, both for unweighted graphs. The approximation of MinDis has been im-
proved by subsequent works (Ailon et al. (2008)), and the current best ratio is 2.06 by Chawla et al.
(2015). The problem has also been studied in various other settings, such as with fixed number
of clusters Giotis and Guruswami (2005), noisy or/and partial inputs Mathieu and Schudy (2010);
Makarychev et al. (2015), and parallel computation Pan et al. (2015); Cohen-Addad et al. (2021).

Finally, the Rank Aggregation problem is closely related to correlation clustering. Alabi et al.
(2021) consider Rank Aggregation problem under DP constraints, but their setting and techniques
seem very different from ours.

1.4. Outline

In Section 2, we give some basic definitions and backgrounds which are used throughout the work.
We present our main result for general graphs in Section 3. We present our algorithm for the
complete graphs, and privacy and utility analysis of it in Section 4.

2. Preliminaries

Definition 3 (Correlation-Clustering) Let G = (V, E) be a weighted graph where E = ETUE~
is split into two disjoint subsets denoting the positive and negative labels of edges. And for each
edge e € FE, there is an associated non-negative weight wg(e) > 0. Given a clustering C =
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{C1, -+ ,Cr}, we say an edge e € E™ agrees with C if both endpoints of e belong to the same
cluster, and an edge e € E~ agrees with C if its both endpoints belong to different clusters.

For a (possibly random) clustering C, we define the disagreement dis(C, G) as the expected
total weight of edges which do not agree with C, with expectation over the randomness of C.

Definition 4 (Neighboring graphs) Consider two weighted graphs G, G’ with the same node set
Vv
and sign labels 0,0’ € {—1, +1}( 2). We say that G and G' are neighboring, if
Z loewa(e) — oLwer (e)’ < 2.

ee(3)

Definition 5 (Differential Privacy) A (randomized) algorithm ALG is (e, §)-differentially private,
if for any event O € Range(ALG) and for any neighboring graphs G, G’ one has

Pr[ALG(G) € O] < exp(e) Pr[ALG(GY) € O] + 4.

Definition 6 (Truncated Laplace Distribution) The probability density function of the truncated
Laplacian distribution TLap(e, d, A) is defined as

Be~ 5 forx € [-A, A]

frLap(z) :==
() 0, otherwise
where privacy parameters 0 < 6 < 1/2,e¢ > 0, query sensitivity A > 0, parameter settings

)\: %,A: %log(l—}— e;gl)andB: %(1%

€

Theorem 7 (Truncated Laplace Mechanism, Geng et al. (2020)) Given any function g : = —
R where for any neighboring datasets D, D' € =, |g(D) — g(D")| < A, outputting g(D) +
TLap(e, 6, A) is (e, §)-differentially private.

Moreover, for the symmetric probability density function fri.p(x), one has

* The decay rate in [0, A — Al is exactly exp(e), i.e. JTLap(@) 7 = e

JTLap (z+A

o The probability mass in the interval [A — A, A] is §, i.e. fAA_A frLap(z)dz = 0.

We refer to the Appendix for more preliminaries, such as the basic composition, some facts
about Laplace distributions and classic Laplace mechanism.

3. General Graph

In this section, we present our result for the general graphs. Our improvement comes from strength-
ening the analysis of Bun et al. (2021). In nutshell, the DP mechanism of Bun et al. (2021) releases
a synthetic graph H which approximates the input graph G in the cut distance. They argue that the
number of disagreements (and agreements) of a fixed clustering consisting of & clusters on G and
H differ by at most k times the respective cut distance bound. Finally, they optimize k to obtain the
desired result. We show that this factor k is not necessary.
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We define some notations before we state our results. Given a graph G, for any subset F' C (‘2/)
of edges, we define wg(F') := ) .cpwa(e). And for two sets S,T C V of nodes, we define
wi (9, T) == 3, es0er Wa((u, v)). For two (different) graphs G and H with the same node set V,
we define the cut distance by

dCUt(G> H) = S{I%aé}%/ |wG(Sv T) - 'LUH(S, T)|

We split G into two disjoint sub-graphs G and G~ with the same node set, containing all
positive and negative edges respectively. For example, if e = (u, v) is labeled positive with weight
wg(e) > 0, then we have wg+(e) = wi(e) and we-(e) = 0. And we have the following result.

Lemma 8 Let G and H be two graphs with signed edges such that dew(GT,H') < B and
dewt(G™, H™) < B, where the graphs G, H" and G~, H™ denote the induced graphs on positive
and negative edges respectively. Then, for any clustering C, we have

\dis(C, H) — dis(C, G)| < 68.

Proof Let C := {C1, ..., Cy} denote the clustering of the node set. We have
k
dis(C, H) — dis(C,G) = Y (wy-(Ci, Ci) —wg-(Ci, Ci)) + Y (wp+(Ci, Cj) — wg+(Ci, Cy)).
i=1 (i.d):i%i
ey
We show that absolute values of both sums can be bounded by a multiple of 5. We begin with the
term - ; oy (wr+ (Ci, Cj) — wg+(Cy, Cj)). Let I U J = [k] be a random partition, where each
i € [k] is assigned either to I or .J independently with equal probability. Then, we have

E[ > (wH-*‘(Ciij)_wG‘*‘(Ci’Cj))} :Z%(wﬁ(ci,cj)—wé(ciaoj)),
icrjes 2

because each pair 7, j belong to different parts with probability 1/2. There must exist a partition
I*, J* such that

1
3| Zwn+ (5.0 -+ (1. )
i#]
< Z (wHJF(CZ?CJ)_wGJF(CZaC]))‘ = ‘wHJF(SvT)_wGJF(S?T)‘
i€l jet
where S = (J;c;« Ci and T' = ¢ ;- C;. Together with dews(HY, GT) < $3, this implies that

Y (wp+(Ci, Cy) —wg+ (Ci, Cy)) < 2. 2)
]

Now, consider the term Zle(wH_(Ci,Ci) — wg-(Cy,Cy)) in equation 1. For each i =
1,...,k, we consider a random partition C; = A; U B; constructed by assigning each node v € C;
independently either to A; or B; with equal probability. Then, we have

k k
B| Y- (4 5) — w- (40, B) | = 5 Swn-(€1.) = w6 (€. ).

i=1 =1



Liu

We choose sets A7, ..., A7, BY, ..., Bj which make the absolute value of this expression at least as
high as its expectation and define two partitions of the node set V: P; = {Aj U B}, ..., A} U B/}
and Py = {A],..., A}, B},...,B}}. Let P;(G) be the sum weights of violated edges crossing
the partition P; in graph G. One can verify easily that Po(GT) — P1(GT) = S8 we (AF, BY).
Therefore, we have

k
Y (wi- (AL, Bf) — we- (A7, B))) = (Po(H™) = Po(G7)) — (Pi(H™) — Pi(G7))

i=1

Now, one of the following equations must hold:

k

PoH) = PG| 2 | S (47, ) — - (47, ) ®
=1
k

PACH) = PG| 2 | D (45, B7) = - (47, ) @
=1

Case 1: Equation (3) holds. For each set A},..., A7 and Bf,..., B}, we flip a fair coin and
add all the nodes from that set either to S or to T'. Then, we have

Bl (S,T) — we-(S,T)] = 5 (Pa(H™) ~ Po(G7))

Case 2: Equation (4) holds. Foreach? =1, ..., k, we flip a fair coin and add all the nodes from
A; U B; either to S or to T'. Then, we have

1 _ _
Elwg-(8,T) = wg- (5, T)] = 5 (Pu(H™) = P1(GT))
In both cases, our choice of sets Aj,---, Equation (3), Equation (4), and assumption that
dewt(H—,G7) < B imply

k
> (wi-(Ci, Ci) — we-(Ci, C3)) | < 4B (5)

i=1

Now, the statement follows from Equation (1), Equation (5) and Equation (2). We complete the
proof. |

Lemma 8, together with the following statement from Bun et al. (2021), implies there is a
(e, 0)-DP mechanism for release of weighted graphs which preserves number of disagreements and
agreements of any clustering up to an additive term O(,/™2 logz(%)), where m denotes the total
weight of the edges in the input graph.

Proposition 9 (Bun et al. (2021) Section 4.2) Let G be a general graph with weighted edges,
which can be either positive or negative. Further we assume that the total value of weights is
at most m. Then there is an (€, §)-DP mechanism which releases synthetic graph H satisfying:

Blden (', G)] < O,/ ™ log? §) and
Bldew (17,67 £ O/ 10" )
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Lemma 10 Let G be a general graph with weighted edges, which can be either positive or negative.
Further we assume that the total value of weights is at most m. Then there is an (€, §)-DP algorithm
to release a synthetic graph H that satisfies for any clustering C,

\dis(C, H) — dis(C, G)| < O(, /@ log? %).

Proof The proof follows from combining Lemma 8 and Proposition 9. |
Now we are ready to prove our main result for general weighted graphs.

Theorem 11 There is an (e,9)-DP algorithm for minimizing disagreements on general weighted
graphs and get a clustering C with the following guarantee:

dis(C, @) < O(logn)dis(OPT, G) + O(y/™= log?(%)).

Proof We use the previous lemma to construct a synthetic graph H. On H, we can use any a-
approximation algorithm to find a clustering C. Now consider,

dis(C, H) < o - dis(Cy, H) < o - dis(OPT, H)
< a-dis(OPT,G) + O(4/ mn log? E),
€

where Cyg is the optimal clustering with respect to H and OPT is the optimal clustering with respect
to G. Further, note that dis(C, G)) < dis(C, .QFI ) + O(y/™= log® %). We get a clustering C such that
dis(C, G) < adis(OPT, G) + O(y/ " log™ %§).

Finally, we can use the O(logn)-approximation algorithm from Demaine et al. (2006) for the
correlation clustering problem on weighted graphs, hence &« = O(logn), which completes the
proof. |

4. Unweighted Graph

In the MinDis problem on unweighted complete graphs, we assume all edges, either with positive
or negative signs, have unit weights. That is wg(e) = 1 forany e € E.

Before describing our algorithm, we make some definitions used in this section. As the sen-
sitivity is always one in this work, we use TLap(e, d) to represent the Truncated Laplace Noise
TLap(e, 0, 1) (See Definition 6). For any graph G, let A, be the true maximum positive degree
of all nodes on graph G. Let dg(u) denote the positive degree of w in graph G. If there is no
confusion, we may use A* and d(u). For a set C' C V of nodes, we denote E*(C) (resp. E—(C))
to be the set of positive (resp. negative) edges with at least one endpoint in C, and N+ (C) (resp.
N~(C)) to be the set of positive (resp. negative) neighboring nodes. We use OPT to demonstrate
the optimal clustering. We may use ALG to represent either Algorithm 1 or the clustering output
by Algorithm 1 for simplicity.

The main result of this section is the following:
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Theorem 12 Given any unweighted complete graph G = (V, E*, E~) and privacy parameters
€,60 € (0,1/2), Algorithm 1 is (e, 0)-DP and outputs a clustering ALG such that

dis(ALG, G) < O(1) - dis(OPT, G) + O (”10%46(”/5) _ W) .

Algorithm 1 Algorithm ALG for complete graph
1: Input: G = (V,ET,E™)

2: Ag ¢+ NoisyMax(G, €) {Discussed in Lemma 13}
30 A« Ag+35log(n/d)/e {Prevent underestimation }
4 ¢ < [A],k < 0, A < 1/10, bgooa < 1/c1log?(n/d)
5: while V' is not empty do
6:  Pick an arbitrary node v € V as pivot, k < k + 1
7. letV <+ V\{v},ET« ET\Et(v),E- + E~\ E~(v)
8:  d(v) « [dg(v) + TLap(e/10,8/n3)]
9: if d(v) < 100,/c;log(n/d)/e then
10: Output A, < {v} as a singleton
11: Continue
12:  endif
13 Let B+ {},t + 2[d(v)]
14:  for each node u; € V do
15: if PJudgeGood (N (v), uj, bgood, A) is TRUE and ¢ > 0 then
16: B+ BU{uj},t+—t—1
17: end if
18:  end for
19:  Let |B| + [|B| 4+ TLap(e/10,6/n?)]
20 if | B| < 9d(v)/10 then
21: Output A, < {v} as a singleton
22: Continue
23:  else ~
24 Lett <+ 2|B|,D « {}
25: for each node u; € V' \ B do
26: if PJudgeGood(B, u;, bgood, 4\) is TRUE and ¢ > 0 then
27: D+ DU{uj}, t—t—-1
28: end if
29: end for
30: Let Ay + B U D, output Ay as a cluster,
31 V< V\A, Et < ET\ ET(Ay),E- + E- \ E~(4)
32:  endif

33: end while
34: QOutput: Clustering ALG (clusters and singletons)

The high-level idea of Algorithm 1 was discussed before (See Subsection 1.2). We prove the
privacy and utility guarantees of Algorithm 1 separately. The proof of privacy guarantee is presented
in the following subsection, and we prove the utility guarantee afterwards.
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4.1. Privacy Guarantee

Now we consider the outputs of Algorithm 1 on two neighboring graphs G and G’, which only
differ by one fixed edge. Let (x, y) be this edge.

The high-level idea to prove the privacy guarantee is to analyze the basic components used in
the Algorithm 1 and then apply the composition theorems (Theorem 29 and Theorem 30). Roughly
speaking, a call to PJudgeGood can lead to privacy loss. We show that there are only O(cl) “dan-
gerous” calls to the procedure that can lead large privacy loss, each of which is (O(e/ /c), 5 /n*)-
DP. The remaining steps are (0, d/poly(n))-DP and there can be at most polynomially many such
steps. Thus, the whole process is (€, d)-DP by composition. Now we consider some basic compo-
nents.

Lemma 13 (Dwork and Roth (2014)) The NoisyMax (Algorithm 2) is (¢/10, 0)-differentially pri-
vate, and with probability at least 1 — §/n3, for A in the line 3 of Algorithm 1, we have A* +
65log(n/d)/e > A > A* 4+ 5log(n/d)/e.

In the following proof, we are conditioned on that A* + 65log(n/d)/e > A > A* 4+ 5log(n/d)/e.
The following Lemma follows directly from the Truncated Laplace Mechanism (Theorem 7).

Lemma 14 When ¢,6 € (0,1/2), the Line 8 and Line 19 in Algorithm 1 are (¢/10,5/n?)-DP, and
the estimation errors are at most O(log(n/d)/e).

Algorithm 2 NoisyMax: Privately estimate maximum positive degree maxycy dg(u)

Input: Graph G = (V, E*, E™), privacy parameters ¢ > 0

Add independently generated Laplace noise Lap(1/20¢) to each degree dg(u), and return the
node u* of the largest noisy count

Return: d¢(u*) + Lap(1/20¢)

Algorithm 3 PJudgeGood: Privately judge if a node u is good with respect to a set C
Input: Graph G = (V, E™, E™), node u, set C C V, parameters bgood, A
if [N (u) N C| + TLap(e/2bgo0d, 5/nt) > (1 — N)|C| and |[NT(u) N (V \ C)| < AC| +
TLap(€/2bgo0d, d/n') then
Return: TRUE
else
Return: FALSE
end if

Recall that we are considering two neighboring graphs G, G’ which differ on the sign of edge
(z,y). It remains to bound the privacy loss due to PJudgeGood at Line 15 (part-one) and at Line 26
(part-two). For that, we define a concept which plays a crucial role in the following analysis.

Definition 15 (hesitant) Given any A > 0. For any node v € V and any set S C V, we say u
is A-hesitant with respect to S when the algorithm calls PJudgeGood (S, u, bgood, A), if uw and S
satisfy the following condition:
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« [INT(u) NS> (1= N)|S| — 10bgooq log(n/d)/e
 and |[N*(u) N S| — A|S| < 10bgo0q log(n/d)/e

In this work, we fix A = 1/10. We consider the part-one of PJudgeGood (Line 15) first.
Obviously, we only need to take care of the part-one under two cases: (i) either x or y is the
pivot, and we run PJudgeGood with N (z) or N*(y) as input parameters; (ii) when x or y
become the second parameters in the input of PJudgeGood. A trivial analysis would suggest
that the total number of calls to PJudgeGood under these two cases is O(n) and each call is
(¢/( /cilog?(n/d)),0)-DP, which is not good enough to get the desired DP guarantee. This is
where we invoke the concept of being hesitant.

Lemma 16 A call to PJudgeGood(NT (), u, bgood, A) with a node w € V and a set N (x) when
u is not \-hesitant w.r.t. N*(x) is (0,5/n*)-DP.

Proof As u is not A\-hesitant with respect to N (x), by the definition of being hesitant, we know
either [INT(u) N NT(z)] < (1 = N)|NT(2)| — 10bgood log(n/d) /e or [INT(u) N (V \ NT(z))| —
AINT ()] > 10bgo0q log(n/8)/e. Without loss of generality, we consider the first case.
Let P, P’ denote the probability distributions with respect to neighboring inputs G, G’ respec-
tively. In order to prove (0, 5/n*)-DP, we want to prove that
P[PJudgeGood(N ™ (z), u, bgood, A) = TRUE] (6)
< P'[PJudgeGood(N*(x), u, byood, A) = TRUE] + 6/n*

and

P[PJudgeGood(N™(z), u, bgood, A) = FALSE] (7)
< P'[PJudgeGood(N*(z),u, bgood, \) = FALSE] + 6/n".

By the properties of Truncated Laplace distribution (Theorem 7), we know

P[PJudgeGood(N ™ (z), u, bgood, \) = TRUE] = 0,
P'[PJudgeGood(NT (), u, bgood, \) = TRUE] < §/n*.

Hence Equation (6) and Equation (7) hold.
The conclusion for the other case when [N (u) N (V \ NT(z))] — ANt (z)| > M
follows by the same argument. Thus we complete the proof. |

Using similar arguments, we can also prove the following lemma:

Lemma 17 A call to PJudgeGood(S, x, beood, A) with node x and any set S C 'V as input when
x is not \-hesitant is (0,0 /n*)-DP.

We continue the analysis of privacy. Recall that we only need to take care of the calls to
PJudgeGood under two cases: (i) either x or y is the pivot, and we run PJudgeGood with N (x)
or N*(y) as input parameters; (ii) when = or y become the second parameters in the input of
PJudgeGood. We bound the total number of times a node u becomes hesitant under these two
cases during the whole procedure of ALG.

10
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Lemma 18 Suppose x is chosen as the pivot for some iteration. The total number of nodes that are
\-hesitantwith Nt (z) is at most 2¢;, and each such call to PJudgeGood is (m, O(6/n%))-

DP.

Proof The DP guarantee of a single call to PJudgeGood follows directly from the Truncated
Laplace mechanism. Now we bound the total number of times a node u becomes A-hesitant.

Consider the size of N*(z). Ifits size [N " (z)| is smaller than 100,/¢; log* (n/48) /e—401og(n/5) /e,
then almost surely d(z) < 100,/c; log*(n/8) /e, and we output {z} as a singleton. So we only need
to focus on the case when |N* ()| > 100,/¢; log*(n/8) /e — 40log(n/5)/e > 90,/c;log*(n/5) e.

Let S C V be the set of nodes which are A\-hesitant w.r.t. N*(x). For each node u € S, we
have [INT(u) NNt (z)| > (1= N)|N1(2)| — 10bgood log(n/d) /e > (1 —2X)|NT(z)|. As we know

C + X
|EH(NF(2))] < a N*(@)], thus [S] < 258w < 26 |

Lemma 19 Consider the node x. Let G denote the sub-graph induced on the remaining nodes
when ALG selects the j-th pivot v;. The total number of times x becomes \-hesitant w.r.t. some
set Né’j (vj) corresponding to pivot vj during the whole procedure is at most O(c;log(n)).

The high-level idea is that each time when x is A-hesitant w.r.t. Na“j (vj), one knows that
|Nérj (vj)ﬂNgj (x)| is large. As v; must be deleted from Gt 1, one can show ]EEHI (Nérﬁl ()| <
(1 - Q(c%))‘E&LJ(NGj (z))|. As there are at most O(n?) edges in E&Lﬂ the bound O(¢;logn)
follows. The proof of Lemma 19 can be found in the Appendix B.

Combining Lemma 17, Lemma 18 and Lemma 19 together, we can prove the DP guarantee of
part-one PJudgeGood. As for the part-two of PJudgeGood, we only need to consider the case
when x or y is input as the single node of PJudgeGood. We prove the following.

Lemma 20 For node x (resp. y), the total number of times x (resp. y) is 4\-hesitant w.r.t. some
set B during the whole procedure is at most O(c;logn).

The proof is essentially same as the one for Lemma 19. Each time z is 4\-hesitant w.rt. B
means |B N Néri (x)| is large and B must be deleted, which means \EaH(NgiH(a:))\ < (1-
Q(Cll)) \EérZ (Nérl (x))|. Now we can complete the proof of the DP-guarantee.

Theorem 21 Given 0 < € < 1/2,0 < 6 < 1/2, Algorithm 1 is (e, §)-differentially private.

Combining the results above (Lemma 13 to Lemma 20) we know Algorithm 1 only needs two
(¢/10,0)-DP steps, O(c; log(n)) many (e/(y/¢;log?(n/5)), 0(5/n*))-DP steps and O(n) steps of
(0,0(6/n*))-DP sub-procedures. The proof then follows from some elementary calculations.

4.2. Utility Analysis

Having proved the DP guarantee, now it suffices to prove the utility guarantee of Algorithm 1.
Revisit some crucial concepts from Bansal et al. (2004):

Definition 22 (Bansal et al. (2004)) We say a node v is A\-good with respect to a set C C V, if it
satisfies the following:
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e INT(v)NC| > (1-N)]|C|
* INT(0) N (V\C)| < AIC
A set Cis n-clean if all v € C are n-good w.r.t. C.

As mentioned before, Bansal et al. (2004) made a key observation that there is a clustering with
clean clusters and a constant approximation.

Lemma 23 (Lemma 6 in Bansal et al. (2004)) For 0 < n < 1, there exists a clustering opT®
for graph G in which each non-singleton cluster is n-clean and

dis(OPT, @) < (% +1)dis(OPT, G).
U

Given a graph G, for a (possibly random) set A of nodes and any (possibly random) clustering
C, we define cost(A,C, G) to be the (expected) cost related to nodes in A under the clustering C.
To be more clear, we cluster all nodes in G according to the clustering C and count for violated
edges which have at least one endpoint in A, that is the total number of negative edges in £~ (A)
inside clusters plus the total number of positive edges in E+(A) between clusters, under clustering
C. Moreover, for a set A C V of nodes, we let G \ A be the sub-graph deduced by V' \ A, that is
we delete the nodes in A and the edges (whatever positive or negative) connected with at least one
node in A.

Fix n = A/10 = 1/100 in the following proof. Suppose the clustering in the Lemma 23 is
oPTO . Cgo),Céo), e ,Ct(g), {u} c50) where S() is the set of singletons.

We define a Procedure named CleanUp(G, C, T'), that is given a graph G and a clustering C, do
not change those clusters of large size, but dissolve those clusters C; € C whose size smaller than T’
and output them as singletons. With the CleanUp, we define

OPTM ¢ CleanUp(G, OPT®, 110,/ log(1/6) /e) ®)

to be the clustering outputted. We re-index the new clustering OPT(!) : CF) , Cél), e Ct(ll) Autyes-

The algorithm CleanUp and clusterings OPTW (i e {0,1}) are only defined for our utility proof,

and we do not need to know the specific OPT and never need to run the algorithm CleanUp.
The high-level idea is to show OPTM is still a good clustering (Equation (12)) with some

good properties, and Algorithm 1 can recover each non-singleton cluster in OPTW (the clusters in

OPTO of large size) well. We analyze the Algorithm CleanUp first and try to build Equation (12).
We define D as follows

Dy :=dis(OPT(!), G) — dis(OPT®, @) ©)
to capture the loss occurred by Algorithm CleanUp. We can prove the following claim:

Claim 24 Running CleanUp(G, OPT(®), 110./¢; log*(n/8) /€), we have
Dy <0(n - /eilog(n/8)/e). (10)

12
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Proof Recall that we denote the clustering w.r.t. OPT ©) by C§O), S Ct(oo ), {u},cs© - Denote the
set of nodes M which are not singletons in OPT© but become singletons in OPT(M. We denote
N;j:=Mn C](-O) for each j € [to] and rewrite D; as follows:

to
Dy =" (wge (N;,€”) = we-(N;,€7)). (11

j=1
If CleanUp dissolves C§O), then ]CJ(-O)| < 110,/¢;log*(n/d)/e) and N; = C;O), we know that
wer (N7, C) — we- (N, €7) < INj[2/2 < O(1)|N;| - /@ log" (n/8) /e. By Equation (11) we

know
Dy < 3 O(W)IN,|- Valog!(n/s)/e < O(n - /alog(n/5)/e).
Hence we prove Equation (10). |
By the definition of D; in Equation (9) and Claim 24, we have
dis(OPTW, @) < dis(OPT® | G) + O(n\/clog*(n/8) /€). (12)
We also need the following lemma, which follows immediately from the definitions:

Lemma 25 For any graph G and any clustering C = Cy,--- ,Ct, {u}ues. If non-singleton cluster
C; is n-clean, then

cost(C;, C, G) < n|Ci|*.

Consider the clustering OPT(!) . C{l),Cél), e ,Ct(ll), {u},cg). We know for each non-
singleton cluster Ci(l) is n-clean and thus cost(Ci(l), orPTW,. @) < 77|(,’i(1)|2 by Lemma 25, and
has size at least 110,/¢; log* (n/4) /e. Having demonstrated the properties of OPTW, as mentioned
before, it suffices to show Algorithm 1 can recover each non-singleton cluster in OPTM well. Let
A; be the (random) set of nodes outputted by Algorithm 1 as either a cluster or a singleton in i-th
iteration (ith pivot), where for the initialization we set Ag = (. Note that there are n nodes in the
graph. If for some j < n, Algorithm 1 finishes the clustering and U/_; A; = V, we define A; = 0
for 7 + 1 <7 < n. We have the following two lemmas:

Lemma 26 Either Ay C SW, or Ji such that Ci(l) C A C CZ-(l) u s,
Lemma 27 For any graph G = (V, E™, E™) and any clustering C = C1,Ca, -+ ,Ct, {u}ucs for

V, if |V| < n, any non-singleton cluster C; in C is n-clean and thus cost(C;,C,G) < n|C;|?, then
we have

cost(A1, ALG,G) < O(1)cost(A1,C, G) + O(E[| Ay []/c; log* (n/8) /), (13)

where Aq is the (random) output (either a cluster or a singleton) of ALG for the first pivot, and the
expectation is taken over randomness coins of ALG.
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Utility guarantee of ALG can be bounded recursively by the lemmas above. We assume Lemma 26
and Lemma 27 hold first and finish our main result on utility, and refer to the Appendix B for the
omitted proofs.

Theorem 28 The utility of the Algorithm I satisfies

dis(ALG, G) < O(1) - dis(OPT, G) + O ("1051("/5) N bg(W) ‘

€ €

Proof Note that for any ¢ > 1, by Lemma 26, we know that any (non-singleton) cluster CJ(-l) on
sub-graph G \ U!Z] A; has a size no smaller than 110,/¢; log®(n/8) /e, is n-clean and satisfies that

cost(CJ(-l), oOPTM, G\ UIZTAy) < n\Cj(i) |2. Thus the preconditions in Lemma 27 hold and for any
1 > 1, we have

cost(A;, ALG, G \ UIZ] A;) < O(1)cost(A;, OPTW, G\ UIZ1 Ay) + O (E[|As]]y/ei log* (n/d) /€) .
(14)

Hence we know that

dis(ALG, G) = Z cost(A;, ALG,G \ Ui;At)
i=1

< i0<1>cost<Az-, OPTM, G\ UZ14)) + > O(E[|Ayl/crlog(n/6) e)
=1 =1

<> O(1)cost(A;, OPTM, G\ U[Z{ Ay) + O(ny/clog(n/5) fe)
=1

0(1)dis(OPTW, @) 4 O(ny/e/ log(n/8)/€)
O0(1)dis(OPT©, G) + O(ny/c; log*(n/8) /e)
O(1)dis(OPT, G) + O(ny/c;log*(n/d) /e),

IN

IN A

where the first line follows from the definition, the second line follows from Equation (14), the third
line follows from that A; and A; are disjoint and there are at most n nodes in the graph, the forth line
follows from the recursive relationships and definitions, the fifth line follows from Equation (12)
and the last line follows from Lemma 23.

We know E[¢; — A*] < O(log(n/d)/¢), and complete the proof. [

Combining Theorem 21 and Theorem 28, we complete the proof of our main result Theorem 12.
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Appendix A. More Preliminaries

Theorem 29 (Basic Composition, Dwork et al. (2006)) Given k mechanisms and suppose mech-
anism ALG; is (;, 0;)-differentially private, then this class of mechanism satisfy (Zl 1 €is Ele 0i)-
differentially private under k-fold composition.

Theorem 30 (Theorem 3.5 in Kairouz et al. (2015)) Foranye; > 0,0, € [0,1] for¢ € {1,--- ,k}
and § € [0,1), the class of (eg, b;)-differentially private mechanism satisfy (65,1 —(1— S)Ip_ 1(
d¢))-differential privacy under k-fold adaptive composition, where

k e _1 Kk Zkf g2
S D N g (g VLT !

Definition 31 (The Laplace Distribution) The probability density function of Laplace distribution
Lap(y, b) is

1 Clz=ply 1 Jexp (-85%) ife<p
S| p,b) = o~ exp = o\
2b 2b | exp (_T) ifx>p

In this work, we write Lap(b) to denote the Laplace distribution with zero mean and scale b, and
denote a random variable X ~ Lap(b).

Fact 32 If X ~ Lap(b), then E[| X|?] = 2b? and
Pr[|X|>th) ="
Lemma 33 (Laplace Mechanism) Given any function f : = — RF where for any neighboring

datasets D, D’ € E, || f(D) — f(D)|L < Af. The Laplace mechanism is outputting f(D) +
(Y1, ,Yy) where Y; are i.i.d. random variables drawn from Lap(A f /€). The Laplace mechanism

is (€,0)-DP.

Appendix B. Omitted Proof

As graph G is fixed, we may omit G in the notations “cost()” in the following proof.

B.1. Proof of Lemma 19

Lemma 19 Consider the node x. Let G denote the sub-graph induced on the remaining nodes
when ALG selects the j-th pivot v;. The total number of times x becomes \-hesitant w.r.t. some
set N (vj) corresponding to pivot v during the whole procedure is at most O(c;log(n)).
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Proof Recall we have G; = G under this notation. First, we consider the case when dg; (x) <
50,/c;log*(n/d) /€. Suppose x is \-hesitant w.r.t. Ngj (vj), which means that \N;]Cj (vj)ﬁNérj ()] >
(1—)\)|N(J§j (v5)]=10bgood log(n/d) /€ and|N§j (z)ﬂ(V\Ngj (vj))\—/\|N2§j (vj)] < 10bgooq log(n/0)/e.

dg. 10bg00q L d)/e . . .
Hence dg, (v;) = [N*(vj)] < o, @+ lg_; os(n/0)/ < 90,/c;log*(n/6) /€, which implies that

v; will be output as a singleton and ALG does not run PJudgeGood on z and N, gj (vj). Thus we
should only consider the case when positive degree of x is large.

Let the sequence of pivots selected by ALG be m = {vy,---, v} before x is deleted from
the graph or is selected as the pivot. If x is the first pivot then we simply set 7 = () and this
lemma follows directly. Let Evt; be the event that v; is the first pivot in 7 such that dg, (z) <

50,/c;log*(n/d) /.

Conditioned on Evt;, we consider the total number of nodes v; for which x is A-hesitant w.r.t.
Néri (v;) where ¢ < j. By the definition, if x is A-hesitant w.r.t. Na (vi), then we know that
\Na(x) N Na(vz)\ > (1- /\)]Né:(vz)\ — 10bgooq log(n/0) /e and ]Na(x) N\ Nérz(vz))\ <
)\|N§i (v3)] + 10bgooq log(n/6) /€.

For simplicity, we define R; := ]Eégz (NZ;Z (x))], ¢, (x) is the positive neighborhood of
x in G; and Ea (Nérl (x)) is the set of positive edges with at least one endpoint in Néri (x). Note
that Ri+1 < R;.

Now we prove the following statement: if = is A-hesitant w.r.t. Néri (v;), then Rj11 < (1 —
%CZ)RZ-. By the assumption, we know that dg, () > 50,/¢;log*(n/d)/e. Then if = is A-hesitant
W.L.L. Na_(vi), we know \N&:(x) N Na(vz)| > (1 - )\)|Na(vl)\ — 10bgo0q log(n/6)/e and
\Ngi (x)ﬁ(V\Na, (vi))| < /\|N$i(vi)\+10bgood log(n/0) /e, which implies that (1—2)\)]N$i(vi)\ <
(1 = NN, (v3)] = 10bgooa log(n/8) /€) < dg, () < (1+ N)INE, (vi)] + 10bgo0a log(n/d) /e <
(14 2X)ING, (o)l

For any node z € N/ (z) N N, _(vi), we know that (v;,2), (2,2) € E+ . which irnplies that
(vi,2) € Ea (Ngl (2)). Note that v; must be deleted in G411, Wthh leads to at least (1+2/\) dg, ()
deletions of edges in Ea(Né:( x)). Then we know R;11 < R; — (1+2/\) dg,(z) < (1 - 35 LR, as
R; < ¢dg,(x).

As we are conditioning on Evt;, we have R;_; > |N§i_l(x)] > 50,/cilog*(n/8)/e. As
Ry < ¢}, we conclude that the total number of times = becomes A-hesitant is at most O(c; log(n)).
|

B.2. Proof of Lemma 26
Lemma 26 Either Ay C SO, or Ji such that Ci(l) C A C Ci(l) usw,

Proof We need the following statement, which follows immediately from the definitions:

Lemma 34 Let C be an n-clean set of size at least 100,/¢;log*(n/8)/e. For any set A such that
C N A =0, we know for any node u € C, u is not 4\-hesitant w.r.t. A.

By the definition of hesitant, we have the following claim directly:
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Claim 35 If for some node v € V and some set C where ALG runs PJudgeGood(C, u, bgood, A)
during the process and u is not A-hesitant with respect to C, then running sub-procedure

PJudgeGood(C,u, bgood, A)
returns FALSE.

Basically, we consider the different possible cases over the universe of all possible outputs of
Aj. In general we write Ay = B U D, where B and D represent the set appended into A; in the
part-one and part-two respectively. If A; = B is a singleton, then we have D = (). For simplicity,
in the following argument, we use C; and S to denote Ci(l) for i € [t1] and S respectively.
We do category analysis and demonstrate that all those cases violating Lemma 26 are impossible
conditional on Evtgyy,.

Case (1): Some node v in the non-singleton cluster is selected as the pivot. Without loss of
generality, we assume the pivot v € C;. We divide Case(1) further based on whether A; is a cluster
or a singleton.

Sub-Case(1.1): A; is a cluster. In this Sub-Case, we know that |C1| > 110,/¢; log*(n/d) /e and
d(v) > (1= )10,/ log" (n/8) /e, (2 + n)d(v) = | B = 242 and |D| < (2+ )| B].

We prove the following statement first: Ay N C; = () for Vi # 1.

As Cy is n-clean, then we know [N*(v)NCy| > (1—n)|C1| and [N T (v)N(V'\C1)| < n|Cy|. For
any node z € C; where i # 1, we know |z NN (v)| < |G| < 125 [N T (v)[ < (1 = A)[NT(v)] -
10bgo0q log(n/6) /€, which means that 2 is not appended into the set 5.

For any z € C; where i # 1, we also know C; is n-clean and thus [N (2) N (V' \ C;)| < n|C;
and thus we know [N*(2) N B| < n|C;] and |[NT(2) N (V' \ B)| > (1 — n)|C;|. Either |B| > |C;
or |B| < |C;], we know z is not appended into the set D. Thus we prove the statement.

Consider the situation when C; ¢ A;. Then we know some node u € C; is not appended in
either B or D and thus u ¢ A;.

Basically, we know for any node v € Cj, we have [Nt (v) N N*(u)] > (1 — 2n)|C1| >

B

%|N+(v)] and |[NT(u) \ NT(v)| < 2n|C4| < i—"n|N+(v)|, which means running the sub-
procedure PJudgeGood(N*(v), u, bgood, A) returns TRUE.

The only possibility is the size of the set of nodes which are good w.r.t. NT(v) is too large.
In this case we know |B \ Ci| > (2 — n)d, — |C1| > %]Cﬂ. By the analysis in the situation
above, we know for any node u € B\ Cy, one has [Nt (u) N C1| > (1 — 3X)|C1]|, which means
cost(C1, OPTW G) > (1 —3)\)|C1| x |[B\ C1| > %161]2 and thus violates the precon-
dition. So this situation is impossible. We proved C; C Aj in this Sub-Case.

Sub-Case (1.2): A; is a singleton. For any node v € Cy, by the analysis above, we know running
sub-procedure PJudgeGood(N T (v), u, bgood, A) returns TRUE, which means all nodes in C; can
be appended into set B if the size of B does not violate the constraint. And |C1| > d(v)/(1 + n),
which means ALG does not dissolve B due to its small size and the ALG must output a cluster.
Thus this Sub-Case is impossible.

Case (2): Some node v € S is selected as the pivot, A; is a cluster, and A; N (Ug-:le) =+ (.
Recall we know [N+ (v)| > (1 —1)110,/¢;log*(n/d) /e.

One can argue that situation when B N (Ug-:le) = () is impossible by Lemma 34. If B N
(U_,Cj) = 0, then we have DN (U%_;C;) = 0 and thus A; N (U)_,C;) = 0, which is contradiction.

Without loss of generality, assume u € Cy is the first node in U?Zlcj to be appended into B. We
prove A1 N (ug.:lcj) C C; under this assumption.
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If u is appended into B, then v must be A\-hesitant w.r.t. N (v), which means that [N " (v) N
N* ()] > (1= NIN* (0)] — 10bg00a log(n/8)/e > (1 - A— )| N+ ()] and [N+ (u) \ N* (v)] <
AINT(v)] + 10bgo04 log(n/d) /e < (A + n)|NT(v)|. Consider any node z € Ca, we now argue
z ¢ Ajy. Recall that both C; and Cy are n-clean. Thus [N T (u) NCy| > (1 —n)|C1], INT(u) \ C1] <
n|Cil, [N (2) N Co| = (1 = n)|Caf and [N (2) \ Co| < n|Cs|. Note that (1 — A —n)[N*(v)| <
INT(u)] < (1+ X+ n)|NT(v)]. Also we know |[NT(v) NCy| > (1 — X —n)|[N*t(v)| —n|C1]| >
(1= A= — UEE0) N+ () [ and [N+ () \ o] < A+ )N ()] +1lCa ] < (A 3)|N* (o).

Hence we know that for node z € Cs, if we want 2 to be A-hesitant w.r.t. N*(v), we need
%|N+(v)] < |Gy < }Jj/\|N+( ). We have [NT(2) N NT(v)| = |[N*(2) N NT(v) NCy| +
INT(z) NNt ()N (V'\ Cl)\ < n|Ca] + (A +3n)|NT(v)] < (A + 51)|NT(v)| Then whatever the
size of |Ca| is, we know z is not A-hesitant w.r.t. N*(v) and is not appended into B. If u € Ca,
then u ¢ B. As BN Cy = () and thus A; N C2 = () by Lemma 34. The same argument holds for
other clusters, so we prove A; N (U_,C;) C Cr1.

Now we consider the following two situations:
Situation (i): [B N Ci| > 9|B \ C1]. At first, we prove that if |[B N Cy1| > 9|B \ C1],
u € C; \ B, PJudgeGood(B, u, bgood, 4)) outputs TRUE.

First, we know that (1 +7)|N*(v)| > |B|, 322|N*t(v)| < |C | < 1+’\|N+( )] And we know

that (1 +7)|C1| > |B| > J|IN*(v)], G210 > |B| > which

81(1 (+n)
means that |[B N Cy| > 100(1+n>\ IC1 and [B\ G| < 10( 1?7/\ |Cl|

For any node u € C; \ B, we know [N T (u)NB| > (1—77+1%10((%J:7)\ DIC1] = (1=3))|C1| >

(U322 Bland [N (w) \ B] = |[(N*(w) NC1) \ B| + (N (u) \ 1)\ B| < (1 - %) +
n)|C1| < 3\|B|. Hence we know wu is judged 4\-good w.r.t. B.

If C; ¢ Aj, we know there are too many nodes which are judged 4\-good w.r.t. B and ALG
does not append all nodes in C; into D. In particular, for any z € D \ C1, we know |[N*(2) NCy| >
INt(2)NC1NB| > (1—A—n)|B|—3XC1| > |C1]/2. Andweknow |D\C1| > |Cy1], which means
under these conditions and assumptions, cost(Cl, OPTW) > |D\ C1|-|C1|/2 > |C1]2/2, violating
the precondition that cost(C;, OPT()) < 5|C;|?/2 and is impossible. Then we know C; C A; in
this situation.

Situation (ii): |[BNCi| < 9|B\ Cy].

For any node z € B\ C1, we know |[NT(2) N NT(v)| > |[NT(z2) "N Nt (v)NCy| > (1 — X —

MINF ()] — (A +39)|[NT(v)] = (1 — 2X — 4p)|N*(v)| > L2000, | We know |B| >

2INT(v)| > 5(}+Z) |C1|. Hence we know for this particular C;, we know cost(C;, OPTM) | G) >
|B\Cy|- (1 —4))|C1]| > (1 —4))?|Cy|?, violating the precondition. Thus we know this situation is
impossible.

Combining the arguments of all cases and situations together, we know either A; C S orC; C

A CcCiUS. [ |

’ 1+n

10 1+,\ |Cl

B.3. Proof of Lemma 27

Lemma 27 For any graph G = (V, E* | E~) and any clustering C = C1,Ca,- - ,Ct, {u}uecs for
V., if |V| < n, any non-singleton cluster C; in C is n-clean and thus cost(C;,C,G) < n|C;|?, then
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we have
cost(A1, ALG,G) < O(1)cost(A1,C, G) + O(E[|A1]]\/c log*(n/8) /), (15)

where Aj is the (random) output (either a cluster or a singleton) of ALG for the first pivot, and the
expectation is taken over randomness coins of ALG.

Proof Basically, we consider the different possible cases over the universe € of all possible outputs
of Aj, do case analysis and show Equation (15) holds conditional on all of different cases. In
general we write A; = B U D, where B and D represent the cluster of the part-one and part-two
respectively. If A; = B is a singleton, then we know D = (). Recall that the benchmark clustering
C:Cy,Co, -+ ,Cy, {u}yes in the statement of Lemma 27.

Case (1), denoted by €21: Some node v in the non-singleton cluster is selected as the pivot.

Without loss of generality, we assume the pivot v € C;. By the proof of Lemma 26, we know
AjisaclusterandC; C Ay C C;US.

In this case, for any node u € B\ Cy, one has [Nt (u) N C1| > [Nt (u) NCy N NT(v)] >
(1=n)|C1] =2A\NT(v)| > (1 —n—2X(1+n))|C1]| > (1 —3X)|C1|. And for any node u € D\ Cy,
we know d(u) > |B|/2 > 2d(v)/5 > |C1]/5. Hence we have cost(A;,C | 21) > (1 — 3X)|C1] -
1B\ Ci| 4+ GEPAL > ey A; \ ¢i/5. Note that cost(Ar, ALG | Q1) < cost(A1,C |
D) +[C1| - |A1L\ C1| + |A1 \ C1|? = O(1)cost(A1,C | Q1) as [C1| > Q(| A1\ C1)).

Combining these together, we know

cost(A1, ALG | 1) =O(1)cost(A1,C | ). (16)

Case (2), denoted by €23: Some node v € S is selected as the pivot.
We need to divide this case further.
Sub-Case (2.1), denoted by €25 1: A is a singleton. This Sub-Case is fine as one has

COSt(Al,ALG | 92.1) = COSt(Al,C | Qz.l) (17)

immediately as A; is singleton in both ALG and C.
Sub-Case (2.2), denoted by 255: Aj is a cluster, and A; N (Uﬁ-:le) = 0.
In this Sub-Case we know d(v) > 99,/¢;log*(n/3) /e, or v is outputted as a singleton.
Under this Sub-Case, we know A; C S and thus

COSt(Al,ALG ‘792.2) S COSt(Al,C ’ QQ.Q) + E[‘A1’2 ‘ QQ.Q] /2

Consider two situations separately:
Situation (i): |4;| < 100\/alog4(n/5)/e, denoted by €25.21. Hence

COSt(Al,ALG ‘ 92_21) SCOSt(Al,C ‘ 92_21) + O(EHAl‘ . \/alog4(n/5)/e ‘ 92.21]) (18)

holds immediately.

Situation (ii): | 41| > 100,/c;log*(n/5) /e, denoted by Q9 90. We know 4|N*(v)|/5 < |A;| <
(4 + n)|N*(v)|, and for any node u € A; one has d(u) > (1 — 5\)|N*(v)|. Thus we know
COSt(Al, ALG ‘ QQ_QQ) S EHA1|2/2 ‘ 92_22], and COSt(Al,C | 92_22) Z EHAﬂ (1—5/\)’N+(’U)‘ ’
Qo.09] > E[2|A1|?/5 | Q2.22]. Hence we have the following Equation

COSt(Al,ALG | 92.22) < O(l)COSt(Al,C ‘ 92.22). (19)
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Sub-Case(2.3), denoted by 5 3: A; is a cluster, and A; N (U§:1Cj) # (.
Without loss of generality, assume that w € C; is the first node in UE«:le to be appended into
B. Then we know C; C Aj and |B N Cy| > 9| B\ C1| by the proof of Lemma 26.

Note that |A1| = ®(|Cl|),COSt(A1,ALG | 92.3) —COSt(Al,C ‘ 92.3) < O(E“Cl’ . |A1 \Cl| +
1AL\ C1)? | 92_3}), while cost(A1,C | Qa3) > Q(E[|Cl| A\ G | 92,3]). Hence

cost(A1, ALG | Q2.3) < O(1)cost(A1,C | Q23). (20)

Combining Equations (16) to (20) together, we prove Equation (15) and complete the proof. W
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