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A PROOFS AND DERIVATIONS

Throughout, we assume that \( \theta \) forms a minimal statistical manifold [Amari, 2016], so that the degrees of freedom of \( q \) match the dimensionality of \( \theta \), and whenever \( q(x; \theta^{(i)}) = q(x; \theta^{(j)}) \) for all \( x \), it must be that \( \theta^{(i)} = \theta^{(j)} \).

Recall that in the main text, we defined the following objective:

\[
L(\psi, \lambda) \equiv \mathcal{I}[x; \theta] - \lambda \mathbb{E}_{\psi(\theta)}[\text{KL}(q(x; \theta)||p^*(x))],
\]

(5) restated

where \( \lambda \in [1, \infty) \) is a hyper-parameter, and \( \psi \) is a probability density on \( \theta \). We also introduced an approximate objective in which \( \mathcal{I}[x; \theta] \) is replaced with

\[
\mathcal{I}_F[x; \theta] \equiv \mathcal{H}[\theta] - \frac{1}{2} \mathbb{E}_{\psi(\theta)}[\log |F(\theta)| - \lambda \text{KL}(q(x; \theta)||p(x))].
\]

(8) restated

This approximate objective is

\[
L_F(\psi, \lambda) = \mathcal{H}[\theta] + \mathbb{E}_{\psi(\theta)} \left[ \frac{1}{2} \log |F(\theta)| - \lambda \text{KL}(q(x; \theta)||p(x)) \right],
\]

(9) restated

and it is maximized for a given \( \lambda \) by

\[
\psi(\theta) = \frac{1}{Z(\lambda)} \exp \left( \frac{1}{2} \log |F(\theta)| - \lambda \text{KL}(q(x; \theta)||p(x)) \right)
\]

(10) restated

where

\[
Z(\lambda) = \int_{\theta} \exp \left( \frac{1}{2} \log |F(\theta)| - \lambda \text{KL}(q(x; \theta)||p(x)) \right) d\theta.
\]

A.1 CHARACTERIZING THE PARETO FRONT

Let us begin with a set of results regarding the shape of the Pareto front that connects VI to Sampling in Figure 2.

**Lemma 1** \( L(\psi, \lambda) \) is concave in \( \psi \), i.e. \( L(\omega \psi_1 + (1 - \omega) \psi_2, \lambda) \geq \omega L(\psi_1, \lambda) + (1 - \omega) L(\psi_2, \lambda) \) for \( 0 \leq \omega \leq 1 \). Further, \( L_F(\psi, \lambda) \) is strictly concave in \( \psi \).

**Proof:** The proof for \( L \) follows from the fact that \( \mathbb{E}_{\psi(\theta)}[\text{KL}(q(x; \theta)||p^*(x))] \) is linear in \( \psi \), and \( \mathcal{I}[x; \theta] \) is known to be concave in the marginal distribution of either variable [Braverman and Bhowmick, 2011]. The proof for \( L_F \) is similar: the \( \mathbb{E}_{\psi(\theta)} \left[ \frac{1}{2} \log |F(\theta)| \right] \) term is linear in \( \psi \), and \( \mathcal{H}[\theta] \) is strictly concave in \( \psi \). This can be seen, for instance, by taking the
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second variational derivative of $\mathcal{H}[\theta]$ with respect to $\psi$:

\[
\nabla_\psi^2 \mathcal{H}[\theta] |_{\theta, \theta_j} = \nabla_\psi \left( \nabla_\psi \mathcal{H}[\theta] \right) |_{\theta, \theta_j} \\
= \nabla_\psi \left( -\nabla_\psi \int_\theta \psi(\theta) \log \psi(\theta) d\theta |_{\theta_j} \right) |_{\theta_j} \\
= \nabla_\psi \left( -1 - \log \psi(\theta_i) \right) |_{\theta_j} \\
= \begin{cases} 
- \frac{1}{\psi(\theta_i)} & \text{if } \theta_i = \theta_j \\
0 & \text{otherwise}.
\end{cases}
\]

Since $\psi(\theta) \geq 0$ everywhere, this implies that the curvature of $\mathcal{H}[\theta]$ is strictly negative at all values of $\theta$.  

**Lemma 2** Let $I^*(\lambda)$ and $\mathbb{E}[KL]^*(\lambda)$ denote the values of Mutual Information and Expected KL achieved by optima of $\mathcal{L}$ for a given $\lambda$. Then, $\lambda$ defines the slope of the Pareto front:

\[
\lambda = \frac{dI^*/d\lambda}{d\mathbb{E}[KL]^*/d\lambda}.
\]

Or, in the case of $\mathcal{L}_x$, $\lambda$ similarly defines the slope of

\[
\lambda = \frac{dI^*_x/d\lambda}{d\mathbb{E}[KL]^*/d\lambda},
\]

with $I_x$ in place of $I$.

**Proof:** This follows from viewing $\mathcal{L}$ as the Lagrangian of a constrained optimization problem, with $\lambda$ as a Lagrange multiplier. The same argument applies to both $\mathcal{L}$ and $I$ as to $\mathcal{L}_x$ and $I_x$, so we will just give the proof for one. Consider the constrained optimization problem of maximizing $I$ (or $I_x$) subject to the constraint that $\mathbb{E}[KL(q||p)] = C$. The Lagrangian for this problem is identical to (5), but with $C$ added:

\[
L(\psi, \lambda) = I[x; \theta] - \lambda \left( \mathbb{E}_\psi(\theta) [KL(q(x; \theta)||p^*(x))] - C \right)
\]

Optimizing with respect to $\psi$, this is a concave maximization problem with a linear constraint. A well-known property of such problems is that, at the solution, the Lagrange multiplier $\lambda$ is equal to the change in the objective ($I^*$) per change in the constraint ($C$), or $\lambda = \frac{dI^*}{dC}$. Since $C$ is the constrained value of $\mathbb{E}[KL(q||p)]$, we also immediately have $\frac{d\mathbb{E}[KL]^*}{dC} = 1$. This implies that

\[
\lambda = \frac{dI^*_x/dC}{d\mathbb{E}[KL]^*/dC}.
\]

So far, we have treated $\lambda$ as a function of $C$, but for all values of $\lambda$ that correspond to a unique $C$, we can invert this relationship and treat $C$ as a function of $\lambda$. Then, assuming $\frac{dC}{d\lambda} \neq 0$ for all $1 \leq \lambda < \infty$ that we are interested in, we have

\[
\lambda = \frac{dI^*_x/dC 	imes dC/d\lambda}{d\mathbb{E}[KL]^*/dC 	imes dC/d\lambda} = \frac{dI^*_x/d\lambda}{d\mathbb{E}[KL]^*/d\lambda}.
\]

Again using the fact that $C = \mathbb{E}[KL]^*$ by construction, the assumption that $\frac{dC}{d\lambda} \neq 0$ is equivalent to $\frac{d\mathbb{E}[KL]^*}{d\lambda} \neq 0$. In other words, as long as changing $\lambda$ has some effect on $\mathbb{E}[KL]^*$, the combined effect on $I^*$ and $\mathbb{E}[KL]^*$ will be such that $\lambda = \frac{dI^*}{d\mathbb{E}[KL]^*}$.  

**A.2 SAMPLING-LIKE BEHAVIOR OF OUR METHOD**

Recall our definition of sampling:

**Definition 1 (Sampling)** A stochastic mixture, defined by the component family $q(x; \theta)$ and mixing distribution $\psi(\theta)$, is considered to be “sampling” if it is unbiased and it consists of non-overlapping components. An unbiased mixture is one where $m(x) = p(x)$. A mixture consists of $T$ non-overlapping components if $\sum_{i=1}^T q(x; \theta^{(i)}) \approx \max_i q(x; \theta^{(i)})$ with high probability.
We will assume throughout this section that \( q \) is a location-scale family, and in particular Gaussian for Lemma 4, but it may be fruitful for future work to consider other families of mixture components.

**Lemma 3** Sampling is an optimum of the original objective, \( \mathcal{L} \), when \( \lambda = 1 \).

**Proof:** When \( \lambda = 1 \), \( \mathcal{L} \) simplifies back to \( \text{KL}(m || p) \). Any unbiased mixture is a minimum of \( \text{KL}(m || p) \). ■

Note, however, that this does not imply sampling is the unique optimum. In general there may be other unbiased mixing distributions \( \psi(\theta) \) such that \( m(x) = p(x) \). For instance, if \( q \) is Gaussian and \( p(x) \) is itself a finite mixture of Gaussians, then \( \psi(\theta) \) could concentrate on exactly those modes in \( p \). In any case where there two such unbiased \( \psi \)'s, there are in fact infinitely many unbiased, since any mixture of them, \( \alpha \psi_1(\theta) + (1 - \alpha) \psi_2(\theta) \), will also be unbiased. Among all unbiased mixtures, sampling may in some sense be the worst choice – we conjecture that it has the highest variance of all unbiased mixtures.

**Lemma 4** When \( q \) is Gaussian and \( \lambda = 1 \), the optimal \( \psi \) that maximizes the approximate objective \( \mathcal{L}_F \) is both unbiased and has non-overlapping components.

**Proof:** Without loss of generality, let us assume that \( \theta \) is already parameterized in terms of its location and scale, \([\mu, \sigma] \), where \( \mu \) determines the mean of \( q \) and \( \sigma \) determines its covariance. Then, the Fisher Information Matrix is a block-diagonal matrix

\[
\mathcal{F}(\theta) = \begin{bmatrix}
\mathcal{F}(\mu) & 0 \\
0 & \mathcal{F}(\sigma)
\end{bmatrix}
\]

where

\[
\mathcal{F}(\mu) = \Lambda \\
\mathcal{F}(\sigma)_{ij} = \frac{1}{2} \text{Tr} \left( \Lambda \frac{\partial \Sigma}{\partial \sigma_i} \Lambda \frac{\partial \Sigma}{\partial \sigma_j} \right).
\]

\( \Lambda \) and \( \Sigma \) are the precision matrix and covariance matrix of \( q \), respectively. Both \( \Lambda \) and \( \Sigma \) are functions of the parameters \( \sigma \) but not of \( \mu \). To simplify further, consider a coordinate system where the covariance of \( q \) is diagonal, and that \( \sigma_i \) is the log standard deviation of the \( i \)th dimension of \( x \):

\[
\Sigma(\sigma)_{ij} = \begin{cases} 
eq e^{\sigma_i} & \text{if } i = j \\ 0 & \text{otherwise} \end{cases}
\]

We emphasize that this simplification is for notational convenience only, and other parameterizations of \( \Sigma(\sigma) \) are permissible (e.g. additionally parameterizing the orientation of \( \Sigma \) with a rotation matrix). With this assumption, \( \mathcal{F}(\sigma) \) becomes the identity matrix, and the log determinant of \( \mathcal{F}(\theta) \) becomes simply

\[
\log |\mathcal{F}(\theta)| = \log |\Lambda|.
\]

So, for Gaussian \( q \), the expression for \( \psi \) becomes

\[
\log \psi(\theta) = \log \psi(\mu, \sigma) = \frac{1}{2} \log |\Lambda(\sigma)| - \lambda \text{KL}(q(x; \mu, \sigma) || p(x)).
\]

Next, we will split \( \text{KL}(q || p) \) into separate entropy and cross-entropy terms:

\[
\text{KL}(q || p) = \mathbb{E}_{q(x; \theta)} \left[ \log q(x; \theta) \right] - \mathbb{E}_{q(x; \theta)} \left[ \log p(x) \right] \\
= -\mathcal{H}[q] + \mathcal{CE}[q || p].
\]

[https://en.wikipedia.org/wiki/Fisher_information#Multivariate_normal_distribution]
And note that when \( q \) is Gaussian, its entropy is given by

\[
\mathcal{H}(q) = \frac{1}{2} \log |2\pi e \Sigma| = \frac{1}{2} \log |\Sigma| + \text{constants}.
\]

Taking \( \lambda = 1 \) and using the fact that \( \log |\Sigma| = -\log |\Sigma^{-1}| = -\log |\Lambda| \) and combining the above three equations, the \( \mathcal{H}(q) \) and \( \log |\mathcal{F}(\mu)| \) terms cancel in \( \psi \) and we are left – up to additive constants – with

\[
\log \psi(\theta) = -CE[q||p] = E_{q(x;\mu,\sigma)}[\log p(x)] .
\]

(A.1)

To summarize, equation (A.1) says that, using Gaussian components and letting \( \lambda \rightarrow 1 \), our method, derived from the \( \mathcal{I}_F \) approximation to \( \mathcal{I} \), selects components simply according to the cross entropy between \( q(x;\theta) \) and \( p(x) \).

Note that (A.1) is not a proper distribution over \( \theta \). To see this, consider any sufficiently narrow component such that \( q \) behaves like a Dirac delta, or \( E_{q(x;\mu,\sigma)}[\log p(x)] \approx \log p(\mu) \). Wherever this holds for some \( \sigma \), it will additionally hold for all narrower components at the same \( \mu \)^2. Therefore, below a particular scale where \( q \) behaves like a Dirac delta, (A.1) places uniform mass on the infinitely many \( q_s \) that are at least as narrow. This effect is visible in the top-right panel of Figure 2. Also note that \( \psi \) is only improper for \( \lambda = 1 \); for all other \( \lambda > 1 \), a \( (\lambda - 1)\mathcal{H}(q) \) term remains, and \( \psi \) cannot place arbitrarily much mass on arbitrarily narrow components.

Despite its impropriety, we are free to draw samples of \( \theta \) from this improper \( \psi \) when \( \lambda = 1 \) [Besag et al., 1995, Hobert and Casella, 1996]. We will then find that with probability approaching 1 we only ever see components that “look like” Dirac-deltas. This phenomenon is seen empirically in all of our experiments where we set \( \lambda = 1 \) and run HMC dynamics drawing \( \theta \sim \psi(\theta) \) (in practice, we set a lower bound on \( \log \sigma \) for numerical stability). Since components will become arbitrarily narrow with high probability, we have that \( q(x;\theta^{(j)}) < q(x;\theta^{(i)}) \) in the region where \( q(x;\theta^{(i)}) \) has appreciable mass. This means that the mixture will consist of non-overlapping components when \( \lambda = 1 \).

The fact that each component shrinks towards a Dirac delta with high probability then implies that the mixture will be unbiased. To see this, consider decomposing \( \psi(\theta) \) into \( \psi(\sigma) \psi(\mu|\sigma) \). The previous paragraph establishes that the marginal distribution \( \psi(\sigma) \) will allocate effectively all samples to parts of \( \theta \)-space where components behave like Dirac deltas. This implies

\[
\log \psi(\mu|\sigma = \text{narrow}) = E_{q(x;\mu,\sigma)}[\log p(x)] = \log p(\mu) .
\]

In other words, when components are narrow, the distribution of means \( \mu \) according to \( \psi \) will match the true distribution \( p \). Hence, \( m(x) \) will be a mixture of Dirac-delta-like components, each of which is chosen in proportion to the true probability of its mean, \( p(\mu) \). This means that \( m(x) \) will be unbiased when \( \lambda = 1 \). \(\blacksquare\)

**Theorem 1 (Improve on sampling)** If a mixture is sampling as in Definition[1] then \( \frac{d}{d\lambda} \text{KL bias} = 0 \) and \( \frac{d}{d\lambda} \text{KL variance} < 0 \). Thus, \( \frac{d}{d\lambda} \text{KL error} < 0 \).

**Proof:** Our approach will be to calculate the variational derivatives of KL bias and KL variance with respect to \( \psi \), then take the inner product (directional derivative) with the change in \( \psi \) per change in \( \lambda \).

First, we need the sensitivity of \( \psi \) to changes in \( \lambda \). Recall that the closed-form solution for \( \psi \) we get from solving \( \mathcal{L}_F \) is

\[
\log \psi(\theta) = -\frac{1}{2} \log |\mathcal{F}(\theta)| - \lambda \text{KL}(q(x;\theta)||p(x)) - \log Z(\lambda) .
\]

The sensitivity of \( \log \psi \) to \( \lambda \) is

\[
\frac{d}{d\lambda} \log \psi(\theta) = -\text{KL}(q||p) + \frac{1}{Z} \int_{\theta'} e^{\frac{1}{2} \log |\mathcal{F}(\theta)| - \lambda \text{KL}(q||p)} \text{KL}(q||p) d\theta' \\
= E_{\psi}[\text{KL}(q||p)] - \text{KL}(q||p) .
\]

\(^2\)There is an implicit assumption here that \( \log p(x) \) is almost everywhere smooth, so that there is some small enough scale at which \( p(x) \) appears locally linear under \( q \).
Converting from $\log \psi$ to $\psi$, we get
\[
\frac{d}{d\lambda} \psi(\theta) = \psi(\theta) \left( E_\psi[\text{KL}(q||p)] - \text{KL}(q||p) \right)
\] (A.2)

Recall that we defined $\text{KL}$ bias $= \text{KL}(m||p)$ and $\text{KL}$ variance $= E[\text{KL}(m_T||m)]$. The variational derivative of $\text{KL}$ bias with respect to $\psi$, evaluated at $\theta$ is \[3\]
\[
\nabla_\psi \text{KL}(m||p) = \nabla_\psi \int_x \left( E_\psi[q(x; \theta)] \right) \log \frac{m(x)}{p(x)} \, dx
\]
\[
= \int_x \left( m(x) \frac{p(x)}{m(x)} q(x; \theta) + q(x; \theta) \log \frac{m(x)}{p(x)} \right) \, dx
\]
\[
= 1 + E_q(x; \theta) \left[ \log \frac{m(x)}{p(x)} \right].
\] (A.3)

To get the sensitivity of $\text{KL}$ bias to $\lambda$ at the point $\lambda = 1$, we will take the inner-product of (A.2) with (A.3). This is
\[
\frac{d}{d\lambda} \frac{\text{KL bias}}{d\psi} = \left( \frac{\text{dKL bias}}{d\psi}, \frac{d\psi}{d\lambda} \right)
\]
\[
= \int_\theta \left( 1 + E_q(x; \theta) \left[ \log \frac{m(x)}{p(x)} \right] \right) \psi(\theta) \left( E_\psi[\text{KL}(q||p)] - \text{KL}(q||p) \right) \, d\theta
\]
\[
= \int_\theta (1 + 0) \psi(\theta) \left( E_\psi[\text{KL}(q||p)] - \text{KL}(q||p) \right) \, d\theta
\]
\[
= E_\psi[\text{KL}(q||p)] - E_\psi[\text{KL}(q||p)]
\]
\[
= 0.
\]

So, we can conclude that in the sampling limit, small changes in $\lambda$ have no effect on $\text{KL}$ bias. Geometrically, this tells us the Pareto front is tangent to the $y=x$ line in that limit, as illustrated in Figure 2.

Next we will consider the variational derivative of $\text{KL}$ variance with respect to $\psi$, where
\[
\text{KL variance} \equiv E_{1..T}[\text{KL}(m_T||m)]
\]
\[
= E_{1..T} \left[ \int_x \left( \frac{1}{T} \sum_{i=1}^T q(x; \theta^{(i)}) \right) \log \frac{1}{T} \sum_{i=1}^T q(x; \theta^{(i)}) \frac{m(x)}{m(x)} \, dx \right]
\]

using the shorthand $E_{1..T}[\ldots]$ to denote an expectation over independent draws of $\{\theta^{(i)}\} \sim \psi(\theta)$, for each of $t = \{1..T\}$.

Applying the assumption of non-overlapping components, the sum inside the log is dominated by its maximum. We can therefore approximate $\text{KL}$ variance as
\[
\text{KL variance} \approx E_{1..T} \left[ \int_x \frac{1}{T} \sum_{i=1}^T q(x; \theta^{(i)}) \log \frac{\frac{1}{T} q(x; \theta^{(i)})}{m(x)} \, dx \right],
\]

since the maximum of the sum over $j$ inside the log will be the $i$th component from outside the log. This step is most applicable for small to moderate $T$, since when $T$ grows sufficiently large, even narrow components will overlap each other with appreciable probability. Let us continue assuming that $T$ is sufficiently small and that components are sufficiently non-overlapping. By symmetry, we can remove the sum over $i$ and simplify the outer expectation to a single $\theta$:
\[
\ldots = E_{\theta} \left[ \int_x q(x; \theta^{(i)}) \log \frac{\frac{1}{T} q(x; \theta^{(i)})}{m(x)} \, dx \right],
\]

\[3\] This section is best viewed in color. Our notation uses red $\theta$ to indicate the value where the variational derivative is evaluated, which is distinct from from black $\theta$s, which are integrated out.
which simplifies to
\[ \text{KL variance} \approx I[\theta; \theta] - \log T. \]

The variational derivative of \( I[\theta; \theta] \) with respect to \( \psi \) is
\[
\nabla_\psi I[\theta; \theta] = \nabla_\psi \int_\theta \psi(\theta) \int_x q(x; \theta) \log \frac{q(x; \theta)}{m(x)} dxd\theta |_\theta \\
= - \int_\theta \psi(\theta) \int_x q(x; \theta) \left( \frac{m(x)}{q(x; \theta)} \frac{q(x; \theta)}{m(x)^2} q(x; \theta) \right) dxd\theta + \int_x q(x; \theta) \log \frac{q(x; \theta)}{m(x)} dx \\
= -1 + \text{KL}(q(\theta; \theta)||m(x)).
\]

Taking the inner product with \( \frac{d}{d\lambda} \psi \), and applying the assumptions from the definition of sampling,
\[
\frac{d}{d\lambda} \text{KL variance} = \left< \frac{d\text{KL variance}}{d\psi}, \frac{d\psi}{d\lambda} \right> \\
\approx \left< \frac{dI[\theta; \theta]}{d\psi}, \frac{d\psi}{d\lambda} \right> \text{ (non-overlapping)} \\
= \int_\theta (-1 + \text{KL}(q||m)) \psi(\theta) (\mathbb{E}_\psi[\text{KL}(q||p)] - \text{KL}(q||p)) d\theta \\
= \int_\theta (-1 + \text{KL}(q||p)) \psi(\theta) (\mathbb{E}_\psi[\text{KL}(q||p)] - \text{KL}(q||p)) d\theta \\
= -\mathbb{E}_\psi(\theta) \left( \text{KL}(q||p) - \mathbb{E}_\psi[\text{KL}(q||p)] \right) \text{KL}(q||p) \\
= -\text{var}(\text{KL}(q||p)).
\]

In other words, this says that the change in the (upper bound on) KL variance is non-positive, and its magnitude is given by the variance of the values taken by \( \text{KL}(q||p) \) across all \( \theta \).

To summarize, we have shown that, in the sampling limit, where \( \lambda = 1 \), we have \( \frac{d}{d\lambda} \text{KL bias} = 0 \) and \( \frac{d}{d\lambda} \text{KL variance} \leq 0 \), which proves the theorem.

### A.3 VI-LIKE BEHAVIOR OF OUR METHOD

**Definition 2 (VI limit)** We model the large \( \lambda \) limit of our method using a Laplace approximation around the optimal \( \theta^* = \arg\min_\theta \text{KL}(q(\theta; \theta)||p(x)) \):
\[
\psi(\theta) \approx \mathcal{N}(\theta; \theta^*, \Sigma^*) \\
\text{where} \quad \Sigma^*^{-1} = \lambda \nabla_\theta^2 \text{KL}(q(\theta; \theta)||p(x)) |_{\theta^*}. \tag{A.4}
\]

In other words, we approximate \( \psi \) by a normal distribution whose mean is \( \theta^* \) and whose precision is set by the curvature of \( \text{KL}(q(\theta; \theta)||p(x)) \) and scales with \( \lambda \). We will assume, for the purposes of proofs related to the VI limit, that there is a single optimal \( \theta^* \). As long as \( \nabla^2 \text{KL}(q||p) \) is positive definite, which is guaranteed by the assumption that \( \theta^* \) is unique, the accuracy of this Laplace approximation can be made arbitrarily good by considering larger and larger \( \lambda \).

**Theorem 2 (Improve on VI)** Assume that \( q(x; \theta^*) \) is poorly matched to \( p(x) \), in the sense that \( \text{Tr} \left( (\nabla_\theta^2 \text{KL}(q||p))^{-1} \mathcal{F} \right) > |\theta| \), and that \( \lambda \) is sufficiently large to use a Laplace approximation to \( \psi \) around \( \theta^* \). Then, there exists some finite \( T_0 > 1 \) such that for all \( T \geq T_0 \), \( \frac{d}{d\lambda} \text{KL error} > 0 \).

**Proof:** As \( \lambda \) grows, the Laplace approximation in (A.4) becomes increasingly accurate, and increasingly narrow. Thus, for sufficiently large \( \lambda \), we can accurately approximate expectations under \( \psi \) using a second order Taylor approximation to the integrand. The general rule for multivariate Gaussians is
\[
\mathbb{E}_{\mathcal{N}(\mu, \Sigma)}[f(y)] \approx f(\mu) + \frac{1}{2} \text{Tr} \left( \Sigma \nabla_y^2 f \right) |_{\mu}
\]
Recall that we defined KL error as $\mathbb{E}_{\theta \sim \psi}[\text{KL}(m_t(x)||p(x))]$. Approximating each $\psi(\theta^{(t)})$ as a multivariate Gaussian, their product is also a multivariate Gaussian whose collective covariance is block-diagonal containing $T$ copies of $\Sigma^*$ from (A.4), and whose collective mean is $\theta^*$ for each component. At this mean value where all $T$ components’ parameters are equal to $\theta^*$, $m_T(x)$ becomes $q(x; \theta^*)$. Hence, applying the Taylor series approximation to KL error, the $f(\mu)$ term is just $\text{KL}(q(x; \theta^*)||p(x))$. The second term is

$$\frac{1}{2} \text{Tr} \left( \begin{pmatrix} \Sigma^* & 0 & \cdots & 0 \\ 0 & \Sigma^* & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \Sigma^* \end{pmatrix} \nabla^2_{\theta_1, \ldots, \theta_T} \text{KL}(m_T||p) \right).$$

First, note that the zeros in the off-block-diagonal terms on the left mean that we can ignore interactions between $\theta$s across different mixture components in the Hessian term on the right. Second, there is $T$-fold symmetry between all components. So, this simplifies to

$$\frac{T}{2} \text{Tr} \left( \Sigma^* \nabla^2_{\theta} \text{KL}(m_T||p) \right) = \frac{T}{2\lambda} \text{Tr} \left( (\nabla^2_{\theta} \text{KL}(q||p))^{-1} \nabla^2_{\theta} \text{KL}(m_T||p) \right).$$

Next, since this Hessian is being evaluated around the point $\theta^*$, all of $\theta_2, \ldots, \theta_T$ are equal to $\theta^*$, and we can write the mixture as a function only of the component parameters we are varying in the Hessian. Call this mixture, with $T - 1$ components set to the variational solution, “$m_{T}^*(x)$,” defined as

$$m_{T}^*(x; \theta) = \frac{T - 1}{T} q(x; \theta^*) + \frac{1}{T} q(x; \theta).$$

Next we will calculate the Hessian of $\text{KL}(m_{T}^*(x; \theta)||p(x))$. Note that the derivatives are with respect to $\theta$, not $\theta^*$. First, the Hessian of $\text{KL}(q||p)$ is

$$\frac{\partial^2}{\partial \theta_i \partial \theta_j} \text{KL}(q(x; \theta)||p(x)) = \frac{\partial^2}{\partial \theta_i \partial \theta_j} \int_x q(x; \theta) \log \frac{q(x; \theta)}{p(x)} dx = \int_x \left[ \frac{\partial}{\partial \theta_i} q(x; \theta) \left( 1 + \log \frac{q(x; \theta)}{p(x)} \right) \right] dx$$

$$= \int_x \left[ \frac{\partial}{\partial \theta_i} q(x; \theta) \left( 1 + \log \frac{q(x; \theta^*)}{p(x)} \right) \right] dx$$

$$= \mathcal{F}(\theta^*) + M(\theta^*).$$

In line (*) we used the fact that $\int_x \nabla^2_{\theta} q(x; \theta) dx = \nabla^2_{\theta} \int_x q(x; \theta) dx = \nabla^2_{\theta} 1 = 0$. In the last line, we recognized the first term as the Fisher Information Matrix $\mathcal{F}(\theta^*)$, and we have defined $M(\theta) = \int_x \left( \frac{\partial^2}{\partial \theta_i \partial \theta_j} q(x; \theta) \right) \log \frac{q(x; \theta^*)}{p(x)} dx$ as a placeholder.

---

4This assumes the $T$ components are statistically independent draws from $\psi(\theta)$. The approach outlined here could be generalized to include correlation between $\theta$s in the off-block-diagonals to model variance of an autocorrelated chain of $\theta$ values.
Following a similar derivation, the Hessian of \( KL(m_T^*(x; \theta)||p(x)) \) is

\[
\frac{\partial^2}{\partial \theta_j \partial \theta_i} KL(m_T^*(x; \theta)||p(x)) = \frac{\partial^2}{\partial \theta_j \partial \theta_i} \int_x \left( \frac{T-1}{T} q(x; \theta^*) + \frac{1}{T} q(x; \theta) \right) \log \left( \frac{T-1}{T} q(x; \theta^*) + \frac{1}{T} q(x; \theta) \right) \frac{dx}{p(x)}
\]

\[
= \frac{1}{T} \int_x \left[ \frac{\partial}{\partial \theta_i} q(x; \theta) \left( \frac{1}{T} \frac{\partial}{\partial \theta_j} q(x; \theta) \right) \left( 1 + \log \left( \frac{T-1}{T} q(x; \theta^*) + \frac{1}{T} q(x; \theta) \right) \right) \right] dx
\]

\[
= \frac{1}{T^2} \mathcal{F}(\theta^*) + \frac{1}{T} M(\theta^*)
\]

\[
= \frac{1}{T} (\mathcal{F}(\theta^*) + M(\theta^*)) + \left( \frac{1}{T^2} - \frac{1}{T} \right) \mathcal{F}(\theta^*)
\]

\[
= \frac{1}{T} \frac{\partial^2}{\partial \theta_j \partial \theta_i} KL(q(x; \theta)||p(x)) + \mathcal{F}(\theta) \left( \frac{1-T}{T^2} \right) \tag{A.6}
\]

Here, in (**) we additionally used the fact that \( m_T^*(x; \theta^*) = q(x; \theta^*) \). We then wrote the final line in terms of the Hessian of \( KL(q||p) \) in (A.5).

To summarize, near the variational limit we have that the KL error is approximately

\[
KL(q(x; \theta^*)||p(x)) + \frac{T}{2\lambda} \text{Tr}(\mathcal{A}_2) = \frac{1}{T \lambda} \text{Tr}(\mathcal{A}_2) = \frac{1}{T \lambda} \text{Tr}(\mathcal{A}_2),
\]

and we found that (A.6) could be written in terms of (A.5). To reduce clutter temporarily, let \( \mathbf{H} = \nabla_\theta^2 KL(q||p) \). Combining terms, we have

\[
\text{KL error } \approx \text{KL}(q(x; \theta^*)||p(x)) + \frac{T}{2\lambda} \text{Tr}(\mathbf{H}^{-1} \left( \frac{1}{T} \mathbf{H} + \frac{1-T}{T^2} \mathcal{F}(\theta^*) \right))
\]

\[
= \text{KL}(q(x; \theta^*)||p(x)) + \frac{1}{2\lambda} \text{Tr} \left( \mathbf{I} + \frac{1-T}{T} \mathbf{H}^{-1} \mathcal{F} \right)
\]

\[
= \text{KL}(q(x; \theta^*)||p(x)) + \frac{d}{2\lambda} - \frac{1}{2\lambda} \text{Tr} \left( \frac{T-1}{T} \mathbf{H}^{-1} \mathcal{F} \right)
\]

where \( \mathbf{I} \) is the identity matrix and \( d = \text{Tr}(\mathbf{I}) \) is the dimensionality of \( \theta \). Consider the case where \( T = 1 \): the KL error simplifies to \( \text{KL}(q(x; \theta^*)||p(x)) + \frac{d}{2\lambda} \). Therefore when \( T = 1 \), KL error is only reduced by further increasing \( \lambda \). This is an intuitive result: we cannot reduce bias compared to VI when using a single component, and any stochasticity only adds variance.

Now consider the case where \( T \geq 2 \). We are interested in cases where KL error increases with \( \lambda \) near the VI limit, as this would imply that using a finite \( \lambda \) would improve on VI. This is equivalent to asking when the following inequality holds:

\[
\frac{\text{Tr}(\mathbf{H}^{-1} \mathcal{F})}{d} > \frac{T}{T-1}.
\]

Recall that \( \mathbf{H} \) was defined as the Hessian of \( KL(q(x; \theta)||p(x)) \), so this is

\[
\frac{\text{Tr} \left( (\nabla_\theta^2 KL(q||p))^{-1} \mathcal{F} \right)}{d} > \frac{T}{T-1}.
\]
The Fisher Information Matrix can also be derived from a local quadratic approximation to $KL(q||q)$; this means that in the case where the VI solution is exact, or $q(x; \theta^*) = p(x)$, the trace term becomes $\text{Tr}(F^{-1}F)$, and the inequality is $1 > \frac{T}{T-1}$.

This inequality is not satisfied by any positive integer $T$, and so this expression captures the intuitive condition that VI cannot be improved upon by reducing $\lambda$ – for any finite $T$ – if the VI solution is already exact.

Conversely, the ratio

$$R = \frac{\text{Tr} \left( (\nabla^2_{\theta} KL(q||p))^{-1}F \right)}{d}$$

may be thought of as quantifying the extent to which $p(x)$ is over-dispersed relative to the VI solution $q(x; \theta^*)$. If the curvature of $KL(q||p)$ is low, then many “nearby” $q$s would fit $p$ almost as well, and this will be reflected in this ratio being larger than 1. Then, the minimum $T$ for which reducing $\lambda$ improves KL error relative to VI can be found by solving the above inequality, giving which gives

$$T_0 = \left[ \frac{R}{R - 1} \right], \quad (A.7)$$

so that for all $T > T_0$, we have the desired property that $\frac{d}{d\lambda} \text{KL error} > 0$, which implies that using some finite $\lambda < \infty$ will reduce error relative to VI.

\section*{B NUMERICAL DETAILS}

All code to generate the figures in this paper is available at [https://github.com/wrongu/sampling-variational-demos](https://github.com/wrongu/sampling-variational-demos).

We implemented (10) in Stan [Carpenter et al., 2017]. For $q$, we used the family of multivariate Gaussians with diagonal covariance, parameterized as $\theta = [\mu_1, \ldots, \mu_n, \log \sigma_1, \ldots, \log \sigma_n]$ where $n$ is the number of unconstrained parameters (i.e. the dimensionality of $x$). In this parameterization, $\frac{1}{2} \log F(\theta)$ is simply $-\sum_{i=1}^{n} \log \sigma_i$. We sampled $\theta$ from $\psi(\theta)$ using Stan’s default implementation of the No U-Turn Sampler (NUTS) with automatic step-size adaptation [Hoffman and Gelman, 2014], and we set the mass equal to $\lambda$ times the identity matrix. NUTS requires both $KL(q||p)$ and its gradient, which we computed using Monte Carlo samples from $q$ and the reparameterization trick. The reparameterized samples were frozen for each trajectory of NUTS and resampled between trajectories.

We used two toy distributions in the main paper:

- The “banana” distribution over $\mathbb{R}^2$, defined as
  \[ \log p(x, y) = -(y - (x/2)^2)^2 - (x/2)^2. \]

- The “Laplace mixture” distribution over $\mathbb{R}^1$, defined as
  \[ p(x) \propto 0.4e^{|x+1.5|} + 0.6e^{|x-1.5|}. \]

We also tested our method on three reference problems taken from posteriordb [Magnusson et al., 2021], a database of reference problems for testing and validating inference methods. These were ark, eight schools centered, and garch11. These problems are 7-, 10-, and 4-dimensional problems, respectively. Finally, we synthesized ground-truth data from a hierarchical regression problem with 30 regressors (a total of 32 parameters) to test how our algorithm would scale to an even higher dimensional problem. Results for all of these additional experiments are shown in Figure B.1.

In our experiments, all functions integrated are sums of sinusoids,

$$f(x) = \sum_{\omega=1}^{N} a \sin(\omega t^T x + \phi_\omega)$$

where $t$ is a random unit vector. This is a convenient target distribution as the integral of a sinusoid under a Gaussian is known analytically:

$$\int_x \sin(\omega t^T x + \phi_\omega) \mathcal{N}(\mu, \Sigma) = \sin(\omega t^T \mu + \phi_\omega) \exp \left( -\frac{\omega^2}{2} t^T \Sigma t \right)$$
The capability for exact integration of \( \int_x m_T(x)f(x)dx \) ensures that no additional variance is introduced in plots; all variance is due to the selection of the components \( q \). In general this integral can be computed with MC methods or, in low enough dimensions, Gaussian quadrature.

In our experiments (Figures 3 and 4) we used \( N = 100 \) sinusoidal components in \( f(x) \), and calculated bias using \( T = 5,000 \) components thinned from 4 MCMC chains of length 50,000. To calculate variance, we subsampled \( T = 10 \) components from these chains, and computed variance over these random instantiations of \( m_{10}(x) \). The NUTS samples over \( x \) treated as ground truth derive from 4 chains of length 1,000,000. Because variance scales like \( 1/T \), we estimated variance for other values of \( T \) simply by scaling the variance from the \( T = 10 \) case. We chose \( T = 30 \) (scaling variance from \( T = 10 \) by a factor of \( 1/3 \)) for the plots using the banana distribution in the main paper because this gave roughly equal magnitude to the variance of NUTS and the bias of ADVI, which makes the effects of the trade-off between them most pronounced. In Figure B.1 we chose \( T \) separately for each problem using the same strategy.

## C DETAILED COMPARISON TO PRIOR WORK

<table>
<thead>
<tr>
<th>Author (Year)</th>
<th>Component parameters</th>
<th>Component family</th>
<th>Auxiliary Optimization</th>
<th>Time; Space Complexity</th>
<th>Recovers Sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jaakkola and Jordan [1998]</td>
<td>optimized</td>
<td>mean field</td>
<td>minor</td>
<td>( O(T^2); O(T) )</td>
<td>( T \to \infty )</td>
</tr>
<tr>
<td>Salimans et al. [2015] &quot;Bridging the Gap&quot;</td>
<td>sampled (implicit)</td>
<td>flexible</td>
<td>NN optimization (k steps)</td>
<td>( O(kT^2); O(T) )</td>
<td>unknown</td>
</tr>
<tr>
<td>Gershman et al. [2012] &quot;Nonparametric VI&quot;</td>
<td>optimized</td>
<td>Guassian</td>
<td>none</td>
<td>( O(T^2); O(T) )</td>
<td>( T \to \infty )</td>
</tr>
<tr>
<td>Zobay [2014] &quot;VI with Gaussian Mixtures&quot;</td>
<td>optimized</td>
<td>Gaussian</td>
<td>none</td>
<td>( O(T^2); O(T) )</td>
<td>( T \to \infty )</td>
</tr>
<tr>
<td>Guo et al. [2016], Miller et al. [2017] &quot;Boosting VI&quot;</td>
<td>optimized</td>
<td>flexible</td>
<td>none</td>
<td>( O(T^2); O(T) )</td>
<td>no</td>
</tr>
<tr>
<td>Nalisnicky and Smyth [2017] &quot;Stein Mixtures&quot;</td>
<td>optimized</td>
<td>flexible</td>
<td>none</td>
<td>( O(T^2); O(T)^* )</td>
<td>( T \to \infty )</td>
</tr>
<tr>
<td>Yin and Zhou [2018] &quot;SIVI&quot;</td>
<td>sampled (implicit)</td>
<td>Gaussian*</td>
<td>NN optimization (k steps)</td>
<td>( O(kT^2); O(T)^* )</td>
<td>unknown</td>
</tr>
<tr>
<td>Acerbi [2018] &quot;VBMC&quot;</td>
<td>optimized</td>
<td>Gaussian</td>
<td>fit GP (k steps)</td>
<td>( O(kT^2); O(T) )</td>
<td>no</td>
</tr>
<tr>
<td>Ours</td>
<td>sampled (closed-form)</td>
<td>Gaussian*</td>
<td>none</td>
<td>( O(T); O(T)^* )</td>
<td>( \lambda \to 1 )</td>
</tr>
</tbody>
</table>

Table C.1: Comparison of our proposed algorithm to a number of existing methods that, in some way or another, use a mixture of “simple” component distributions for approximate inference. **Component parameters**: how are the parameters of the individual mixture components chosen? In terms of minimizing bias and variance, it is best to jointly optimize the location of all \( T \) components together. The approach of Salimans et al. [2015] and Yin and Zhou [2018] is similar to ours in that mixture components are stochastically sampled, though ours is the only stochastic method for which we have the mixing distribution \( \psi(\theta) \) explicitly in closed form. **Component family**: what is the allowable form of \( q(x; \theta) \)? Methods marked “Gaussian” (including ours) are in principle applicable to a wider class of distributions, but so far only demonstrated empirically using Gaussian mixtures. **Auxiliary optimization**: are there additional parameters of the inference process itself that need to be fit or optimized at inference-time? The advantage of our method is that, since we derived \( \psi(\theta) \) in closed form, we can begin sampling from it immediately without further optimizations. **Time; Space Complexity**: Note that all methods for which component parameters are “optimized” incur a \( O(T^2) \) cost in time complexity, since the optimal location of each component depends on the location of other components. Methods that require auxiliary optimization (such as training a neural network or NN) incur additional runtime costs. Methods marked \( O(T)^* \) space-complexity can in principle be “streamed,” in which case they use constant \( O(1) \) space. **Recovers sampling**: some methods “look like” sampling (unbiased and with narrow components) only in the \( T \to \infty \) limit, which is infeasible given \( O(T^2) \) time complexity. Ours is the only method we know of for which sampling-like behavior can be recovered, independent of \( T \), by setting \( \lambda = 1 \).
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Figure B.1: Bias/variance decomposition across many random $f$s (all with $\alpha = -1.5$) for additional test problems, plotted in the same format as Figure 3d-f. Each row corresponds to a different inference problem. We chose $T$ separately for each problem such that the variance of NUTS and bias of ADVI were of similar orders of magnitude. **mix laplace** is the 1D mixture of two Laplace distributions shown in Figure 2 of the main paper. **cigar** is a 2D Gaussian with a correlation of 0.99, oriented along the $y = x$ axis. **garch11**, **eight_schools**, and **arK** refer to problems taken from posteriordb [Magnusson et al., 2021]. **lasso regression** is a regression problem with 30 regressors and a double-exponential (Laplace) prior on each regression weight. We report the variance of ADVI using all default settings, which fails to converge reliably for this problem, and hence has significant variance. Optimizing the ADVI settings for this problem could potentially result in much lower variance.