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Abstract

Deep generative models have seen a dramatic improvement in recent years, due to the use of alternative losses based on perceptual assessment of generated samples. This improvement has not yet been applied to the model class of probabilistic circuits (PCs), presumably due to significant technical challenges concerning differentiable sampling, which is a key requirement for optimizing perceptual losses. This is unfortunate, since PCs allow a much wider range of probabilistic inference routines than main-stream generative models, such as exact and efficient marginalization and conditioning. Motivated by the success of loss reframing in deep generative models, we incorporate perceptual metrics into the PC learning objective. To this aim, we introduce a differentiable sampling procedure for PCs, where the central challenge is the non-differentiability of sampling from the categorical distribution over latent PC variables. We take advantage of the Gumbel-Softmax trick and develop a novel inference pass to smoothly interpolate child samples as a strategy to circumvent non-differentiability of sum node sampling. We initially hypothesized, that perceptual losses, unlocked by our novel differentiable sampling procedure, will elevate the generative power of PCs and improve their sample quality to be on par with neural counterparts like probabilistic auto-encoders and generative adversarial networks. Although our experimental findings empirically reject this hypothesis for now, the results demonstrate that samples drawn from PCs optimized with perceptual losses can have similar sample quality compared to likelihood-based optimized PCs and, at the same time, can express richer contrast, colors, and details. Whereas before, PCs were restricted to likelihood-based optimization, this work has paved the way to advance PCs with loss formulations that have been built around deep neural networks in recent years.

Keywords: Pre-registration, Machine Learning, Generative Models, Probabilistic Circuits

1. Introduction

The central task of approximating data-generating distributions by means of probabilistic models has experienced impressive improvements with the advent of deep learning. However, when considering the in-depth novelties that underlie the corresponding advancements,
it seems that several improvements are independent of the neural network and its parameters. The neural architecture of encoders and decoders involved in state-of-the-art deep generative models is predominantly shared among methods. Instead, it could be argued that major achievements were an immediate result of iterative stages of reframing the optimization and the particular employed objectives.

For instance, for natural images, the initial sampled generation on the basis of denoising auto-encoders (Bengio et al., 2013) (DAE), or variational inference in neural networks (Graves, 2011; Kingma and Welling, 2013) (VAE), was rapidly improved upon with the inclusion of a min-max objective that learns to separate real from fake data in a discriminator of a generative adversarial network (GAN) (Goodfellow et al., 2014). The latter approach, promoted to emphasize a “perceptual” measure over pixel values, has then been brought back into a hybrid VAEGAN model (Larsen et al., 2016). Subsequently, several concurrent realizations of adversarial training have argued that an encoder-decoder is sufficient to formulate a min-max adversarial objective (Ulyanov et al., 2018; Huang et al., 2018), without the presence of an extra discriminator. The loop has seemingly been closed with the proposal of the perceptual auto-encoder (Zhang et al., 2020), linking advancements back to the original neural starting point. Orthogonal developments have simultaneously improved generation quality through the addition of autoregressive sampling steps (Gulrajani et al., 2017; Chen et al., 2017) and losses motivated from a perspective of optimal transport with the incorporation of Wasserstein distances (Arjovsky et al., 2017; Tolstikhin et al., 2018).

Motivated by this evolution of deep generative models, we posit that the prevalence of (deep) neural networks is not primarily due to the nature of their neural architectural design and computational operations, but rather from objectives that directly relate samples from the approximated distribution to ground-truth data instances, in an attempt to introduce perceptual metrics into training. To date, the latter practice is absent from tractable probabilistic model alternatives, such as the family of probabilistic circuits (PCs) (Darwiche, 2002, 2003; Hoifung and Pedro, 2011; Rahman et al., 2014; Kisa et al., 2014; Vergari et al., 2020), which focus their training efforts on maximum likelihood estimation (MLE). Despite these models having a crucial advantage of providing general and computationally efficient inference, a large scale demonstration of their generative modeling capabilities comparable to their neural network counterparts still remains open. Our paper’s central hypothesis is that the perceived gap to neural networks can be bridged and probabilistic circuits provide an equally adequate alternative, if their objective is posed from an analogous perspective. That is, we introduce to PCs a formulation of objectives over samples from the approximated distribution and ground-truth instances.

To gather experimental evidence in support of our hypothesis, we propose to introduce differentiable sampling into PCs. This provides the currently missing component required for flexible loss formulation to include similarity measures between samples and data. Therefore, we present a novel differentiable sampling procedure for PCs, which provides continuous approximations to the non-differentiable operations in the standard sampling procedure. Finally, an evaluation of PCs on methods such as probabilistic auto-encoding (Kingma and Welling, 2013), adversarial training (Goodfellow et al., 2014), and maximum mean discrepancy optimization (Gretton et al., 2012) will be enabled.
2. Related Work

Probabilistic circuits (PCs) are a set of expressive probabilistic models that provide exact and tractable inference for a wide range of probabilistic queries. Well-known representatives of PCs are arithmetic circuits (Darwiche, 2002, 2003), cutset networks (Rahman et al., 2014), probabilistic sentential decision diagrams (Kisa et al., 2014), and sum-product networks (SPNs) (Hoifung and Pedro, 2011). PCs are graphical models which connect a set of random variables (RVs), modeled in leaf nodes, by repeatedly and hierarchically assuming independence between RVs (product node) and building convex mixtures over these local independencies (sum node). For our purpose, we concentrate on SPNs, although the findings of this work will be equally applicable to every member of PCs. SPNs constrain their graphs to be smooth, i.e. all children of a sum node must have equal scope, in other words, the distribution they encode should be defined over the same set of RVs. Moreover, SPNs are decomposable, i.e. all children of a product node must have pairwise disjoint scope. These constraints allow for efficient marginalization and conditioning routines, providing great representational power and efficiency for probabilistic queries. Recent work on the computational efficiency (Shah et al., 2020; Sommer et al., 2021), and specialized SPN structures such as EinsumNetworks (Peharz et al., 2020) and LibSPN (Pronobis et al., 2017), leverage modern GPU architectures to further scale SPN model complexity and reduce the gap to deep neural networks in terms of model capacity.

SPN parameters, i.e. sum node weights and leaf node distribution parameters, are optimized by means of maximum likelihood estimation. To date, SPNs cannot make use of flexible formulations of optimization objectives that include perceptual loss terms involving the generated samples. In contrast, due to the continuous nature of the way deep neural components are arranged, the generation of samples in deep probabilistic models admits direct formulation of objectives \( L(x, x^*) \) in the input domain, where \( x \) is a data instance and \( x^* \) is a sample generated by the model.

2.1. Flexible Loss Formulations in Neural Networks

As an early example, the generalization of denoising auto-encoders in Bengio et al. (2013) has formulated the denoising procedure from a probabilistic perspective. That is, given a data instance \( x \), a noisy sample \( \tilde{x} \sim C(\tilde{x} | x) \) is generated from a corruption process \( C \) and the expected value of \( -\log P_\theta(x | \tilde{x}) \), a reconstruction loss, is then minimized. A variational inference approach to auto-encoding has been suggested in Kingma and Welling (2013). Here, a variational approximation \( q_\theta(z | x) \), encoded through the parameters of a neural network, serves as the approximation to the true posterior \( p(z | x) \). A lower bound on the data likelihood \( p(x) \), consisting of a reconstruction error between the data instance and a reconstruction \( x^* \sim p(x | z) \) from the decoder, and a negative Kullback-Leibler divergence term that represents the distance between the variational posterior and a typically isotropic Gaussian prior \( p(z) = \mathcal{N}(0, 1) \), are optimized jointly with the help of a reparametrization trick.

A different strategy has been proposed by Goodfellow et al. (2014) who construct a min-max game objective. The introduced model consists of two components i.e. a generator \( G \), generating samples, and a discriminator \( D \), that discerns whether an input is generated by \( G \) (fake) or whether it is a true data instance (real) by incorporating a perceptual loss on the
quality of samples generated by $G$. The objectives are formulated such that $D$ maximizes its accuracy, whereas $G$ is pushed to generate samples that fool $D$, thus, reducing its accuracy. Since the sample generation by $G$ and the fake-real discrimination by $D$ are differentiable, the two components can be trained in an end-to-end fashion, allowing for direct optimization of perceived sample quality.

Therefore, a crucial component seems to be differentiability in sample generation, which is still missing from PC formulations. In this work, we address this challenge and thus bring a broader set of optimization objectives to PCs, similar to the one found in deep neural models. In Section 3, we first summarize the parts of the standard sampling in PCs that break differentiability and then continue to propose a novel procedure that permits gradient flow from model samples to parameters, therefore, making PCs amenable to the aforementioned flexible loss formulations.

2.2. Complementary Advances

Whereas the previous section has highlighted the role of differentiability in sampling and the consequent possibilities of flexible loss formulations as a key element of sample quality improvements, there naturally exist other avenues that have lead to further advances in recent years. For example, sophisticated data-augmentation techniques have been proposed and are commonly employed in practice. To name a few, geometric transformations, color space augmentations, image mixing, random erasing, feature space augmentation, all lead to respective model performance boosts, as summarized in several timely surveys (Shorten and Khoshgoftaar, 2019; Feng et al., 2021; Wen et al., 2021). Although interesting, these are fully complementary to perceptual loss formulations and the concept under investigation in this work. Therefore, the additional inclusion of these auxiliary efforts should be inspected in separate future work.

Another line of recent concurrent work are diffusion models (Kingma et al., 2021; Song et al., 2021; Ho et al., 2020). The latter sample by reversing a gradual noising process and, regarding sample quality, have been shown to be on par with GANs (Dhariwal and Nichol, 2021). Whereas diffusion models are conceptually different, we argue that they can also be perceived as a fundamental way of re-framing the optimization objective from a perceptual point of view, i.e. learning to produce a slightly less noisy $x_{t-1}$ from $x_t$ until reaching a final sample $x_0$.

3. Method

To gain comparable benefits from employing perceptual loss quantities as deep neural models do, we hypothesize that permitting gradient flow during sample generation w.r.t. the model parameters can elevate PCs to similar data generation quality as deep neural models.

3.1. Sampling in Sum-Product Networks

Sampling in SPNs is performed in a top-down fashion by starting at the root node, descending into either all of its children, in the case of a product node, or one of its children, in the case of a sum node. When a leaf node is reached, the distribution modeled by that
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\[ S_i \sim \text{Cat}(w_S) \]

\[ N^* = \text{ch}(S)[i] \]

\[ x^* \sim N^*_i \]

\[ x \sim (x_1, \ldots, x_k), \quad x_i \sim N_i, \forall N_i \in \text{ch}(S) \]

\[ x^* = y^T \cdot x \]

Figure 1: Computation graphs for the 1(a) standard and the 1(b) differentiable sampling procedure in an SPN sum node $S$. Gray nodes indicate non-differentiable operations which break the gradient flow on the path $w_S \rightarrow x^*$. Using the Gumbel-Softmax Trick combined with smooth child interpolation, we are able to construct a computation path $w_S \rightarrow x^*$, which consists of only smooth functions, allowing gradient computation $\partial x^*/\partial w_S$ between the generated sample $x^*$ and the sum node parameters $w_S$ using the chain-rule.

leaf node is sampled. The particular sampling procedures for sum and product nodes are defined in the following.

Product nodes in SPNs are decomposable and, thus, have children with pairwise non-overlapping scopes. Therefore, the sampling procedure for a product node $P$ simply requires to sample from all of its children $\text{ch}(P)$, i.e. $x^* = \{x \sim N | \forall N \in \text{ch}(P)\}$. Figure 1(a) depicts the sampling procedure for a sum node $S$ sampling procedure as a computation graph. Interpreting the sum node weights $w_S = \{w_{S,N} | N \in \text{ch}(S)\}$ as categorical probabilities, we first sample from a categorical distribution $i \sim \text{Cat}(w_S)$, where $i$ is used as an index to obtain the sampled sum node child $N^*_i = \text{ch}(S)[i]$ and we finally obtain the actual sample $x^* \sim N^*_i$.

The sum node sampling steps break differentiability in two points as highlighted in Figure 1(a). The first operation is the drawing from a categorical distribution, which is not differentiable due to its discrete nature. The second issue arises when obtaining the sampled child node $N^*$ by indexing the set of all children $\text{ch}(S)$ which is a discrete operation. Indexing prohibits gradients w.r.t. the index itself, thus, breaking differentiability. In the following, we explain how to tackle these challenges and formulate a differentiable sampling procedure for SPNs.
3.2. Differentiable Sampling in Sum-Product Networks

To leverage differentiability during sampling in SPNs, we propose a novel sampling procedure that differs from the standard sampling procedure in two ways. We first replace the discrete categorical sampling in sum nodes by a continuous approximation, making use of the well-known Gumbel-Softmax Trick (Jang et al., 2017; Maddison et al., 2017). Then, we perform smooth interpolation of sum node children to overcome the discretization introduced by indexing a single child.

Gumbel-Softmax Trick  Let \( z \) be a categorical variable with probabilities \( \pi_1, \ldots, \pi_k \), the Gumbel-Max trick allows us to draw samples \( z \) from a categorical distribution \( z = \text{arg max}_i \{ \log (\pi_i) + g_i \} \), with gumbel distributed noise \( g_i \sim \text{Gumbel}(0, 1) \). To relax the discretization introduced by the arg max operation, Jang et al. (2017) have proposed to use the softmax function as a continuous, differentiable approximation to arg max, leading to a \( k \)-dimensional sample vector \( y \) in the simplex \( \Delta^{k-1} \) where \( y = \text{softmax}((\pi + g)/\tau) \). The temperature \( \tau \) controls the approximation precision. As \( \tau \) goes towards zero, the Gumbel-Softmax Distribution (Jang et al., 2017) converges to the categorical distribution with probabilities \( \pi_i \). For \( \tau > 0 \), the Gumbel-Softmax distribution is smooth and has a well-defined gradient \( \partial y_i / \partial \pi_i \) with respect to its parameters \( \pi_i \).

Smooth Child Interpolation  For the sake of simplicity, let us first explore the issue of discretization induced by child node indexing for the case when \( \tau \to 0 \). After applying the Gumbel-Softmax Trick, sampling from a sum node \( S \) results in a one-hot encoded vector \( y \) with \( y_i = 1 \) at exactly one position (the sampled child node index) and \( y_j = 0 \) for all \( j \neq i \). Let’s assume a scenario in which we have already sampled from all children of \( S \), i.e. we have a vector \( x^* = (x^*_1 \sim N_1, \ldots, x^*_k \sim N_k)^T \). In the conventional non-differentiable perspective, we are now required to index this vector with the sampled index \( i \). Due to the one-hot encoding of the vector \( y \), we can perform the dot-product between \( x^* \) and \( y \) to obtain an interpolation between all samples \( (x^*_1, \ldots, x^*_k)^T \cdot y = x^*_i \). In the general case of \( \tau > 0 \), then, the dot product will result in a mixture over all possible child samples. Each child sample contributes to the final sample according to the sampled mixture weight \( y_i \).

The computation graph of the differentiable sampling procedure is shown in Figure 1(b). Alternatively, we can also use the Straight-Through Gumbel Estimator (Jang et al., 2017) by discretizing \( y \) with arg max in the forward pass, but use the continuous approximation \( \nabla \pi z \approx \nabla \pi y \) in the backward pass.

Although this sampling procedure is differentiable, it is not identical to the sampling from the corresponding categorical distribution for \( \tau > 0 \). This leads to a trade-off during parameter learning, where small \( \tau \) results in almost one-hot encoded samples and gradients with high variance, and large \( \tau \) leads to smooth samples with low gradient variance. To allow for stable training, the temperature \( \tau \) can either be annealed or learned as a parameter, which can be interpreted as entropy regularization (Szegedy et al., 2016; Pereyra et al., 2017). In this case, the Gumbel-Softmax distribution adaptively adjusts the “confidence” of the samples during the training process (Jang et al., 2017).

Moreover, by creating these smooth top-down evaluations through the network graph using the Gumbel-Softmax Trick, whereas out of scope for the investigation of this work, it is now possible to further consider variance reduction techniques to deal with discrete...
distributions in differentiable programs, such as REBAR (Tucker et al., 2017), wake-sleep algorithms (Hinton et al., 1995), or REINFORCE (Williams, 1992).

4. Experimental Protocol

Our experimental protocol is devised to demonstrate the effectiveness of our contributions, namely, the introduced differentiable sampling for PCs to enable flexible objectives. Our main hypothesis is that PCs equipped with the latter can be on par with deep neural models like GANs and VAEs in sample generation. For this purpose, we leverage the implementation of PCs by Peharz et al. (2020), where we implement our proposed method, Section 3.1, to take advantage of the flexible loss formulations as seen in neural networks and investigate their impact in PCs. The source code is released at https://github.com/ml-research/differentiable-sampling-pc. Given that this is uncharted territory for PCs, as previous works did not prioritize perceived image sample quality, our focus is to investigate SPNs with differentiable sampling in the following three concrete settings.

4.1. Flexible Loss Experiments

1. Adversarial Training

   We adopt the min-max optimization objective of GANs (Goodfellow et al., 2014):

   $$\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{\text{data}}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_z(z)} [\log (1 - D(G(z)))] .$$

   In our case, the generator $G$ is an SPN $S_G$ and the second term of the objective becomes the expectation over samples drawn from $S_G$: $\mathbb{E}_{x \sim S_G(x)} [\log (1 - D(x))]$. The discriminator $D$ can be either: 1) The generator SPN $S_G$ itself, similar in spirit to adversarial training with introspection (Huang et al., 2018), 2) a separate, discriminative, SPN $S_D$ (Gens and Domingos, 2012), 3) another arbitrary model, e.g. a neural network. We then compare the sample quality with the original GAN, where $G$ and $D$ are modeled by a neural network. For a fair comparison, we will also use the discriminative SPN with the neural generator.

2. Maximum Mean Discrepancy

   We train SPNs by using and minimizing the Maximum Mean Discrepancy (Gretton et al., 2012) distance:

   $$\text{MMD}^2(x, y) = \frac{1}{(n/2)} \sum_{i \neq j} k(x_i, x_j) - \frac{2}{n(n/2)} \sum_{i \neq j} k(x_i, y_j) + \frac{1}{(n/2)} \sum_{i \neq j} k(y_i, y_j) ,$$

   as proposed in MMD-GANs (Li et al., 2017). The core idea is to employ the kernel two-sample test, denoted by $k$ in above equation, instead of a discriminator with the goal of minimizing the distance between the target and the estimated distributions. In our evaluation, we contrast against MMD-GAN (Li et al., 2017) and employ adversarially learned kernels for both, the MMD-GAN and the SPN.

3. Probabilistic Auto-Encoding

   We extend SPNs by explicitly modeling the distribution of the latent space, similar to VAEs. That is, we learn an SPN $S(x, z)$ over the joint of the input $x$ and some latent space variables $z$ via auto-encoding. Given a data point $x_i \sim p_{\text{data}}(x)$, we compute its latent representation with the most probable explanation.
\[ z_i = \arg \max_i S(z_i \mid x_i) \]. Then, we generate its reconstruction by sampling \( \hat{x}_i \sim S(x_i \mid z_i) \).

We compare the results with a VAE (Kingma and Welling, 2013) that has a Gaussian prior. For a fair comparison, we also model the SPN latent variables \( z \) as Gaussians.

### 4.2. Fair Experiment and Evaluation Protocol

We analyze the above three loss formulations and their respective comparison with neural networks on four commonly investigated image datasets: MNIST (LeCun et al., 1998), CIFAR-10 (Krizhevsky and Hinton, 2009), SVHN (Netzer et al., 2011), and CelebA (Liu et al., 2015). For each dataset we will use their default data splits for train, test, and validation sets and employ preprocessing, i.e. ensuring zero mean and unit variance for each feature across the dataset. Furthermore, for each proposed experiment we will also compare with a baseline SPN, optimized purely using maximum likelihood. As SPNs and deep neural networks deviate in their model structure, we practice particular caution to warrant a fair comparison that provides conclusive evidence with respect to our postulated hypothesis. For each experiment, we will perform five randomly seeded runs to measure statistical deviations. Specifically:

**Optimization** We use Adam (Kingma and Ba, 2015) as the optimization algorithm in all models. Since the aforementioned loss objectives are novel territory for SPNs, we conduct a grid-search over a discrete set of learning rates and the stochasticity induced by mini-batch size using a separate validation set. The same process is conducted for the neural counterparts. A set of hyper-parameters is then selected individually for each model to assure an adequate operating point.

**Metrics** For evaluation purposes we primarily employ the predominant Fréchet inception distance (FID). However, this metric is known to suffer from minor perturbation and resolution changes (Borji, 2019). Therefore, we also analyze the generative power of each model by training a separate classifier on the corresponding generations, and we assess its classification performance on the original test sets. For the auto-encoding setting, we will further report the reconstruction losses.

**Model Capacity** To keep the comparison between original models and the SPN variants fair, we employ the same amount of parameters for each model in direct comparisons.

**Data Efficiency and Convergence** Since deep neural networks and PCs have fundamentally different structures, they may have different data efficiency and convergence rate. For this purpose, we evaluate the aforementioned losses and metrics under the lens of different amounts of training instances available for optimization. In addition, to further underline the fairness w.r.t. the arguments in the previous points on optimization and metrics, we also test all models at different points over the course of training, in order to assess generation quality at potentially different convergence speeds.

**Ablation** Since the Gumbel-Softmax Trick exposes an additional hyper-parameter, i.e. the temperature \( \tau \), we will perform an ablation study between constant, annealed, and interactively learned temperature values. We perform this study on CIFAR-10 for each of the investigations in Section 4 with a fixed learning rate and mini-batch size, to keep the number of experiments practical.
5. Results

In the following, we report the results of SPNs trained and evaluated on MNIST (28 × 28), SVHN (32 × 32), CIFAR (32 × 32), and CelebA (64 × 64). We abbreviate the different optimization objectives as follows: log-likelihood maximization as LL, adversarial training as ADV, maximum mean discrepancy training as MMD, and probabilistic auto-encoding training as PAE. For each experiment, we use a random binary tree structure for the SPN with depth $D = 4$, number of repetitions $R = 10$, number of sum node and leaf node representations per random variable at each layer $K = 20$ and Binomial leaves with $N = 255$. To sample differentiably from Binomials, we approximate the Binomial distribution $B(N, p)$ with a Gaussian distribution $N(\mu, \sigma)$ with $\mu = Np$ and $\sigma = Np(1 - p)$ and apply the well-known reparametrization trick.

To understand the generative capabilities of each model, we visualize samples of all datasets, drawn from the SPN optimized with the respective objective in Table 1. We further evaluate the FID and KID scores on the CelebA test split against 10,000 samples from each objective in Table 2. For the full grid-search results over learning-rate $\in \{0.1, 0.01, 0.001\}$ and batch-size $\in \{64, 128, 256\}$ between all datasets and all objectives, we refer the reader to Appendix A.

**Adversarial Training** The adversarial objective leads to samples of higher degrees of saturation and contrast, compared to LL-based samples. Even though on CelebA (Table 1, second row, fourth column) some faces are sampled twice, the general diversity between faces is much higher than those sampled with the LL optimized SPN. However, FID and KID scores are higher for the ADV objective (FID: 420.6 ± 24.3, KID: 0.55 ± 0.06) compared to the LL objective (FID: 273.4 ± 13.9, KID: 0.24 ± 0.02). On SVHN and CIFAR (Table 1, second row, second and third column), the LL-based SPN generates washed-out samples, whereas the ADV objective can generate samples that are richer in terms of features and colors. On MNIST (Table 1, second row, first column), the ADV setting is prone to mode collapse (see also different hyper-parameter combinations in Figure 1 of Appendix A).

**Maximum Mean Discrepancy** The SPN optimized with the MMD objective can generate samples with higher brightness on MNIST (Table 1, third row, first column), showing clearer boundaries between the white digit pixels and the black background, compared to the LL objective. Similarly, whereas facial details on CelebA (Table 1, third row, fourth column) are not as detailed as with other objectives, we can observe a richer variation in colors than the more average-looking ones from the LL or the PAE objective. On CelebA, the MMD objective achieves an FID score of 353.5 ± 5.7 and a KID score of 0.43 ± 0.02. Unfortunately, we were not able to reproduce any stable results of MMD-GAN Li et al. (2017) with the official implementation.

**Probabilistic Auto-Encoding** The PAE objective can generate distinguishable digits on MNIST (Table 1, fourth row, first column) and approach the sample quality of CelebA faces compared to the LL objective with slightly fewer variations (Table 1, fourth row, fourth column). The FID and KID scores of the PAE objective come close to that of the vanilla VAE on CelebA: 354.2 ± 19.2 (PAE) compared to 316.3 ± 0.9 (VAE) for FID and 0.35 ± 0.02 (PAE) compared to 0.33 ± 0.1 (VAE). The probabilistic auto-encoding setting was further evaluated by measuring the reconstruction loss (as binary cross-entropy between
<table>
<thead>
<tr>
<th></th>
<th>MNIST</th>
<th>SVHN</th>
<th>CIFAR</th>
<th>CelebA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LL</td>
<td><img src="ll_images" alt="Images" /></td>
<td><img src="ll_images" alt="Images" /></td>
<td><img src="ll_images" alt="Images" /></td>
<td><img src="ll_images" alt="Images" /></td>
</tr>
<tr>
<td>ADV</td>
<td><img src="adv_images" alt="Images" /></td>
<td><img src="adv_images" alt="Images" /></td>
<td><img src="adv_images" alt="Images" /></td>
<td><img src="adv_images" alt="Images" /></td>
</tr>
<tr>
<td>MMD</td>
<td><img src="mmd_images" alt="Images" /></td>
<td><img src="mmd_images" alt="Images" /></td>
<td><img src="mmd_images" alt="Images" /></td>
<td><img src="mmd_images" alt="Images" /></td>
</tr>
<tr>
<td>PAE</td>
<td><img src="pae_images" alt="Images" /></td>
<td><img src="pae_images" alt="Images" /></td>
<td><img src="pae_images" alt="Images" /></td>
<td><img src="pae_images" alt="Images" /></td>
</tr>
</tbody>
</table>

Table 1: SPN samples on four different datasets after training with the maximum likelihood (LL), adversarial training (ADV), maximum mean discrepancy (MMD), and probabilistic auto-encoding (PAE) objectives.
Table 2: FID and KID scores on CelebA (lower is better). DNN indicates a deep neural model. The likelihood objective is only available to SPNs. We were not able to reproduce stable MMD-GAN results (†) with the official implementation (Li et al., 2017).

<table>
<thead>
<tr>
<th></th>
<th>FID</th>
<th></th>
<th>DNN</th>
<th></th>
<th>KID</th>
<th></th>
<th>DNN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LL</td>
<td>273.4 ± 13.9</td>
<td>-</td>
<td></td>
<td>0.24 ± 0.02</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ADV</td>
<td>420.6 ± 24.3</td>
<td>358.1 ± 1.3</td>
<td></td>
<td>0.55 ± 0.06</td>
<td>0.39 ± 0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MMD</td>
<td>353.5 ± 5.7</td>
<td>†</td>
<td></td>
<td>0.43 ± 0.02</td>
<td>†</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PAE</td>
<td>354.2 ± 19.2</td>
<td>316.3 ± 0.9</td>
<td></td>
<td>0.35 ± 0.02</td>
<td>0.33 ± 0.01</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Auto-encoding reconstruction error measured with the binary cross-entropy between pixels as sum over all pixels and mean over all images on the test splits of the respective datasets for SPNs trained in the PAE setting and vanilla VAEs.

<table>
<thead>
<tr>
<th>Model</th>
<th>MNIST</th>
<th>SVHN</th>
<th>CIFAR</th>
<th>CelebA</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPN</td>
<td>606.1 ± 44.2</td>
<td>2644.6 ± 423.7</td>
<td>4006.3 ± 1180.4</td>
<td>10945.4 ± 1493.0</td>
</tr>
<tr>
<td>VAE</td>
<td>75.3 ± 0.1</td>
<td>1817.9 ± 0.6</td>
<td>1807.7 ± 0.1</td>
<td>6352.1 ± 0.5</td>
</tr>
</tbody>
</table>

Gumbel-Softmax Temperature Ablation Study The continuous approximation of the categorical sampling in sum nodes using the Gumbel-Softmax Trick introduces a temperature parameter $\tau$ that controls the softmax entropy. The choice of $\tau$ is a trade-off during parameter learning, where larger values of $\tau$ leads to smoother interpolations between child samples with low gradient variance and lower values of $\tau$ result in almost one-hot encoded child samples and high gradient variance. We evaluate the influence of the Gumbel-Softmax Temperature for all objectives with three schedules: A constant $\tau \in \{0.05, 0.5, 1.0\}$, an annealed $\tau = \max(0.5, \exp(-\frac{\text{current epoch}}{\text{max epochs}}))$ that starts at $\tau = 1.0$ and decays until $\tau = 0.5$, and a learned $\tau$ that is jointly optimized with the model parameters during training.

We train an SPN with each objective with each schedule for $\tau$ on CelebA and visualize their samples in Table 4. For a constant value of $\tau = 0.05$ that approximates a high samples uniqueness (i.e. less interpolation between child samples and closer to the argmax
<table>
<thead>
<tr>
<th>$\tau$</th>
<th>ADV</th>
<th>MMD</th>
<th>PAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td>0.5</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td>1.0</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td>annealed</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
<tr>
<td>learned</td>
<td>![Image]</td>
<td>![Image]</td>
<td>![Image]</td>
</tr>
</tbody>
</table>

Table 4: Image reconstruction error of an SPN trained with the GAN, MMD, and PAE objective with different settings for $\tau$. Values of 0.05, 0.5, and 1.0 provide a constant schedule, the “annealed” schedule anneals the value with $\tau = \max(0.5, \exp(-\text{current\_epoch}/\text{max\_epochs}))$, proposed in Jang et al. (2017), and “learned” jointly learns $\tau$ with the model parameters during the training.
operation), all objectives generate noisy samples. When balancing the interpolation and the uniqueness of child samples with $\tau = 0.5$, the different objectives produce colorful samples with a higher variance. For $\tau = 1.0$, the PAE objective visually improves over $\tau = 0.5$ slightly, which could be attributed to the fact, that the PAE objective leads to more average looking samples in most settings (see also hyper-parameter grid-search results in Appendix A). For the MMD objective, the constant $\tau = 1.0$ setting generates more washed-out samples with less saturation. Interestingly, the annealed and the learned schedule result in similar sample fidelity for all objectives. The ADV objective appears to generate stable results for larger $\tau$, independent of constant, annealed or learned schedules.

5.1. Results on Synthetic Data

To further understand the previous results, we now analyze the model distributions learned with the ADV and MMD objectives on well known synthetic datasets and compare it to the standard SPN setting with the LL objective as an addition to the initial experimental protocol outlined in Section 4. Note, that we exclude the PAE setting from these experiments, as an encoding from the two to one-dimensional space will, in the optimal case, only be a reduction to the axis with the highest variance from which we will not be able to recover a meaningful two-dimensional representation anymore. The following experiments are performed with an SPN that consists of a single sum root node and $K$ product child nodes that themselves have two Gaussian leaf nodes, one for each dimension. This is equivalent to a bi-variate Gaussian Mixture Model with isotropic Gaussians and $K$ components. We construct the following six synthetic two-dimensional datasets: 2-clusters, a dataset with two Gaussian clusters with isotropic covariance ($K = 2$); varied, a datasets with three Gaussian clusters with isotropic covariance but varying standard deviations ($K = 3$); aniso, a dataset with three Gaussian with full covariance ($K = 30$); 9-clusters, a dataset with nine equal Gaussian isotropic clusters arranged in a $3 \times 3$ grid ($K = 9$); 2-moons, a dataset consisting of two half-moon shaped clusters that are slightly intertwined ($K = 50$); 2-circles, a dataset consisting of an inner and outer circle with different radii ($K = 30$).

We visualize the SPN model distribution of the LL, ADV, and MMD objectives learned on each of the six datasets in Table 5. All objectives can capture the data distribution of 2-clusters. Increasing the data complexity by intersecting clusters and changing their variance in varied leads to minor deviations from the true data distributions for the ADV objective, whereas the MMD objective seems not to put not enough weight on the third cluster with the highest variance. On aniso, the ADV objective can model the three cluster modes but is less precise at approximating the non-isotropic cluster shape with multiple smaller Gaussians. The MMD objective does not converge on any mode of aniso. Whereas the LL objective can match each cluster in 9-clusters with one child (although one cluster is weighted too high), the ADV objective distribution only covers some of the outer clusters and the MMD objective cannot distinguish between the single clusters and rather distributes most of its density across the full grid. For the 2-moons and 2-circles the LL objective can approximate the non-linear data distribution by enumeration (like filling an arbitrary surface with small circles), whereas the ADV objective mostly collapses on the upper half-moon in 2-moons and the outer circle in 2-circles. Similar to the 9-clusters results, the MMD objective is
<table>
<thead>
<tr>
<th>Data</th>
<th>LL</th>
<th>ADV</th>
<th>MMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-clusters</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
</tr>
<tr>
<td>varied</td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>aniso</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="image9" alt="Image" /></td>
</tr>
<tr>
<td>9-clusters</td>
<td><img src="image10" alt="Image" /></td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
<tr>
<td>2-moons</td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
<td><img src="image15" alt="Image" /></td>
</tr>
<tr>
<td>2-circles</td>
<td><img src="image16" alt="Image" /></td>
<td><img src="image17" alt="Image" /></td>
<td><img src="image18" alt="Image" /></td>
</tr>
</tbody>
</table>

Table 5: SPN distributions on different synthetic two-dimensional datasets with varying difficulty, learned by optimizing the LL, ADV, and MMD objectives. We adapt the number of components, modeled by the SPN, as follows: 2-clusters $K = 2$, varied $K = 3$, aniso $K = 30$, 9-clusters $K = 9$, 2-moons $K = 50$, circles $K = 30$. 
Table 6: Stable and failure modes of the vanilla GAN and VAE models. The GAN model can become unstable when the number of steps between discriminator updates is too high and falls into mode collapse when the stochasticity induced by the batch-size is too low. The VAE model can become unstable when the reconstruction error is weighted too high or run into mean collapse issues when the KL-divergence is weighted too high.

6. Findings

Our results in Section 5 have shown that differentiable sampling in PCs is indeed hard. For now, the initial research hypothesis, that perceptual losses, unlocked by our novel differentiable sampling procedure, will elevate the generative power of PCs and improve their sample quality, could not be fully confirmed. Whereas we were unable to elevate the perceptual quality just yet, the results demonstrated throughout our experiments showcase that the generated samples can have similar sample quality compared to likelihood-based optimized PCs, while at the same time expressing richer contrast, colors, and details. Therefore, it is important to highlight that our results showcase that it is possible to optimize PCs with differentiable sampling and thus allow the use of arbitrary loss functions. Whereas prior to this work, PCs were restricted to likelihood-based optimization, we have now paved the way for PCs to be opened up to a variety of loss formulations that have been built around deep neural networks in recent years.
During the experimental phase, we further observed situations that actually closely relate to the failure modes of the vanilla versions of GANs and VAEs. Training procedures in the ADV setting sometimes either do not converge or quickly collapse such that the generator does not receive any meaningful signal anymore. Although these issues are mostly addressed in modern formulations of these models, it is easy to reproduce those failure modes in their initial versions, as shown in Figure 6, where the GAN model can become unstable when the number of steps between discriminator updates is too high and falls into mode collapse when the stochasticity induced by the batch-size is too low. Similarly, the VAE model can become unstable when the reconstruction error is weighted too high or runs into mean collapse issues when the KL-divergence is weighted too high. Hence, modern GAN and VAE formulations often now work with the help of further less obvious advances and many finicky implementation details, that seem to positively influence the optimization stability. To a similar degree, we found late in the experimental phase, that replacing Gaussian leaves with the Binomial leaves and a Gaussian approximation for differentiable sampling as described in Section 5 vastly improved our results. Consequently, we acknowledge having perhaps underestimated the necessary engineering efforts that have gone into GANs and VAEs in recent years. However, we are cautiously optimistic that similar tricks can be found or adapted from deep neural networks to improve PC optimization with objectives based on differentiable sampling and as a result further improve perceived sample quality.

We additionally want to highlight, that the FID and KID evaluations performed on the CelebA dataset do not reflect the subjective sample quality of Figure 1. We suspect the problem to be a combination of the well-known issues with FID (Borji, 2019) and its susceptibility to a range of factors such as image artifacts, compression rates, and re-scaling algorithms, as well as the fact that the produced samples in all cases are generally not of a quality level at which an FID and KID comparison is meaningful. We therefore raise caution of making comparisons between results based on the reported FID and KID results.

**Future Work** Whereas the results show that differentiable sampling in PCs is harder than expected, the main takeaway message of this work is that PCs seem to be at a stage where deep neural networks have been in their early days. Our experiments have shown, that PCs with the corresponding objectives sometimes fall into similar pitfalls as their vanilla deep neural counterparts. As was necessary for deep neural networks, we also expect that for each objective a specific and more in-detail investigation is necessary and will result in new optimization settings, loss combinations, and tricks that will help PCs to be more stable and lead to further improvements. Therefore, we suggest further examining how the investigated objectives behave when combined with pre-training the PC via likelihood maximization as a good initialization, as well as training the respective objective jointly with likelihood maximization, similar to how VAEs incorporate both, the reconstruction and the KLD objective. Furthermore, the fact that our finding of a Gaussian approximation of Binomial leaves improves over direct Gaussian leaves highlights the fact, that the choice of leaves during differentiable sampling plays an important role and requires further inspection.

7. **Documented Modifications**

During our experimental phase, we found that a small subset of the initially planned evaluations were not appropriate or did not contribute additional insight anymore. In the
following, we enumerate evaluation protocol modifications and provide our reasoning for
the decision:

**Updated abstract** We adapted the abstract to reflect the additional insights that were
gained after performing the experimental phase.

**Added KID score and focus FID and KID on CelebA** We further added the KID score as suggested in Li et al. (2017) and focused the FID and KID evaluation on CelebA.

**Included synthetic dataset evaluations** To further understand the objective optimization behavior, we decided to additionally investigate the objectives in synthetic two-dimensional data settings that are well understood.

**Focus on neural discriminator** Whereas the ADV objective with a neural discriminator
turned out to be harder than expected, we found no setting in which a discriminative
SPN as discriminator leads to stable training. Therefore, we decided that this setting needs
further in-depth investigation on its own.

**Classifier, data efficiency, and convergence speed analysis** Given the current room
for improvement at the existing scale, we argue that it is somewhat futile to investigate
scenarios with even less data or fewer training steps for SPNs. However, during our ex-
periments, we also realized that this is not in disagreement with the conjecture that SPN
may or may not be more efficient in direct comparison with their neural counterparts for
the problems at hand. In fact, as specified earlier, the encountered challenges seem to be
shared with the original VAE and GAN formulations, suggesting that the complexity and
data efficiency analysis should be postponed to even further improved implementations,
similar to the very recent advances in the respective deep neural generators. In that sense,
our question remains open for future analysis, to be revisited in scenarios that have achieved
a larger scale first.
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Appendix A. Hyper-Parameter Grid-Search Results

In addition to the reported results and analysis of the different objectives in the main manuscript, we conduct a grid-search over the learning rates (lr) and the stochasticity induced by mini-batch sizes (bs) using the validation set for all datasets and each objective respectively. Specifically, we train an SPN with binary-tree structure and $K = 20$, $R = 10$, $D = 4$, Binomial leaves, the annealed Gumbel-Softmax temperature schedule with the Adam optimizer for 30 epochs schedule with each objective. We visualize the sample quality for all combinations of $lr \in \{0.001, 0.010, 0.100\}$ and $bs \in \{64, 128, 256\}$ for MNIST in Table 7, for SVHN in Table 8, for CIFAR in Table 9, and for CelebA in Table 10. The ADV and MMD setting further expose a separate learning rate hyper-parameter $lr_D$ for the discriminator (ADV) and the adversarially learned kernel encoder (MMD). Whereas it was sufficient to adopt the default learning rate of the vanilla GAN for the ADV discriminator ($lr_D = 0.0002$), the MMD kernel encoder learning rate was crucial to be adapted for each dataset. Therefore, we have extended the MMD grid-search by $lr_D \in \{0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001, 0.00005, 0.00001\}$ and found the following settings to be optimal: MNIST, $lr_D = 0.01$; SVHN, $lr_D = 0.005$; CIFAR, $lr_D = 0.005$; CelebA, $lr_D = 0.001$. 
<table>
<thead>
<tr>
<th>lr</th>
<th>bs</th>
<th>LL</th>
<th>ADV</th>
<th>MMD</th>
<th>PAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>64</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>0.010</td>
<td>64</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>0.100</td>
<td>64</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>0.001</td>
<td>128</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td>0.010</td>
<td>128</td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
<tr>
<td>0.100</td>
<td>128</td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td>0.001</td>
<td>256</td>
<td><img src="image25.png" alt="Image" /></td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
<td><img src="image28.png" alt="Image" /></td>
</tr>
<tr>
<td>0.010</td>
<td>256</td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
<td><img src="image31.png" alt="Image" /></td>
<td><img src="image32.png" alt="Image" /></td>
</tr>
<tr>
<td>0.100</td>
<td>256</td>
<td><img src="image33.png" alt="Image" /></td>
<td><img src="image34.png" alt="Image" /></td>
<td><img src="image35.png" alt="Image" /></td>
<td><img src="image36.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Table 7: Samples of an SPN trained on MNIST using the LL, ADV, MMD, and PAE objectives with a grid-search over learning rate (lr) and batch-size (bs) settings.
<table>
<thead>
<tr>
<th>lr</th>
<th>bs</th>
<th>LL</th>
<th>ADV</th>
<th>MMD</th>
<th>PAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>64</td>
<td><img src="image1" alt="Sample" /></td>
<td><img src="image2" alt="Sample" /></td>
<td><img src="image3" alt="Sample" /></td>
<td><img src="image4" alt="Sample" /></td>
</tr>
<tr>
<td>0.010</td>
<td>64</td>
<td><img src="image5" alt="Sample" /></td>
<td><img src="image6" alt="Sample" /></td>
<td><img src="image7" alt="Sample" /></td>
<td><img src="image8" alt="Sample" /></td>
</tr>
<tr>
<td>0.100</td>
<td>64</td>
<td><img src="image9" alt="Sample" /></td>
<td><img src="image10" alt="Sample" /></td>
<td><img src="image11" alt="Sample" /></td>
<td><img src="image12" alt="Sample" /></td>
</tr>
<tr>
<td>0.001</td>
<td>128</td>
<td><img src="image13" alt="Sample" /></td>
<td><img src="image14" alt="Sample" /></td>
<td><img src="image15" alt="Sample" /></td>
<td><img src="image16" alt="Sample" /></td>
</tr>
<tr>
<td>0.010</td>
<td>128</td>
<td><img src="image17" alt="Sample" /></td>
<td><img src="image18" alt="Sample" /></td>
<td><img src="image19" alt="Sample" /></td>
<td><img src="image20" alt="Sample" /></td>
</tr>
<tr>
<td>0.100</td>
<td>128</td>
<td><img src="image21" alt="Sample" /></td>
<td><img src="image22" alt="Sample" /></td>
<td><img src="image23" alt="Sample" /></td>
<td><img src="image24" alt="Sample" /></td>
</tr>
<tr>
<td>0.001</td>
<td>256</td>
<td><img src="image25" alt="Sample" /></td>
<td><img src="image26" alt="Sample" /></td>
<td><img src="image27" alt="Sample" /></td>
<td><img src="image28" alt="Sample" /></td>
</tr>
<tr>
<td>0.010</td>
<td>256</td>
<td><img src="image29" alt="Sample" /></td>
<td><img src="image30" alt="Sample" /></td>
<td><img src="image31" alt="Sample" /></td>
<td><img src="image32" alt="Sample" /></td>
</tr>
<tr>
<td>0.100</td>
<td>256</td>
<td><img src="image33" alt="Sample" /></td>
<td><img src="image34" alt="Sample" /></td>
<td><img src="image35" alt="Sample" /></td>
<td><img src="image36" alt="Sample" /></td>
</tr>
</tbody>
</table>

Table 8: Samples of an SPN trained on SVHN using the LL, ADV, MMD, and PAE objectives with a grid-search over learning rate (lr) and batch-size (bs) settings.
<table>
<thead>
<tr>
<th>lr</th>
<th>bs</th>
<th>LL</th>
<th>ADV</th>
<th>MMD</th>
<th>PAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>64</td>
<td><img src="image1" alt="Sample" /></td>
<td><img src="image2" alt="Sample" /></td>
<td><img src="image3" alt="Sample" /></td>
<td><img src="image4" alt="Sample" /></td>
</tr>
<tr>
<td>0.001</td>
<td>128</td>
<td><img src="image5" alt="Sample" /></td>
<td><img src="image6" alt="Sample" /></td>
<td><img src="image7" alt="Sample" /></td>
<td><img src="image8" alt="Sample" /></td>
</tr>
<tr>
<td>0.001</td>
<td>256</td>
<td><img src="image9" alt="Sample" /></td>
<td><img src="image10" alt="Sample" /></td>
<td><img src="image11" alt="Sample" /></td>
<td><img src="image12" alt="Sample" /></td>
</tr>
</tbody>
</table>

Table 9: Samples of an SPN trained on CIFAR using the LL, ADV, MMD, and PAE objectives with a grid-search over learning rate (lr) and batch-size (bs) settings.
Table 10: Samples of an SPN trained on CelebA using the LL, ADV, MMD, and PAE objectives with a grid-search over learning rate (lr) and batch-size (bs) settings.