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Abstract

Efficiency is a critical issue in UAV tracking because of the limitations of computing re-
sources, battery capacity, and maximum load of unmanned aerial vehicle (UAV). However,
deep learning (DL)-based trackers hardly achieve real-time tracking on a single CPU despite
their high tracking precision. To the contrary, discriminative correlation filters (DCF)-
based trackers have high efficiency but their precision is barely satisfactory. Despite the
precision is inferior, DCF-based trackers instead of DL-based ones are widely applied in
UAV tracking to trade precision for efficiency. This paper aims to improve the efficiency
of the DL-based tracker SiamFC++, in particular, for UAV tracking using the model com-
pression technique, i.e., rank-based filter pruning, which has not been well explored before.
Meanwhile, to combat the potential loss of precision caused by pruning we exploit disen-
tangled representation learning to disentangle the output feature of the backbone into two
parts: the identity-related features and the identity-unrelated features. Only the identity-
related features are used for subsequent classification and regression tasks to improve the
effectiveness of the feature representation. With the proposed disentangled representation
in pruning, we achieved higher precisions when compressing the original model SiamFC++
with a global pruning ratio of 0.5. Extensive experiments on four public UAV benchmarks,
i.e., UAV123@10fps, UAVDT, DTB70, and Vistrone2018, show that the proposed tracker
DP-SiamFC++ strikes a remarkable balance between efficiency and precision, and achieves
state-of-the-art performance in UAV tracking.

Keywords: UAV tracking; Filter pruning; Disentangled representation learning.

1. Introduction

Unmanned aerial vehicle (UAV) tracking plays an important part in various applications,
such as target following, counter-terrorism, border security, product deliveries, agriculture,
etc. Li et al. (2020b); Cao et al. (2021), which has attracted increasing attention recently.
However, UAV tacking confronts more formidable challenges compared with visual tracking
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(a) compared with popular DCF-based trackers

(b) compared with popular DL-based trackers

Figure 1: Our tracker DP-SiamFC++ can (a) perform real-time tracking with the highest
precision on a single CPU, (b) achieve the best speed (efficiency) using a deep-
learning architecture.

in general scenes. On the one hand, motion blur, extreme viewing angle, and scale changes
are ubiquitous in UAV tracking, which pose major challenges to the precision of the UAV
tracking algorithms; On the other hand, limited computing resources, battery capacity
limitations, low power consumption requirements, and UAV’s maximum load likewise pose
a big challenge to its efficiency Li et al. (2021, 2022); Wang et al. (2022); Wu et al. (2022).
As the efficiency is a fundamental issue in UAV tracking at the current technical level,
discriminative correlation filters (DCF)-based trackers instead of deep learning (DL)-based
ones are frequently adopted to trade precision for efficiency. Despite the tracking precision
of DCF-based trackers having been improved greatly, they still cannot match up to most
state-of-the-art DL-based trackers. Notwithstanding, DL-based trackers can hardly run at
real-time speed on a single CPU so far, hindering their deployment on UAVs. Very recently,
an efficient and effective deep tracker for UAV tracking was proposed in Cao et al. (2021),
which uses a lightweight backbone attending to efficiency and utilizes a hierarchical feature
transformer to fuse features of shallow and deep layers for robust representation learning.
Unfortunately, this tracker has not yet reached real-time tracking on a single CPU, while
striking a fair balance between efficiency and precision and demonstrating state-of-the-art
UAV tracking capabilities. However, it shows that an efficient, lightweight DL-based tracker
may be a viable alternative for DCF-based trackers in terms of efficiency and accuracy, which
motivated our work. Hopefully, we will achieve a real-time DL-based tracker running on a
single CPU without sacrificing precision of the uncompressed model.

Model compression is the most popular method utilized to deploy cutting-edge deep
networks on resource-constrained and low-power edge devices without significantly affecting
model accuracy. Prevalent methods include pruning, quantization, low-rank approximation,
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knowledge distillation Wang et al. (2021). It is unrealistic to expect a general model com-
pression method to compress any DL-based tracker to meet the real-time requirement and
obtain a satisfactory precision at the mean time. Therefore, the selection of DL tracker and
compression method is extremely important to achieve real-time yet high precision tracking
performance. SiamFC++ Xu et al. (2020), based on the efficient tracker SiamFC Bertinetto
et al. (2016), achieves cutting-edge precision and speed by including a regression branch and
a center-ness branch. Free from the need to introduce additional constraints and retain the
model, the rank-based filter pruning method Lin et al. (2020) is very straightforward and has
a fairly high training efficiency. The catch, however, is that the determination of layer-wise
pruning ratios is laborious and time-consuming. Using a global pruning ratio is an easy
way out of this, which, however, may impair the precision to a considerable degree. Con-
sidering recent advances in many tasks, e.g., face anti-spoofing Zhang et al. (2020), aspect
extraction Tai et al. (2021), 3D point cloud processing Xu et al. (2021), voice style trans-
fer Yuan et al. (2021), and fine grained categorization Dang et al. (2021), are attributed
to the disentangled representation learning, we exploit it to combat the loss of precision
when pruning the SiamFC++ Xu et al. (2020) with a global pruning ratio. Disentangled
representation learning is able to tease apart the identity-related and identity-unrelated in-
formation in the feature representation output by the backbone, providing a more effective
feature representation for downstream tasks considered here. Therefore, only the identity-
related feature is used for subsequent classification and regression tasks in our model. We
name the proposed method DP-SiamFC++ since our tracker is obtained by learning disen-
tangled representation in pruning the SiamFC++. Compared with the existing CPU- and
DL-based trackers, DP-SiamFC++ has achieved a significant balance between efficiency
and precision, and specially DP-SiamFC++ boosts the performance of the uncompressed
model, i.e., SiamFC++, in terms of both efficiency and precision, as illustrated in Fig. 1.
More specific, DP-SiamFC++ can run at 98.0 FPS on a single CPU and at 374.5 FPS on
a single GPU with the highest and near the highest precision in CPU-based and DL-based
trackers, respectively. Our contributions can be summarized as follows:

• Utilizing such model compression as rank-based filter pruning for UAV tracking has
not been well explored before, our work provides a fresh perspective to boost efficiency
and precision in UAV tracking.

• We propose the DP-SiamFC++ tracker that learns disentangled representation in
pruning. The proposed method can compress the SiamFC++ to about 50% of its
original model size and achieve 98.0 FPS on a single CPU, meanwhile maintaining
and even significantly boosting precision simultaneously.

• We evaluate the proposed method DP-SiamFC++ on four public UAV benchmarks.
Experimental results show that the proposed DP-SiamFC++ tracker achieves state-
of-the-art performance.
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2. Related Works

2.1. Visual Tracking

Modern trackers can be divided into DCF-based trackers and DL-based ones. MOSSE
Bolme et al. (2010) is the �rst DCF tracker to use the minimum output sum of squared
error �lter for tracking, and it comes with other versions Li et al. (2021, 2020a). In or-
der to achieve competitive performance with high e�ciencies, DCF-based trackers usually
adopt handcrafted features and are calculated in the Fourier domain. As e�ciency is a fun-
damental issue in UAV tracking, DCF-based trackers, therefore, was popular in the UAV
tracking community. However, DCF-based trackers struggle to retain robustness under
adverse conditions because of the limited representation ability of handcrafted features.

Deep learning for visual tracking has been proved to be very successful in recent years,
and has signi�cantly improved the tracking performance. SiamFC Bertinetto et al. (2016)
is the very early tracker where visual tracking is treated as a broad similarity-learning
issue and the Siamese network is used to quantify the similarity between target and search
images. Since then, many Siamese-like DL-based trackers have been developed. Recently,
SiamRPN++ Li et al. (2019), SiamBAN Chen et al. (2020) and DualTFR Xie et al. (2021)
use deeper architectures for the sake of further improving tracking precision. Unfortunately,
their tracking e�ciency has been sacri�ced to a large extent. In contrast, SiamFC++'s
lightweight backbone and its e�ective quality assessment branch for classi�cation make it
a simple yet powerful framework. However, its CPU speed seems farfetched to meet strict
real-time requirements (i.e., with a speed of� 30 FPS), in spite of its excellent GPU speed.
In this paper, we aim to improve the e�ciency of SiamFC++ while maintaining its precision
as much as possible for real-time UAV tracking Xu et al. (2020) using model compression
and disentangled representation learning.

2.2. Filter Pruning

Pruning is divided into weight pruning and �lter pruning, which is a commonly used neural
network compression technology. Weight pruning usually removes neurons or weights, but
is di�cult to achieve acceleration on general-purpose hardware Blalock et al. (2020). Filter
pruning is much easier to achieve considerable speed-up since it removes entire �lters or
channels Lin et al. (2020). The pruning ratio is used to indicate how many weights to
remove, and there are usually two ways to decide the pruning ratio(s). One is a prede�ned
global ratio or multiple layer-wise ratios. The other is to adjust the pruning rate indirectly,
such as the pruning method based on regularization. However, the second way requires a
lot of engineering tweaks in order to achieve speci�c ratios Wang et al. (2020). The pruning
criterion is used to determine which weights to prune. For �lter pruning, the commonly used
criteria take in Frobenius norm or sparsity of the �lter response and the scaling factor of the
Batch Normalization layer Wang et al. (2021). Finally, in order to clarify the change rule of
network sparsity from zero to target number, namely pruning scheduling, we also provide
two typical options Wang et al. (2021): (1) a single step (one-shot), then �ne adjustment (2)
alternate progressive pruning and training. The incremental approach may be better than
the one-time approach because there is more training time, but the latter is more e�cient
because it eliminates the need to design complex training strategies.
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Figure 2: An illustration of the proposed DP-SiamFC++ method. Bottom left shows how
rank-based �lter pruning is applied to one convolutional layer.

So far, �lter pruning remains an unresolved issue. An e�ective and e�cient �lter pruning
approach was recently proposed in Lin et al. (2020). It takes the rank of the feature map-
ping of each layer as the pruning criterion and directly schedules the pruning process in the
one-shot way without introducing additional constraints or retraining, which greatly sim-
pli�es the pruning process. However, it is laborious and time-consuming to determine the
layering pruning rate in this method. To solve this problem, we recommend using a global
pruning rate in this work. Furthermore, to combat the precision drop, we utilize disentan-
gled representation to tease apart the identity-related and identity-unrelated information in
the feature representation output by the backbone, seeking to improve the e�ectiveness of
feature representation for our tracking task. Hopefully, this may compensate the precision
drop caused by model compression.

2.3. Disentangled Representation Learning

Disentangled representation is a kind of distributed feature representation that improves
model performance by identifying and disentangling latent explanatory factors in the ob-
served data. In a disentangled representation, information about an individual factor value
can be readily accessed and is robust to changes in the input that do not a�ect this factor
Dang et al. (2021). In recent years, learning to solve a down-stream task from a disen-
tangled representation has shown great success in many tasks. For instance, Zhang et al.
Zhang et al. (2020) used disentangled representation learning to disentangles an image into
a liveness feature and a content feature, and the former was further used for classi�cation.
Yuan et al. Yuan et al. (2021) proposed a zero-shot voice transfer method via disentan-
gled representation learning, in which each input voice is disentangled into two separated
low-dimensional features in the embedding space, encoding speaker-related style and voice
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content, respectively. Considering that each seed word's representation should have di�er-
ent latent semantics and be distinct when it represents a di�erent aspect, Tai et al. Tai et al.
(2021) used an aspect-disentangled representation to model the distinct latent semantics
of each seed word. Xu et al. Xu et al. (2021) used disentangled representation learning
to dynamically disentangle point clouds into the contour and at part of 3D objects by
which they were able to capture and re�ne the holistic and complementary 3D geometric
semantics from the two disentangled components. Dand et al. Dang et al. (2021) used disen-
tangled representation learning to disentangle the �ne-grained visual feature into two parts:
identity-related features and identity-unrelated features, in which only the identity-related
features were used for the �nal classi�cation.

The above examples well justify that disentangled representation learning is helpful to
disentangle task-related features from a latent representation to get more e�ective feature
representation, thus improving models' e�ectiveness in solving speci�c tasks. In this work,
we make the �rst attempt to utilize disentangled representation learning for UAV tracking.

3. Proposed Method

3.1. DP-SiamFC++ Overview

The proposed DP-SiamFC++ consists of a backbone, a disentangled representation module,
a neck and a head network. As illustrated in Fig. 2, the template branch and the search
branch share the same backbone network� (�) and take the target patch Z and the search
patch X as input. The output features of the backbone are fed into the disentangled rep-
resentation module, where they are disentangled by two separate encoders, i.e.,E1 and E2,
into two parts: identity-related features and identity-unrelated features. In training phase,
the disentangled features will be concatenated and then put into a decoder to get recon-
structed features, which combined with the original one form a mean squared error (MSE)
loss along with the similarity loss enforcing the same target to has close identity-related fea-
ture representation at di�erent frames and losses in the classi�cation and regression heads to
supervise the training. Only the identity-related features are used for subsequent classi�ca-
tion and regression tasks in order to improve the e�ectiveness of the feature representation.
Speci�cally, the identity-related features from the template branch and the search branch
are adjusted in the neck and then coupled with cross-correlation, which are �nally fed into
the classi�cation and regression heads. The coupled features are formulated by:

f l (Z; X ) = E2( l (� (Z ))) ? E2( l (� (X ))) ;  l 2 f  cls ;  reg g; (1)

where ? denotes the cross-correlation operation,E2 represents the encoder for identity-
related feature embedding, and cls(�) and  reg(�) denote the task-speci�c layer for classi-
�cation and regression, respectively, whose output are of the same size. The classi�cation
branch, with output being Ocls

h� w� 2, is used to predict the category for each location, while
the regression branch, with output being Oreg

h� w� 4 (w and h denote the width and height,
respectively), is to calculate the target bounding box at this point. Ocls

h� w� 2(i; j; :) is a
2D vector representing the foreground and background scores of the location (i; j ), while
Oreg

h� w� 4(i; j; :) is a 4D vector representing the distances from the corresponding location to
the four sides of the bounding box. A center-ness branch, with output beingOcen

h� w� 1, is
in parallel with the classi�cation branch to assess classi�cation qualities, which is �nally
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used to reweight the classi�cation scores. The pipeline of our DP-SiamFC++ is similar to
that of SiamFC++. The main di�erence lies in the pruned feature maps determined by
�lter pruning and the disentangled representation module proposed to keep and even boost
tracking performance, which will be detailed in the following subsection.

3.2. Disentangled Representation in Filter Pruning

Let's denote the i -th (1 6 i 6 K ) convolutional layer C i of SiamFC++ by WC i =
f wi

1; wi
2; :::; wi

m g 2 Rn i � n i � 1 � k i � k i , where ni indicates the number of �lters in C i , ki de-
notes the kernel size, and thej -th �lter is wi

j 2 Rn i � 1 � k i � k i . We denote the output feature
maps of the �lters by OC i = f oi

1; oi
2; :::; oi

m g 2 Rn i � g� h i � wi , where oi
j 2 Rg� h i � wi is related

to wi
j , the number of input images by g, the height and width of the feature maps by hi

and wi , respectively. The rank-based �lter pruning, as illustrated at the bottom left of Fig.
2, is formulated as the following objective function:

min
� i;j

KX

i =1

n iX

j =1

� i;j EI � P ( I ) [R(oi
j (I ))] ; s:t

n iX

j =1

� i;j = np
i ; (2)

whereI denotes an input image that follows the distribution P(I ), np
i represents the number

of �lters to be pruned in C i . � i;j 2 f 0; 1g indicates whether the �lter wi
j is pruned, � i;j = 1

if it is, otherwise � i;j = 0. R(�), as a measure of information richness, computes the rank
of a feature map. Empirical evidence shows that the expectation of ranks connected to a
single �lter is insensitive to the input images Lin et al. (2020), on the ground of which Eq.
(2) is approximated by

min
� i;j

KX

i =1

n iX

j =1

� i;j

gX

t =1

R(oi
j (I t )) ; s:t

n iX

j =1

� i;j = np
i ; (3)

where t indexes the input images. Eq. (3) is easily minimized by pruningnp
i �lters with

the least average rank of feature maps.
The performance of the classi�cation and the regression tasks in the tracker strongly

depends on the extracted feature by the backbone. However, identity-related and identity-
unrelated information is entangled in the feature representation. Hence, the latter could be
a discriminate cue for classi�cation and regression during training, degrading the generaliza-
tion ability of the model. Therefore, we propose to learn to disentangle the identity-related
features from the identity-unrelated ones in an unsupervised manner. The disentangled rep-
resentation module is integrated to achieve a disentangled representation for classi�cation
and regression after the �lter pruning is completed. The module consists of an encoder-
decoder network architecture with carefully designed loss functions, as shown in Fig. 2.
The encoder is comprised of two sub-encoders, namely,E1 and E2, splitting the backbone
feature f into two parts, namely, identity-unrelated fu and identity-related f r features:

fu = E1(f); f r = E2(f): (4)

These two features are expected to fully describef since they can be decoded back to the
original feature through the decoderD :

~f = D(f r ; fu ): (5)
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Reconstruction Loss. The reconstructed ~f should be close to the original backbone
feature f. Hence, the reconstruction loss, de�ned by the MSE loss, is to punish the di�erences
between~f and f, which is de�ned as follow,

L rcons =


 ~f � f





2

2
= kD(f r ; fu ) � fk2

2 : (6)

Identity Similarity Loss. Suppose the templateZ and Z 0 have the same identity, i.e.,
representing the target at di�erent frames. Then the two corresponding identity-related
featuresE2(� (Z )) and E2(� (Z 0)) should be as close as possible for the purpose of classi�ca-
tion. So we use the MSE loss to de�ne the identity similarity loss to punish the di�erences
between the two identity-related features, which is formulated by

L Idsim = kE2(� (Z )) � E2(� (Z 0))k2
2 : (7)

Classi�cation, Regression and Centerness Loss. We now de�ne the loss functions for
learning the classi�cation and regression tasks. Let (x0; y0) and (x1; y1) represent the left-
top and right-bottom coordinates of the ground truth bounding box, and ( x; y) correspond
to the spatial location ( i; j ) on Oreg

h� w� 4, then the regression target t̂ (i;j ) = f t̂k
(i;j )g

3
k=0 at

Oreg
h� w� 4(i; j; :) is de�ned by

t̂0
( i;j ) = l̂ = x � x0; t̂1

( i;j ) = t̂ = y � y0;

t̂2
( i;j ) = r̂ = x1 � x; t̂3

( i;j ) = b̂ = y1 � y:
(8)

The loss for regression is de�ned as follows

L reg =
1

P
i;j I (t̂ ( i;j ) )

X

i;j

I (t̂ ( i;j ) )L IoU (Oreg
h� w � 4(i; j; :); t̂ ( i;j ) ); (9)

whereL IoU indicates the IoU loss as in Yu et al. (2016),I (�) is the indicator function de�ned
by:

I (t̂ ( i;j ) ) =
�

1 if t̂k
( i;j ) > 0; k = 0 ; 2; 2; 3

0 otherwise:
(10)

Denote the centerness score at (i; j ), i.e., Ocen
h� w� 1(i; j ), by c(i; j ) as follows,

c(i; j ) = I (t̂ ( i;j ) ) �

s
min (l̂; r̂ )

max(l̂; r̂ )
�

min (t̂; b̂)

max(t̂; b̂)
: (11)

Then the centerness loss is de�ned by

L cen =
� 1

P
i;j I (t̂ ( i;j ) )

X

I ( t̂ ( i;j ) )==1

c(i; j ) � log(Ocen
h� w � 1(i; j ))

+(1 � c(i; j )) � log(1 � Ocen
h� w � 1(i; j )) :

(12)

The overall loss for training PD-SiamFC++ is:

L = L cls + � 1L reg + � 2L cen + � 3L rcons + � 4L Idsim ; (13)

where L cls is the cross-entropy loss for classi�cation, � 1, � 2, � 3, and � 4 are prede�ned
constants to balance the losses.
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3.3. Pruning Schedule

The pipeline of pruning is as follows: First, calculate the average rank of the feature map of
any �lter in each layer to obtain the rank sets f Ri gK

i =1 = ff r i
1; r i

2; :::; r i
n i

ggK
i =1 . Second, each

set Ri is sorted in decreasing order, ending up with�Ri = f r i
si

1
; r i

si
2
; :::; r i

si
n i

g, where si
j is the

index of the j -th top value in Ri . Third, conduct �lter pruning according to a prede�ned
global pruning ratio � , after which Ri turns to R̂i = f r i

si
1
; r i

si
2
; :::; r i

si
n̂ i

g, n̂i = ni � np
i and inte-

grate the disentangled representation module to obtain the DP-SiamFC++ model. Finally,
the �lters maintained are initialized with the original weights, and the parameters in the
disentangled representation module are randomly set, before DP-SiamFC++ is �netuned.

4. Experiments

4.1. Experiment Settings

Four challenging UAV benchmarks, i.e., UAV123@10fps Mueller et al. (2016), DTB70 Li
and Yeung (2017), UAVDT Du et al. (2018) and Vistrone2018 Wen et al. (2018) are used to
conduct our experiment. UAV123@10fps is created by reducing the original 30FPS UAV123
benchmark to 10FPS, and it is designed to investigate the e�ect of camera capture speed
on tracking performance. DTB70 is made up of 70 UAV sequences that largely address the
issue of extreme UAV motion. UAVDT is primarily used for vehicle tracking in a variety
of weather situations, altitudes, and camera perspectives. Vistrone2018 is from a challenge
held in conjunction with the European conference on computer vision (ECCV2018) that
focuses on evaluating tracking algorithms on drones.

Our encoder-decoder network is a typical CNN in which an encoder consists of a stride-
2 convolutional layer followed by a Batch Normalization and a Leaky ReLU layer and
the decoder is built from a transposed convolution, a Batch Normalization and a Leaky
ReLu layer. All evaluation experiments are carried out on a PC equipped with i9-10850K
processor (3.6GHz), 16GB RAM, and an NVIDIA TitanX GPU. The global pruning ratio
of our DP-SiamFC++ is set to 0.5. The � 1, � 2, � 3, and � 4 (Eqn. 13) are set to 1.0, 1.0,
0.05, and 0.01 in all experiments. Other parameters follow SiamFC++ Xu et al. (2020).
Code is available on:https://github.com/PD-SiamFCpp/-PD-SiamFCpp .

4.2. Comparison with DCF-based Trackers

Ten state-of-the-art trackers based on handcrafted features for comparison are: SAMF Li
and Zhu (2014), fDSST Danelljan et al. (2016), Staple-CA Mueller et al. (2017), BACF
Galoogahi et al. (2017), ECO-HC Danelljan et al. (2017), MCCT-H Wang et al. (2018),
STRCF Li et al. (2018), ARCF-HC Huang et al. (2019), AutoTrack Li et al. (2020b), and
RACF Li et al. (2021).

Quantitative evaluation: Fig. 3 shows the overall performance of DP-SiamFC++
with the competing trackers on the four benchmarks. As can be seen, DP-SiamFC++ out-
performed all other trackers by a wide margin on three benchmarks, i.e., UAV123@10fps,
DTB70 and UAVDT. Speci�cally, DP-SiamFC++ dramatically outperforms the second
tracker RACF in terms of precision1 and area under curve (AUC), with gains of (4.3%,

1. The precision metric in our experiment means distance precision at 20 pixels unless otherwise stated.
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