Abstract
Discovery of dynamical systems from data forms the foundation for data-driven modeling and recently, structure-preserving geometric perspectives have been shown to provide improved forecasting, stability, and physical realizability guarantees. We present here a unification of the Sparse Identification of Nonlinear Dynamics (SINDy) formalism with neural ordinary differential equations. The resulting framework allows learning of both “black-box” dynamics and learning of structure preserving bracket formalisms for both reversible and irreversible dynamics. We present a suite of benchmarks demonstrating effectiveness and structure preservation, including for chaotic systems.
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1. Introduction
A number of scientific machine learning (ML) tasks seek to discover a dynamical system whose solution is consistent with data (e.g. constitutive modeling Patel et al. (2020); Karapiperis et al. (2021); Ghnatios et al. (2019); Masi et al. (2021), reduced-order modeling Chen et al. (2021); Lee and Carlberg (2021); Wan et al. (2018), physics-informed machine learning Karniadakis et al. (2021); Wu et al. (2018), and surrogates for performing optimal control Alexopoulos et al. (2020)). A major challenge for this class of problems is the preservation of both numerical stability and physical realizability when performing out of distribution inference (i.e. extrapolation/forecasting). Unlike traditional ML for e.g. image/language processing tasks, engineering and science models pose strict requirements on physical quantities to guarantee properties such as conservation, thermodynamic consistency and well-posedness of resulting models Baker et al. (2019). These structural constraints translate to desirable mathematical properties for simulation, such as improved numerical stability and accuracy, particularly for chaotic systems Lee et al. (2021); Trask et al. (2020).

While so-called physics-informed ML (PIML) approaches seek to impose these properties by imposing soft physics constraints into the ML process, many applications require structure preservation to hold exactly; PIML requires empirical tuning of weighting parameters and physics properties hold only to within optimization error, which typically may be large Wang et al. (2020); Rohrhofer et al. (2021). Structure-preserving machine learning has emerged as a means of designing architectures such that physics constraints hold exactly by construction Lee et al. (2021); Trask et al.
By parameterizing relevant geometric or topological structures, researchers obtain more data-efficient hybrid physics/ML architectures with guaranteed mathematical properties.

In this work we consider geometric structure preservation for dynamical systems Hairer et al. (2006); Marsden and Ratiu (1995). Reversible bracket formalisms (e.g. Hamiltonian/Lagrangian mechanics) have been shown effective for learning reversible dynamics Toth et al. (2019); Cranmer et al. (2020); Lutter et al. (2018); Chen et al. (2019); Jin et al. (2020); Tong et al. (2021); Zhong et al. (2021); Chen and Tao (2021); Bertalan et al. (2019), while dissipative metric bracket extensions provide generalizations to irreversible dynamics in the metriplectic formalism Lee et al. (2021); Desai et al. (2021); Hernández et al. (2021); Yu et al. (2020); Zhong et al. (2020). Accounting for dissipation in this manner provides important thermodynamic consistency guarantees: namely, discrete versions of the first and second law of thermodynamics along with a fluctuation-dissipation theorem for thermal systems at microscales. Training these models is however a challenge and leads to discovery of non-interpretable Casimirs (generalized entropy and energy functionals describing the system).

For $x(t) \in \mathbb{R}^n$ denoting the state of a system at time $t$, $f$ denoting a velocity with potentially exploitable mathematical structure, and $\Theta$ denoting trainable parameters, we consider learning of autonomous dynamics of the form

$$\frac{dx(t)}{dt} = f_{\Theta}(x).$$

We synthesize the Sparse Identification of Nonlinear Dynamics (SINDy) formalism Brunton et al. (2016) with neural ordinary differential equations (NODEs) Chen et al. (2018) to obtain a framework for learning dynamics. This sparse dictionary-learning formalism allows learning of either interpretable $f$ when learning “black-box” ODEs, or for learning more complicated bracket dynamics for $f$ which describe structure-preserving reversible and irreversible systems. Our main technical contributions include:

- a novel extension of SINDy into NODE settings, including a training strategy with L1 weight decay and pruning,
- the first application of SINDy with structure-preservation, including: black-box, Hamiltonian, GENERIC, and port-Hamiltonian formulations, and
- empirical demonstration on the effectiveness of the proposed algorithm for a wide array of dynamics spanning: reversible, irreversible, and chaotic systems.

2. Sparse Identification of Nonlinear Dynamics (SINDy)

The Sparse Identification of Nonlinear Dynamics (SINDy) method aims to identify the dynamics of interest using a sparse set of dictionaries such that

$$f_{\Theta}(x) = (\phi(x)^T \Xi)^T,$$

where $\Xi \in \mathbb{R}^{p \times n}$ is the coefficient matrix and $\phi(x) \in \mathbb{R}^{1 \times p}$ denotes a “library” vector consisting of candidate functions, e.g., constant, polynomials, and so on.

From measurements of states (and derivatives), we can construct a linear system of equations:

$$\dot{X} = \Phi(X) \Xi$$
where $X \in \mathbb{R}^{m \times n}$ and $\dot{X} \in \mathbb{R}^{m \times n}$ are collections of the states $x(t)$ and the (numerically approximated) derivatives $\frac{dx}{dt}$ sampled at time indices $\{t_1, \ldots, t_m\}$ such that

$$[X]_{ij} = x_j(t_i), \quad \text{and} \quad [\dot{X}]_{ij} = \frac{dx_j}{dt}(t_i).$$

A library, $\Phi(X) \in \mathbb{R}^{m \times p}$, consists of candidate nonlinear functions, e.g., constant, polynomial, and trigonometric terms:

$$\Phi(X) = \begin{bmatrix} 1 & X & \mathbb{P}_2(X) & \cdots & \cos(X) & \cdots \end{bmatrix},$$

where $\mathbb{P}_2$ is a function of the quadratic nonlinearities such that the $i$th row of $\mathbb{P}_2(X)$ is defined as, for example, with $n = 3$,

$$[\mathbb{P}_2(X)]_i^T = [x_1^2(t_i), x_1(t_i)x_2(t_i), x_1(t_i)x_3(t_i), x_2^2(t_i), x_2(t_i)x_3(t_i), x_3^2(t_i)].$$

Lastly, $\Xi \in \mathbb{R}^{p \times n}$ denotes the collection of the unknown coefficients $\Xi = [\xi_1, \ldots, \xi_n]$, where $\xi_i \in \mathbb{R}^p$, $i = 1, \ldots, n$ are sparse vectors.

Typically, only $X$ is available and $\dot{X}$ is approximated numerically. Thus, in SINDy, $\dot{X}$ is considered to be noisy, which leads to a new formulation:

$$\dot{X} = \Phi(X)\Xi + \eta Z,$$

where $Z$ is a matrix of independent identically distributed unit normal entries and $\eta$ is noise magnitude. To compute the sparse solution $\Xi$, SINDy employs either the least absolute shrinkage and selection operator (LASSO) Tibshirani (1996) or sequential threshold least-squares method Brunton et al. (2016). LASSO is an L1-regularized regression method and the sequential threshold least-squares method is an iterative algorithm which repetitively zeroes out entries of $\Xi$ and solves least-squares problems with remaining entries of $\Xi$.

### 3. Neural SINDy

The original SINDy requires the derivatives of the state variable either empirically measured or numerically computed. To avoid such requirement, we propose to use the training algorithm introduced in neural ordinary differential equations (NODEs) with L1 weight decay. In addition, we propose the magnitude-based pruning strategy to retain only the terms with significant contributions.

#### 3.1. Neural Ordinary Differential Equations

NODEs Chen et al. (2018) are a family of deep neural network models that parameterize the time-continuous dynamics of hidden states $x(t)$ using a system of ODEs:

$$\frac{dx(t)}{dt} = f_\Theta(x),$$

where $x(t)$ is a time-continuous representation of a state, $f_\Theta$ is a parameterized (trainable) velocity function, and $\Theta$ is a set of neural network weights and biases. NODEs allows a memory-efficient training via the adjoint-sensitivity method Pontryagin (1987), where the same idea of applying the adjoint method to inverse problems of imaging can be found in Oberai et al. (2003).
In the forward pass, given the initial condition \( x(0) \), a hidden state at any time index can be obtained by solving the initial value problem (IVP). A black-box time integrator can be employed to compute the hidden states with the desired accuracy:

\[
\tilde{x}(t_1), \ldots, \tilde{x}(t_m) = \text{ODESolve}(x(0), f_\Theta, t_1, \ldots, t_m).
\]

The model parameters \( \Theta \) are then updated with an optimizer, which minimizes a loss function measuring the difference between the output and the target variables.

**Dictionary-based parameterization**  As in the original SINDy formulation, we assume that there is a set of candidate nonlinear functions to represent the dynamics

\[
f_\Theta(x) = (\phi(x)^T \Xi)^T, \tag{1}
\]

where, again, \( \Xi \in \mathbb{R}^{p \times n} \) is a trainable coefficient matrix and \( \phi(x) \in \mathbb{R}^{p \times 1} \) denotes a library vector. In this setting, the learnable parameters of NODE become \( \Theta = \Xi \).

As presented in Sahoo et al. (2018), this parameterization can be seen as a multi-layer feed-forward neural network with hard-coded weights and particular nonlinear activations such as multiplication (e.g., \( z_1 z_2 \)), powers (e.g., \( z_1^2 \)), and so on. As a potential extension, those hard-coded weights can be modeled as learnable weights following Sahoo et al. (2018).

**Sparsity inducing loss: L1 weight decay (Lasso)**  To induce sparsity in \( \Xi \) we add an L1 weight decay to the main loss objective for the mean absolute error:

\[
\mathcal{L} = \frac{1}{n_{\text{train}}} \sum_{\ell=1}^{n_{\text{train}}} \sum_{i=1}^{m} \left\| x^{(\ell)}(t_i) - \tilde{x}^{(\ell)}(t_i) \right\|_1 + \lambda \left\| \Xi \right\|_1, \tag{2}
\]

where \( n_{\text{train}} \) denotes the number of training data instances (trajectories), and \( \left\| X \right\|_1 = \sum_{l,k} |[X]_{lk}| \).

**Pruning**  Taking linear combinations of candidate functions in Eq. (1) admits implementation as a linear layer, specified by \( \Xi \), which does not have biases or nonlinear activation. To further sparsify the coefficient matrix \( \Xi \), we employ the magnitude-based pruning strategy:

\[
|\Xi|_{lk} = 0 \quad \text{if} \quad |\Xi|_{lk} < \tau \tag{3}
\]

We find that pruning is essential to find the sparse representation of \( \Xi \) and will provide empirical evidence obtained from the numerical experiments. In next Section, we detail how we use the pruning strategy during the training process.

**Discussion**  Thanks to the computational formalism provided by NODEs, the proposed method exhibits several advantages over SINDy; neural SINDy is effective in identifying dynamics with measurements 1) collected at large time steps, 2) collected at irregular time steps, and 3) collected with (additive) noise. The capability of handling samples collected large and/or irregular time steps is naturally incorporated in the continuously-defined dynamics model as shown in Chen et al. (2018). Also, the proposed method is expected to be robust to additive noise due to its loss formulation (Eq. (2)), which is equivalent to finding maximum likelihood estimator (MLE) with Laplacian prior (Gaussian prior if mean squared error is considered). We provide experimental results in Section 6.3.
3.2. Training

We employ mini-batching to train the proposed neural network architecture. For each training step, we randomly sample $n_{\text{batch}}$ trajectories from the training set and then randomly sample initial points from the selected $n_{\text{batch}}$ trajectories to assemble $n_{\text{batch}}$ sub-sequences of length $\ell_{\text{batch}}$. We solve IVPs with the sample initial points, measure the loss (Eq. (2)), and update the model parameters $\Theta$ via Adamax. After the update, we prune the model parameters using the magnitude-based pruning as shown in (3). Algorithm 1 summarizes the training procedure.

4. Neural SINDy for structure-preserving parameterization

4.1. GENERIC structure-preserving parameterization

In the following, we present neural SINDy for a structure-preserving reversible and irreversible dynamics modeling approach. An alternative formalism for irreversible dynamics based on port-Hamiltonians is also presented in the next section.

**GENERIC formalism** We begin by reviewing the general equation for the nonequilibrium reversible–irreversible coupling (GENERIC) formalism.

In GENERIC, the evolution of an observable $A(x)$ is assumed to evolve under the gradient flow

$$\frac{dA}{dt} = \{A, E\} + [A, S],$$

where $E$ and $S$ denote generalized energy and entropy, and $\{\cdot, \cdot\}$ and $[\cdot, \cdot]$ denote a Poisson bracket and an irreversible metric bracket. The Poisson bracket is given in terms of a skew-symmetric Poisson matrix $L$ and the irreversible bracket is given in terms of a symmetric positive semi-definite friction matrix $M$,

$$\{A, B\} = \frac{\partial A}{\partial x} L \frac{\partial B}{\partial x}, \quad \text{and} \quad [A, B] = \frac{\partial A}{\partial x} M \frac{\partial B}{\partial x}.$$  

Lastly, the GENERIC formalism requires two degeneracy conditions defined as

$$L \frac{\partial S}{\partial x} = 0, \quad \text{and} \quad M \frac{\partial E}{\partial x} = 0.$$  

With the state variables $x = [q, p, S]^T$, the GENERIC formalism defines the evolution of $x$ as

$$\frac{dx}{dt} = L \frac{\partial E}{\partial x} + M \frac{\partial S}{\partial x}. \quad (4)$$

**Algorithm 1**: Neural SINDy training

Initialize $\Theta$

for $(i = 0; i < n_{\text{max}}; i = i + 1)$ do

\begin{itemize}
  \item Sample $n_{\text{batch}}$ trajectories randomly from $D_{\text{train}}$
  \item Sample initial points randomly from the sampled trajectories: $x_{s(r)}^{r}, s(r) \in [0, \ldots, m - \ell_{\text{batch}} - 1]$ for $r = 1, \ldots, n_{\text{batch}}$
  \item $\tilde{x}(t_1), \ldots, \tilde{x}(t_m) = \text{ODESolve}(x_{s(r)}^{r}, f_{\Theta}, t_1, \ldots, t_m), \text{for } r = 1, \ldots, n_{\text{batch}}$
  \item Compute the loss $L$ (Eq. (1))
  \item Update $\Theta$ via SGD
  \item Prune $\Theta$ based on the magnitude (Eq. (3))
\end{itemize}

end
Parameterization for GENERIC  Here, we review the parameterization technique, developed in Oettinger (2014) and further extended into deep learning settings in Lee et al. (2021). Compared to the settings in Lee et al. (2021), the parameterization technique we present in this paper is one specific instance of possible parameterizations; we assume that $L$ is known and $S$ is an observable state variable. First, we parameterize the total energy such as

$$E_{\theta_1}(q,p,S) = \langle \phi(q,p,S), \Xi \rangle^T,$$

with $\theta_1 = \Xi$. Then we parameterize the symmetric irreversible dynamics via the bracket

$$[A,B]_{\theta_2} = \zeta_{\alpha\beta,\mu\nu} \frac{\partial A}{\partial x_\alpha} \frac{\partial E_{\theta_1}}{\partial x_\beta} \frac{\partial B}{\partial x_\mu} \frac{\partial E_{\theta_1}}{\partial x_\nu},$$

where

$$\zeta_{\alpha\beta,\mu\nu} = \Lambda_{m}^{\alpha\beta} D_{mn}^{\nu} \Lambda_{\mu}^{n}.$$

The matrices, $\Lambda$ and $D$, are skew-symmetric and symmetric positive semi-definite matrices, respectively, such that

$$\Lambda_{\alpha\beta}^{m} = -\Lambda_{\beta\alpha}^{m}, \quad D_{mn} = D_{nm},$$

where the skew-symmetry and the symmetric positive semi-definiteness can be achieved by the parameterization tricks

$$\Lambda = \frac{1}{2}(\tilde{\Lambda} - \tilde{\Lambda}^T), \quad D = \tilde{D} \tilde{D}^T,$$

where $\tilde{\Lambda}$ and $\tilde{D}$ are matrices with learnable entries and, thus, $\theta_2 = [\tilde{\Lambda}, \tilde{D}]$.

With this parameterization, the irreversible part of the dynamics is given by

$$[x,S]_{\theta_2} = M_{\theta_2} \frac{\partial S}{\partial x} = \zeta_{\alpha\beta,\mu\nu} \frac{\partial E_{\theta_1}}{\partial x_\beta} \frac{\partial S}{\partial x_\mu} \frac{\partial E_{\theta_1}}{\partial x_\nu},$$

and, as a result, $f_\Theta$ is now defined as

$$f_\Theta = \{x, E_{\theta_1}\} + [x, S] = L \frac{\partial E_{\theta_1}}{\partial x} + M_{\theta_2} \frac{\partial S}{\partial x},$$

with $\Theta = [\theta_1, \theta_2]$.

Experiments  An example problem (with their reference mathematical formulations) considered is a damped nonlinear oscillator from Shang and Öttinger (2020): the ground truth equation can be written in the GENERIC formalism (Eq. (4)) with the following components:

$$L = \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad M = 0.04 \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & -p \\ 0 & -p & p^2 \end{bmatrix},$$

and

$$E(q,p,S) = \frac{p^2}{2} - 3 \cos(q) + S.$$

Alternatively, the equation can be written as

$${\dot{q}} = p,$$

$${\dot{p}} = -3 \sin(q) - 0.04p,$$

$$\dot{S} = 0.04p^2.$$
In the experiment, we assume that we have knowledge on $L$ and that the measurements on $S$ are available. That is, the nSINDy method with the GENERIC structure preservation seeks the unknown $M$ and $E$. In the following, we denote this method by nSINDy - GNN (GENERIC Neural Network). We generate 800 training trajectories, 160 validation trajectories, and 160 test trajectories with $\Delta t = 0.001$ and the simulation time $[0, 5.12]$; each trajectory starts with varying initial conditions. We use a dictionary consisting of polynomials and trigonometric functions:

$$\mathcal{P} = \{P_3(p, q, S), \cos(q), \sin(q), \cos(p), \sin(p), \cos(S), \sin(S)\},$$

where $\mathcal{P}_3(q, p, S) = \{1, q, q^2, q^3, q^2p, qp, q^2S, qS, qS^2, p, p^2, p^3, p^2S, pS, pS^2, S, S^2, S^3\}$.

We implement the proposed method in PYTHON 3.7.2 and PyTorch 1.9.0 Paszke et al. (2019). In all training, we use Adamax Kingma and Ba (2015) with an initial learning rate 0.01 and use
Parameterization | Ground truth | Identified
--- | --- | ---
nSINDy | $\dot{q} = p$ | $\dot{q} = 0.999622 p$
 | $\dot{p} = -3\sin(q) - 0.04 p$ | $\dot{p} = -2.8645 \sin(q) - 0.04001 p - 0.1340q + 0.0190q^4$
 | $\dot{S} = 0.04 p^2$ | $\dot{S} = 0.040081 p^2$
nSINDy - GNN | $E = 0.5p^2 - 3\cos(q) + S$ | $E_{th} = 0.500144p^2 - 2.999785 \cos(q) + 0.998375$

| Table 1: [GENERIC structure preservation] The equation names, the ground truth equations, and the identified equations by using nSINDy (non structure preserving parameterization) and nSINDy - GNN (GENERIC structure preserving parameterization).

exponential learning rate decay with the multiplicative factor, 0.9987. In the following experiments, we set the penalty weight as $\lambda = 10^{-4}$ and the pruning threshold as $\tau = 10^{-6}$. For ODESolve, we use the Dormand–Prince method (dopri5) Dormand and Prince (1980) with relative tolerance $10^{-7}$ and absolute tolerance $10^{-9}$ unless otherwise specified. Finally, $n_{max} = 300$. All experiments are performed on MACBOOK PRO with M1 CPU and 16 GB memory.

Table 1 reports the coefficients of the identified systems when nSINDy and nSINDy - GNN are used. With $n_{max} = 300$, nSINDy fails to correctly identify the system, whereas nSINDy - GNN identifies the exact terms correctly and computes the coefficients accurately. Figure 1 depicts the ground truth trajectory and the trajectory computed from the learned dynamics function (nSINDy - GNN). Figure 2 (left column) shows the advantages of using GENERIC structure preservation via plots of $\frac{dE}{dt}$ and $\frac{dS}{dt}$. The difference between structure-preserving and non-structure-preserving parameterization is shown dramatically in the plot of $\frac{dE}{dt}$; the structure-preserving one produces $\frac{dE}{dt} = 0$, whereas the non-structure-preserving one produces fluctuating values of $\frac{dE}{dt}$. We also test the black-box neural network parameterization of $E$ with an MLP: a fully-connected neural networks with 4 layers and 25 neurons in each layer, which we denote by nSINDy-NN. Figure 2 (right column) shows that the structure-preservation is being enforced by design (i.e., $\frac{dE}{dt} = 0$ and $\frac{dS}{dt} \geq 0$). However, nSINDy - NN is shown to be less effective in extrapolation compared to dictionary-based parameterization; training simulation time is 5.12 seconds while the test simulation time is 51.20 seconds. This observation is consistent with the results that will be presented in the later section, where we compare dictionary-based parameterization and black-box parameterization. Dictionary-based parameterization generalizes better as it is equivalent to imposing stronger inductive biases (i.e., dictionaries) to the model. We also report the relative training time of three different approaches, nSINDy, nSINDy-GNN, and nSINDy-NN; training nSINDy-GNN and nSINDy-NN require $\times 15$ and $\times 80$ more seconds than training nSINDy. As have seen in the previous work (e.g., Greydanus et al. (2019)), this overhead mostly comes from the automatic differentiation.

4.2. Hamiltonian structure-preserving parameterization

As a special case of the GENERIC formalism, we consider the Hamiltonian structure-preserving parameterization technique, which is originally proposed in Hamiltonian neural networks (HNNs) Greydanus et al. (2019): parameterizing the Hamiltonian function $H(q, p)$ as $H_\Theta(q, p)$ such that

$$H_\Theta = (\phi(q, p)^T \Xi)^T.$$ (5)

With the above parameterization and $x = [q, p]^T$, the dynamics can be modeled as

$$\begin{bmatrix} \frac{dq}{dt} \\ \frac{dp}{dt} \end{bmatrix} = \begin{bmatrix} \frac{\partial H_\Theta}{\partial p} \\ -\frac{\partial H_\Theta}{\partial q} \end{bmatrix}.$$
i.e., \( f_{\Theta} \) is now defined as
\[
f_{\Theta} = \left[ -\frac{\partial H_{\Theta}}{\partial p}, \frac{\partial H_{\Theta}}{\partial q} \right]^T.
\]
Then the loss objective can be written as
\[
\left\| \frac{\partial H_{\Theta}}{\partial p} - \frac{dq}{dt} \right\|_1 + \left\| \frac{\partial H_{\Theta}}{\partial q} + \frac{dp}{dt} \right\|_1.
\]

As noted in Lee et al. (2021), with canonical coordinates \( x = [q, p]^T \), and canonical Poisson matrix
\[
L = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad M = 0,
\]
the GENERIC formalism in Eq. (4) recovers Hamiltonian dynamics.

**Experiments** We examine the performance of the proposed method with a list of example dynamic systems (see Table 2).

For generating data, we base our implementation on the code from Greydanus et al. (2019). We generate 800 training trajectories, 160 validation trajectories, and 160 test trajectories for varying initial conditions. For the mass spring and the pendulum problem, we use \( \Delta t = 0.1 \) and \( \Delta t = 1/15 \) and the simulation time is set as \( [0, 3] \) and \( [0, 9] \), respectively.

<table>
<thead>
<tr>
<th>Eq. name</th>
<th>Parameterization</th>
<th>Ground truth</th>
<th>Identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal mass-spring</td>
<td>nSINDy</td>
<td>( \dot{q} = p )</td>
<td>( q = 0.999985p )</td>
</tr>
<tr>
<td></td>
<td>nSINDy - HNN</td>
<td>( H(q, p) = 0.5q^2 + 0.5p^2 )</td>
<td>( H(q, p) = 0.999914q^2 + 0.500033p^2 )</td>
</tr>
<tr>
<td>Ideal pendulum</td>
<td>nSINDy</td>
<td>( \dot{q} = p )</td>
<td>( q = 1.000015p + 0.038295q - 0.004176q^3 )</td>
</tr>
<tr>
<td></td>
<td>nSINDy - HNN</td>
<td>( H(q, p) = 6 - 6\cos(q) + 0.5p^2 )</td>
<td>( H(q, p) = 6 - 5.999983\cos(q) + 0.500014p^2 )</td>
</tr>
</tbody>
</table>

Table 2: [Hamiltonian structure preservation] The equation names, the ground truth equations, and the identified equations by using nSINDy (non structure preserving parameterization) and nSINDy - HNN (Hamiltonian structure preserving parameterization).

Figure 3: [Hamiltonian structure preservation] Examples of reference trajectories (solid lines) and computed trajectories (dashed lines) from learned dynamics.

Figure 4: [Hamiltonian structure preservation] The Hamiltonian function measured by the trajectories computed with nSINDy (red dashed line) and nSINDy-HNN (blue dashed line). Figure below depicts the Hamiltonian functions measured by the trajectories computed for extended numerical simulation time, i.e., 100 seconds (the training simulation time is 9 seconds).
Table 2 shows the ground truth and identified equations by using neural SINDy. For the mass spring problem, we use $P_3(q, p)$ and for the pendulum problem we use a dictionary consisting of polynomials and trigonometric functions:

$$P = \{ P_3, \cos(q), \sin(q), \cos(p), \sin(p) \}.$$ 

Again, we use the same experimental settings described above for the GENERIC parameterization. In Table 2, we presented results obtained by two different parameterization techniques: 1) the “plain” dictionary approach (Eq. (1)) denoted by (nSINDy) and 2) the Hamiltonian approach (Eq (5)) denoted by (nSINDy - HNN). Figure 3 depicts examples of reference trajectories and trajectories computed from identified dynamics, where the trajectories are chosen from the test set. Figure 4 depicts how the energy is being conserved in the dynamics learned with nSINDy-HNN, whereas the plain nSINDy fails to conserve the energy.

5. Port-Hamiltonian structure preservation

Here, we consider the dictionary-based parameterization for the port-Hamiltonian systems. We follow the port-Hamiltonian neural network formulation presented in Desai et al. (2021), which is written as:

$$\begin{bmatrix} \frac{dq}{dt} \\ \frac{dp}{dt} \end{bmatrix} = \begin{bmatrix} -\frac{\partial H_{\Theta}}{\partial p} \\ \frac{\partial H_{\Theta}}{\partial q} \end{bmatrix} + \begin{bmatrix} 0 \\ N \frac{\partial H_{\Theta}}{\partial p} \end{bmatrix} + \begin{bmatrix} 0 \\ F(t) \end{bmatrix},$$

where $H_{\Theta}$ denotes the parameterized Hamiltonian function, $N$ denotes the nonzero coefficient for a damping term, and $F(t)$ denotes a time-dependent forcing. We consider the dictionary-type parameterization:

$$H_{\Theta} = (\phi(q, p)^T \Xi)^T,$$

set $N$ to be a trainable coefficient, and assume that $F(t)$ is known.

As in Desai et al. (2021), we consider the Duffing equation, where the Hamiltonian function is defined as

$$H(q, p) = \frac{p^2}{2m} + \frac{\alpha q^2}{2} + \beta q^4.$$ 

Then the Duffing equation considering the damping term and the forcing can be written as:

$$\ddot{q} = -\alpha q - \beta q^3 + \gamma \sin(\omega t) - \delta \dot{q}.$$ 

In the following experiment, we consider

$$P(4) = \{1, q, p, q^2, qp, p^2, q^3, q^2p, q^2p^2, q^3p, q^3p^2, q^2p^2, q^3p^3, q^4 \}$$

for parameterizing the Hamiltonian function.

**Nonchaotic case:** $\alpha = -1$, $\beta = 1$, $\gamma = 0.3$, $\delta = 0.3$, and $\omega = 1.2$. In the experiment, we assume that we know the values of $\gamma$ and $\omega$ and identify the Hamiltonian function, which can be written as

$$H(q, p) = 0.5p^2 - 0.5q^2 + 0.25q^4.$$ 

The identified Hamiltonian function is

$$H_{\Theta}(q, p) = 0.50015p^2 - 0.50004q^2 + 0.25010q^4.$$
and the identified value of $\delta = 0.3002$. Figure 5 depicts the reference trajectories and the trajectories computed from the learned dynamics model (left) and the reference Hamiltonian function and the learned Hamiltonian function (right).

**Chaotic case** $\alpha = -1$, $\beta = 1$, $\gamma = 0.1$, $\delta = 0.39$, and $\omega = 1.4$. The ground truth and identified Hamiltonian functions are

$$
H(q, p) = 0.5p^2 - 0.5q^2 + 0.25q^4,
$$

$$
H_\Theta(q, p) = 0.50007p^2 - 0.50053q^2 + 0.25017q^4
$$

and the identified value of $\delta = 0.1001$. As observed in the nonchaotic case, the identified system matches well with the reference system.

6. Additional neural SINDy experiments

Finally, we report the results of applying neural SINDy to various dynamical systems without structure-preservation. We consider the same experimental settings that are used in the above experiments: Adamax with the initial learning rate 0.01, exponential learning rate decay with a factor 0.9987, L1-penalty weight $10^{-4}$, pruning threshold $10^{-6}$, dopri5 for the ODE integrator with $10^{-7}$ and $10^{-9}$ for relative and absolute tolerances. We employ a set of polynomials, $P_{n,d}$, where $n$ is the number of variables and $d$ is the maximal total degree of polynomials in the set.

6.1. Experiment set

We examine the performance of the proposed method for a number of dynamical systems (ones in Table 3 and the Lorenz 96 model). To generate data, we base our implementation on the code from Liu et al. (2020): generating 1600 training trajectories, 320 validating trajectories, and 320 test trajectories, for varying initial conditions. For Lorenz 96, we generate 128 training/validating trajectories and 16 testing trajectories. For Lorenz 63 and 96, we use $\Delta t = 0.0005$ and $0.01$, and $t \in [0, 2.56]$ and $[0, 30.72]$. For training, we use $n_{\text{max}} = 500$, $n_{\text{max}} = 2000$, and $n_{\text{max}} = 250$ for the first four example problems, Lorenz 63, and Lorenz 96, respectively.

---

1. Based on the result of a parameter sweep for pruning threshold, $[10^{-6}, 10^{-2}]$, we recommend threshold $\leq 10^{-5}$.
Table 3: [nSINDy experiments] The equation names, the ground truth equations, and the identified equations by using nSINDy.

<table>
<thead>
<tr>
<th>Eq. name</th>
<th>Ground truth</th>
<th>Identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperbolic</td>
<td>$\dot{x} = -0.05x$</td>
<td>$\dot{x} = -0.050006x$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = x^2 - y$</td>
<td>$\dot{y} = 1.000063x^2 - 1.000063y$</td>
</tr>
<tr>
<td>Cubic oscillator</td>
<td>$\dot{x} = -0.1x^3 + 2y^3$</td>
<td>$\dot{x} = -0.100075x^3 + 2.000019y^3$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = -2x^3 - 0.1y^3$</td>
<td>$\dot{y} = -1.999906x^3 - 0.99915y^3$</td>
</tr>
<tr>
<td>Van der Pol</td>
<td>$\dot{x} = y$</td>
<td>$\dot{x} = 1.000015y$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = -x + 2y - 2x^2y$</td>
<td>$\dot{y} = -1.000043x + 2.000271y - 1.999807x^2y$</td>
</tr>
<tr>
<td>Hopf bifurcation</td>
<td>$\mu = 0$</td>
<td>$\mu = 0$</td>
</tr>
<tr>
<td></td>
<td>$\dot{x} = \mu x + y - x^3 - xy^2$</td>
<td>$\dot{x} = 0.999237\mu x + 1.000174y - 0.999523x^3 - 0.999582xy^2$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = \mu y - x + yx^2 - y^3$</td>
<td>$\dot{y} = 0.999515\mu y - 0.999821x - 0.999276yx^2 - 0.999409y^3$</td>
</tr>
<tr>
<td>Lorenz 63</td>
<td>$\dot{x} = -10x + 10y$</td>
<td>$\dot{x} = -10.0000108x + 3.9999818y$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = 28x - xz - y$</td>
<td>$\dot{y} = 27.999895x - 0.999998xz - 0.999883y$</td>
</tr>
<tr>
<td></td>
<td>$\dot{z} = xy - \frac{8}{3}z$</td>
<td>$\dot{z} = 1.000017xy - 2.666697z$</td>
</tr>
</tbody>
</table>

Table 3 shows the ground truth equations and equations identified by using neural SINDy (except Lorenz 96). We use $P_{2,3}$ and $P_{3,3}$ for the first three example problems and the fourth example problem, and $P_{3,2}$ and $P_{6,2}$ for Lorenz 63 and Lorenz 96. During training, coefficients with small magnitude are pruned (i.e., setting them as 0) and are not presented in Table. We also report the learned coefficients without the pruning strategy in Appendix, which highlights that the pruning is required to zero out the coefficients of small magnitude.

Figure 6 depicts examples of reference trajectories and trajectories computed from identified dynamics, where the trajectories are chosen from the test set. The longer simulation indicates the extrapolation results. For Lorenz 63, the dynamics model is trained with the trajectories with the simulation time $[0,2.56]$ and is tested on $[0,15.36]$. The figure shows that the learned model produces a trajectory that matches well up to $t = 12$.  

Figure 6: [nSINDy experiments] Examples of reference trajectories (solid lines) and computed trajectories (dashed lines) from learned dynamics. Longer simulation reports the extrapolation results (the training period $[0,2.56]$ and the testing period $[0,15.36]$).
Next we report the results of experiments with Lorenz 96. The reference Lorenz 96 equation is given by

$$\dot{x}_i = (x_{i+1} - x_{i-2})x_{i-1} - x_i + F,$$

where $i = 1, \ldots, 6$, $F = 8x_1 = x_5$, $x_0 = x_6$, and $x_1 = x_7$. The initial conditions are sampled by adding perturbation noise (noise sampled from uniform distribution [-1,1]) to the base initial condition $[1, 8, 8, 8, 8]$. The dynamical system identified by neural SINDy is

$$\begin{align*}
x_1 &= 0.9995x_2x_6 - 0.9997x_5x_6 - 1.0000x_1 + 8.002, \\
\dot{x}_2 &= 1.0001x_3x_1 - 1.0002x_6x_1 - 0.9999x_2 + 8.0014, \\
\dot{x}_3 &= 1.0003x_4x_2 - 0.9999x_1x_2 - 1.0008x_3 + 8.0005, \\
\dot{x}_4 &= 1.0005x_5x_3 - 1.0000x_2x_3 - 1.0000x_4 + 8.0000, \\
\dot{x}_5 &= 0.9998x_6x_4 - 1.0004x_3x_4 - 1.0011x_5 + 7.9992, \\
\dot{x}_6 &= 0.9992x_1x_5 - 0.9998x_4x_5 - 0.9992x_6 + 7.9999.
\end{align*}$$

### 6.2. Comparison with MLP parameterization

Here, we also report that time-instantaneous MSEs computed by nSINDy are several orders of magnitude smaller ($10^6 \sim 10^8$ smaller) than those computed by the black-box NODEs.

Figure 7 depicts time-instantaneous mean-squared errors measured between the ground truth trajectories and the trajectories computed from the learned dynamics functions, $f_\Theta$. We consider the two models: the black-box NODE models and the proposed SINDy models. For the SINDy models, we use the same experimental settings considered in Experimental results Section. For the black-box NODE models, we consider feed-forward neural networks consisting of four layers with 100 neurons in each layer with the hyperbolic Tangent nonlinear activation (Tanh). For training the both models, we use the same optimizer, Adamax, and use the same initial learning rate 0.01 with the same decay strategy (i.e., exponential decay with the multiplicative factor 0.9987). Both models are trained over 500 epochs and 2000 epochs, respectively, for the first four benchmark problems and the last benchmark problem, respectively.

### 6.3. Comparisons with SINDy

Next, we demonstrate the results of numerical experiments, where we compare the performance of the proposed neural SINDy and the (plain) SINDy algorithm Brunton et al. (2016). We consider specific experimental settings, where the proposed neural SINDy is expected perform better than SINDy: 1) experiments with data collected with larger time step, $\Delta t$, 2) experiments with data collected at irregular time interval, and 3) experiments with noisy measurements.

For the numerical experiments of SINDy, we use the PySINDY package Kaptanoglu et al. (2022). For neural SINDy, we consider the same experimental setting used in the previous experiments: $P_{2,3}$. As a benchmark problem, we consider the cubic oscillator and take 80 training trajectories, which are originally generated by using the step size 0.01 and we choose $n_{\text{max}} = 200$.

For the first set of experiments, we sample from the generated trajectories at a coarsened uniform time interval: $\Delta t = \{0.1, 0.3, 0.5\}$. Table 4 reports the identified systems with the large time steps for data collection and neural SINDy accurately identifies the correct dictionaries and the coefficients whereas SINDy gradually performs worse as the step size becomes larger.
For the second set of experiments, we sample from the original training trajectories of length 5120 (step size: Δt = 0.01, 51.20 second) at irregular time indices. We use three randomly generated time indices with lengths that are proportional to the original length: \( r = \{0.9, 0.1, 0.02\} \), which denote 90%, 10% and 2% of the original trajectories. Table 5 reports the experimental results. Again, the proposed neural SINDy outperforms SINDy in terms of accuracy.

Lastly, we assess the performance of the neural SINDy with noisy measurements. For this, we add an artificial noise with varying scaling factors, \( \epsilon_{\text{noise}} = \{0.05, 0.10, 0.20, 0.30\} \), i.e., 5%, 10%, 20%, 30% additive noise, to noise-free simulation data. That is, for each trajectory, the standard deviation of each variable over the entire simulation time is computed; we sample independent and identically distributed samples from the unit Normal distribution, which are then multiplied by scaling factors and added to the original trajectory. Note that for both SINDy and neural SINDy we assume that a correct initial condition is known.

Table 6 reports the equations identified by SINDy and neural SINDy. In high signal-to-noise-ratio (SNR) scenarios (\( \epsilon_{\text{noise}} = 5\% - 10\% \)), both SINDy and neural SINDy perform comparably although the coefficients identified by neural SINDy are slightly more accurate. The benefits of using neural SINDy are more pronounced in low SNR scenarios (\( \epsilon_{\text{noise}} = 20\% - 30\% \)); neural SINDy
This can be mitigated by trying different initialization for the coefficients, or smaller batch size. This issue can be mitigated by adopting ideas of greedy algorithms (e.g., Boninsegna et al. (2018); Billings (2013)) to the proposed neural SINDy method.

The proposed method shares the same limitations of the original SINDy method: successful identification requires inclusion of the correct dictionaries in the library. Potential alternatives are well-studied in the literature and include either adding an extra “black-box” neural network to compensate missing dictionaries or designing a neural network that can learn dictionaries from data (such as in Sahoo et al. (2018)).

Table 5: [SINDy and nSINDy experiments] Cubic oscillator, collected at irregular time interval. The identified equations by using SINDy and nSINDy.

<table>
<thead>
<tr>
<th>r</th>
<th>SINDy</th>
<th>nSINDy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>$x = -0.112x^3 + 2.230y^3$</td>
<td>$x = -0.0981x^3 + 1.9986y^3$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = -2.223x^3 - 0.111y$</td>
<td>$\dot{y} = -2.0012x^3 - 0.1013y$</td>
</tr>
<tr>
<td>0.1</td>
<td>$x = -0.0121 + 0.031x + 0.290y - 0.016x^2 + 0.057xy + 0.184y^2 - 0.333x^3 - 0.157x^2y - 0.222xy^2 + 5.137y^3$</td>
<td>$x = -0.1086x^3 + 1.9993y^3$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = -0.0111 - 0.287x - 0.0069y + 0.096x^2 + 0.023xy + 0.5110x^3 + 0.193x^2y + 0.187xy^2 - 0.129y^3$</td>
<td>$\dot{y} = -1.9981x^3 - 0.1004y^3$</td>
</tr>
<tr>
<td>0.02</td>
<td>$x = -0.0561 + 0.097x + 3.569y + 0.185x^2 + 1.966x^3 + 0.638y^2 - 0.794x^3 - 1.354x^2y - 1.3460x^2y^2 + 12.659y^3$</td>
<td>$x = -0.0992x^3 + 1.9988y^3$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = 0.0811 - 3.526x - 0.282y - 1.026x^2 - 0.180xy - 0.337y^2 - 12.071x^3 - 0.467x^2y + 0.965xy^2 - 0.056y^3$</td>
<td>$\dot{y} = -2.0006x^3 - 0.0996y^3$</td>
</tr>
</tbody>
</table>

Table 6: [SINDy and nSINDy experiments] Cubic oscillator, noisy measurements. The identified equations by using SINDy and nSINDy.

<table>
<thead>
<tr>
<th>$\epsilon_{\text{noise}}$</th>
<th>SINDy</th>
<th>nSINDy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05 (5%)</td>
<td>$x = -0.014x^3 + 0.013xy + 1.01y^3$</td>
<td>$x = -0.006x^3 + 0.002y^3$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = -1.979x^3 + 0.012xy - 0.102y^3$</td>
<td>$\dot{y} = -1.9991x^3 + 0.005y^3 - 0.1005y^3$</td>
</tr>
<tr>
<td>0.10 (10%)</td>
<td>$x = -0.014x^3 + 0.014xy + 1.01y^3$</td>
<td>$x = -0.0024x^3 + 0.0004xy + 2.001y^3$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = -0.0114 + 1.967x^3 - 0.013xy + 0.23y^2 + 0.105y^3$</td>
<td>$\dot{y} = 0.0023x^3 - 1.9991x^3 - 0.0028xy + 0.0014y^2 - 0.006y^3$</td>
</tr>
<tr>
<td>0.20 (20%)</td>
<td>$x = 0.041x + 0.014xy - 0.009x^2 + 0.187xy - 0.025xy^2 + 1.068y^3$</td>
<td>$x = -0.166x^3 - 0.004xy + 0.011xy^2 + 2.070y^3$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = -0.057y + 0.032xy - 1.624y + 0.064xy^2 - 0.043y^3 - 0.145y^3$</td>
<td>$\dot{y} = -1.9993x^3 + 0.003y^2 + 0.004y^3 - 0.1006y^3$</td>
</tr>
<tr>
<td>0.30 (30%)</td>
<td>$x = 0.043x + 0.055xy - 0.014y^3 + 0.015x^2 - 0.018xy + 0.135y^2 - 0.041xy^2 + 1.359y^3$</td>
<td>$x = -0.0384x^3 - 0.004y^2 + 0.013xy^2 + 2.064y^3$</td>
</tr>
<tr>
<td></td>
<td>$\dot{y} = 0.066x - 0.014xy - 1.245x^3 - 0.119xy^2 - 0.065xy^2 - 0.185y^3$</td>
<td>$\dot{y} = -0.0050x^3 - 1.9984x^3 + 0.006y^2 + 0.002xy + 0.004y^2 - 0.0084y^3$</td>
</tr>
</tbody>
</table>

has less errors in finding the correct dictionaries and the identified coefficients are more accurate than SINDy. As the loss term of neural SINDy minimizes the L1 error 2, minimizing the loss is equivalent to finding a maximum likelihood estimator (MLE) with zero mean Laplacian prior and, thus, neural SINDy is expected to be robust to Laplacian additive noise. Although not reported, we have confirmed this with experimental data: we have observed more accurate identification results than the ones in Table 6 when the zero-mean Laplacian noise is added. With the same L1 loss formulation, we observe that the neural SINDy is still robust to a different type of additive noise (i.e., Gaussian) to some extent as shown in Table 6.

7. Discussion

The proposed method shares the same limitations of the original SINDy method: successful identification requires inclusion of the correct dictionaries in the library. Potential alternatives are well-studied in the literature and include either adding an extra “black-box” neural network to compensate missing dictionaries or designing a neural network that can learn dictionaries from data (such as in Sahoo et al. (2018)).

The gradient-based parameter update and the magnitude-based pruning could potentially zero out unwanted coefficients in a special case: when the signs of the coefficients need to be changed in the later stage of the training. If the magnitude of the loss term becomes very small (and the gradient as well), the updated coefficients may satisfy the pruning condition shown in (3). We believe that this issue can be mitigated by adopting ideas of greedy algorithms (e.g., Boninsegna et al. (2018); Billings (2013)) to the proposed neural SINDy method.

Lastly, when adaptive step-size ODE solvers are used (e.g., dopri5), numerical underflow may occur. This can be mitigated by trying different initialization for the coefficients, or smaller batch length $\ell_{\text{batch}}$. However, further study regarding robust initialization is required.
8. Related work

System identification In Schmidt and Lipson (2009), the proposed method uses a genetic algorithms to identify governing physical laws (Lagrangian or Hamiltonian) from measurements of real experiments. A seminal work on sparse regression methods for system identification has been proposed in Brunton et al. (2016). Then the sparse regression methods have been extended to various settings, e.g., for model predictive control Kaiser et al. (2018), and for identifying dynamics in latent space using autoencoders Hinton and Salakhutdinov (2006) and then learning parsimonious representations for the latent dynamics Champion et al. (2019). In Yang et al. (2020); Bhouri and Perdikaris (2022), Bayesian frameworks for identifying dynamical systems have been proposed. A dictionary-based NODE parameterization has considered and the parameters are inferred via maximum a posteriori estimation, which results in the probability distributions of each coefficients. Also, the sparse regression methods have been applied for identifying partial differential equations (PDEs) Rudy et al. (2017, 2019). For identifying PDEs, approaches such as physics-informed neural networks Raissi et al. (2019) and PDE-net Long et al. (2018) have been studied recently.

Structure preserving neural network Designing neural network architectures that exactly enforces important physical properties has been an important topic and studied extensively. Parameterization techniques that preserve physical structure include Hamiltonian neural networks Greydanus et al. (2019); Toth et al. (2019), Lagrangian neural networks Cranmer et al. (2020); Lutter et al. (2018), port-Hamiltonian neural networks Desai et al. (2021), and GENERIC neural networks Hernández et al. (2021); Lee et al. (2021). Neural network architectures that mimic the action of symplectic integrators have been proposed in Chen et al. (2019); Jin et al. (2020); Tong et al. (2021), and a training algorithm exploiting physical invariance for learning dynamical systems, e.g., time-reversal symmetric, has been studied in Huh et al. (2020).

9. Conclusion

We have proposed a simple and effective deep-learning-based training algorithm for a dictionary-based parameterization of nonlinear dynamics. The proposed algorithm is based on the training procedure introduced in neural ordinary differential equations (NODE) and employs L1-weight decay of model parameters and magnitude-based pruning strategy, inspired by sparse identification of nonlinear dynamics (SINDy). We have further extended the dictionary-based parameterization approach to structure-preserving parameterization techniques, such as Hamiltonian neural networks, GENERIC neural networks, and port-Hamiltonian networks. For a suite of benchmark problems, we have demonstrated that the proposed training algorithm is very effective in identifying the underlying dynamics from data with expected gains from imposing structure-preservation.
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Appendix A. Training without pruning

Tables 7 and 8 report the coefficients learned by training without the pruning-strategy. Although the algorithm successfully finds the significant coefficients, it fails to zero out the coefficients of the small contributions.

<table>
<thead>
<tr>
<th>Hyperbolic</th>
<th>Cubic oscillator</th>
<th>Van der Pol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = -0.06x$</td>
<td>$x = -0.1x^3 + 2y^3$</td>
<td>$x = 1y$</td>
</tr>
<tr>
<td>$y = 1x^2 + 1y$</td>
<td>$y = -2x^3 - 0.1y^3$</td>
<td>$y = -1x + 2y - 2x^2y$</td>
</tr>
<tr>
<td>$\dot{x}$</td>
<td>$\dot{y}$</td>
<td>$\dot{x}$</td>
</tr>
<tr>
<td>$y$</td>
<td>2.2759e-05</td>
<td>-9.9818e-01</td>
</tr>
<tr>
<td>$x^2$</td>
<td>1.1598e-04</td>
<td>1.0021e+00</td>
</tr>
<tr>
<td>$x^3$</td>
<td>2.2323e-03</td>
<td>-1.3569e-03</td>
</tr>
<tr>
<td>$y^3$</td>
<td>-2.8758e-03</td>
<td>3.6145e-04</td>
</tr>
</tbody>
</table>

Table 7: [Hyperbolic, cubic oscillator, and Van der Pol problems] The coefficients learned by nSINDy via training without the magnitude-based pruning strategy.

<table>
<thead>
<tr>
<th>Hopf bifurcation</th>
<th>Lorenz 63</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 1x + 1y - 1x^3 - 1xy^2$</td>
<td>$x = -10x + 10y$</td>
</tr>
<tr>
<td>$y = 1y - 1x - 1ax - 1y^3$</td>
<td>$y = 28x - 1xz - 1y$</td>
</tr>
<tr>
<td>$\mu = 0$</td>
<td>$z = 1xy - 8/3z$</td>
</tr>
<tr>
<td>$\dot{x}$</td>
<td>$\dot{y}$</td>
</tr>
<tr>
<td>1</td>
<td>-7.7859e-05</td>
</tr>
<tr>
<td>$x$</td>
<td>-9.9900e-05</td>
</tr>
<tr>
<td>$y$</td>
<td>9.9948e-01</td>
</tr>
<tr>
<td>$\mu$</td>
<td>-2.5933e-04</td>
</tr>
<tr>
<td>$x^2$</td>
<td>-3.8502e-04</td>
</tr>
<tr>
<td>$xy$</td>
<td>1.0643e-03</td>
</tr>
<tr>
<td>$\mu^2$</td>
<td>3.8864e-04</td>
</tr>
<tr>
<td>$\mu y$</td>
<td>2.6971e-04</td>
</tr>
<tr>
<td>$\mu^2$</td>
<td>-3.9727e-01</td>
</tr>
<tr>
<td>$x^3$</td>
<td>-2.1682e-03</td>
</tr>
<tr>
<td>$x^2y$</td>
<td>-2.4824e-04</td>
</tr>
<tr>
<td>$xy^2$</td>
<td>-6.9076e-01</td>
</tr>
<tr>
<td>$x\mu$</td>
<td>-1.1816e-04</td>
</tr>
<tr>
<td>$y\mu$</td>
<td>7.2948e-05</td>
</tr>
<tr>
<td>$y\mu^2$</td>
<td>3.1699e-04</td>
</tr>
<tr>
<td>$y\mu x$</td>
<td>-4.0919e-04</td>
</tr>
<tr>
<td>$\mu^3$</td>
<td>3.7226e-04</td>
</tr>
</tbody>
</table>

Table 8: [Hopf bifurcation and Lorenz 63] The coefficients learned by nSINDy via training without the magnitude-based pruning strategy.