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Abstract

Comparing the performance of two configurations of a given algorithm plays a critical role in algorithm configuration and performance optimisation, be it automated or manual, and requires substantial computational resources. Time is often wasted on less promising configurations but also on instances that require a long running time regardless of the configuration. Prior work has shown that by running an algorithm on carefully selected instances, the time required to accurately decide the better of two given algorithms can be significantly reduced. In this work, we explore ways to apply a similar selection process to compare two configurations of the same algorithm. We adapted four selection methods from the literature to work with the performance model used in model-based configurators and evaluated them on six benchmarks. Our experimental evaluation shows that, depending on the problem instances and their running time distribution, a decision can be reached 5 to 3000 times faster than with random sampling, the method used in current state-of-the-art configurators.
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1. Introduction

The automatic configuration of algorithms is an active research topic that produced impressive results and showed great success in terms of performance improvements in solvers for prominent and challenging AI problems, such as Boolean Satisfiability (SAT) (Xu et al., 2008; Falkner et al., 2015) or Mixed-integer programming (MIP) (Xu et al., 2011; Hutter et al., 2010). Applications to machine learning have enabled major progress in the area of automated machine learning (AutoML) (Hutter et al., 2019). However, as there is an increasing focus on sustainability, the computational resources and the environmental impact associated with the use of AI methods should be put under scrutiny, providing additional incentives to configure algorithms but also to reduce the computational cost of automated configuration.

In particular, the most expensive part of configuration is to run the target algorithm with various parameter values on different problem instances to evaluate performance and to determine which parameter settings achieve the best performance. For anytime algorithms, such as machine learning methods, there has been work on early stopping less promising runs.
based on the learning curve – for example, Domhan et al. (2015); Luo et al. (2019), while adaptive capping such as the one included in irace (López-Ibáñez et al., 2016) allows to early stop the evaluation when a configuration is already deemed to not be competitive with the current incumbent. Those lines of research are focused on the idea of discarding configurations that are not sufficiently promising.

In this work, we focus on the instance space and on techniques for identifying instances that help discriminate between the compared configurations. Building on previous work by Matricon et al. (2021) that compared the performance of algorithms, we argue that carefully selecting instances and avoiding long evaluations that provide only a limited amount of information makes it possible to reach a decision faster. Despite similarities with active learning, this problem has a different objective, and it is thus not possible to apply existing methods directly. With four methods adapted from the literature, we evaluate the potential of an instance selection mechanism to compare configurations of a single algorithm. Our experiments show a speed-up of 5 up to 3000 times to take decisions depending on the instances and their running time distribution.

We first introduce the algorithm configuration problem (Section 2), followed by the methods and how we adapted them in Section 3. Section 4 presents the experiments we conducted, Section 5 describes their results and we conclude in Section 6.

2. Background

This work aims at smartly selecting instances when comparing the performance of different configurations of a given algorithm. Let us first introduce the algorithm configuration problem and existing methods related to the selection of instances.

2.1. Algorithm configuration

The algorithm configuration problem is defined as follows (see, for example, Hoos (2012)): Given a target algorithm $A$; a configuration space $C$ containing all valid combinations of parameter values for $A$; a set of problem instances $I$; and a performance metric $m$ that measures the performance of the target algorithm $A$ on an instance of $I$ following a configuration in $C$; find $c^* \in C$ that optimises the performance of $A$ on $I$ according to $m$. Each parameter has a domain of possible values that can be of different types: categorical, ordinal or numerical. Categorical parameters have an unordered finite set of possible values and are often used to select between several heuristic components or mechanisms. Ordinal parameters have an ordered finite set of possible values. Numerical parameters are real- or integer-valued and are often used to calibrate heuristic mechanisms or components. Parameters can also conditionally depend on each other, so that one is active only when another takes a specific value; as a simple example, consider a Boolean parameter that activates a mechanism, whose behaviour is then adjusted using a numerical parameter.

Methods to tackle this problem are called configurators and typically include two key components: one generates configurations from $C$ to be evaluated and the other compares those configurations based on the metric $m$. Because the most time-consuming part of this process is typically the performance evaluation of the target algorithm, much work has been focusing on ways to generate a good configuration, for example, using a surrogate performance
model (Hutter et al., 2011; Ansótegui et al., 2015), a model of known good configurations (López-Ibáñez et al., 2016; Anastacio and Hoos, 2020) or pruning methods (Pushak and Hoos, 2020). Rather than looking at the generation of new configurations, here, we consider the choice of instances on which the algorithm is run, with the goal of lowering the amount of time spent on solving these. In this work, we limit our scope to a model-based approach to support our selection methods.

2.2. Instance selection

Choosing the most relevant instance among a set is not a new problem and has been tackled by active learning (Sun and Wang, 2010) and in the context of comparing the performance of algorithms on a given dataset.

Performance comparison. We build on the work of Matricon et al. (2021), which compares the running time of two algorithms on a given set of instances. Similarly, we aim to decide which is the fastest among two challengers – in their case, two algorithms and in ours two configuration of a single algorithm. This is done by selecting the instances providing the most information per expected unit of time spent running the algorithm. However, they based their selection heuristics on a dataset of algorithms runs and distribution assumptions that cannot be used in a configurator. A configurator also needs to select among instances for which it has no performance information yet. Thus, we adapt their methods to rely on a performance model, such as those already used in several configurators (Hutter et al., 2011; Ansótegui et al., 2015).

Active learning. The active learning problem seeks to choose an instance among a set on which the model should be trained on next. The idea is that a relevant instance should have a high impact on the model (e.g., increasing its accuracy or reducing its variance). It is closely related to our problem, but differs as the chosen instance should also lead to low running times, which is not a common objective in active learning. Considering work applicable to a random forest (RF) regression model, we chose to adapt the work of Gu et al. (2015) which considers active learning for terrain classification using random forests. Other works (e.g., Bhosle and Kokare (2020); Ayerdi and Graña (2016)) used similar ideas, focusing on the uncertainty of the model.

3. Instance selection for algorithm configuration

The per-set efficient algorithm selection problem (PSEAS) as defined in the work of Matricon et al. (2021) appears during algorithm configuration in a slightly different form. Rather than selecting an algorithm, the configurator needs to select a specific configuration of an algorithm among other configurations. To allow the selection of an instance, we need prior information. In a configurator, this information comes in the form of prior runs of other configurations on the instances and instance features. The latter is used in particular by model-based configurators.
3.1. Instance selection

Following the definition of automated algorithm configuration in Section 2.1, \( \mathcal{I} \) is the finite set of instances and \( \mathcal{C} \) is the set of valid configurations of the algorithm at hand. At a given step, we have partial running time information on \( \mathcal{I}_{\text{known}} \subseteq \mathcal{I} \) for configurations in \( \mathcal{C}_{\text{known}} \subseteq \mathcal{C} \), which means that for \( C \in \mathcal{C}_{\text{known}} \), there exists information about the performance of \( C \) on at least one instance of \( \mathcal{I}_{\text{known}} \).

When comparing a challenger configuration \( C_{\text{ch}} \) to the current best configuration \( C_{\text{inc}} \), instance selection appears in two forms. In Algorithm 1, a high level description of how SMAC works, these are found in lines 6 and 10 (coloured purple), but the same mechanism arises in any configurator. The first of these, which we name phase 1, corresponds to the problem studied in Matricon et al. (2021), where we already know the performance of \( C_{\text{inc}} \) on a set of instances \( \mathcal{I}_{\text{known}} \) and want to determine whether \( C_{\text{ch}} \) performs better on this set. The second, which we name phase 2, corresponds to a case where we know the performance of both \( C_{\text{inc}} \) and \( C_{\text{ch}} \) on \( \mathcal{I}_{\text{known}} \), but do not have sufficient information to decide which one is the best and thus want to evaluate both configurations on additional instances from \( \mathcal{I} \setminus \mathcal{I}_{\text{known}} \).

Algorithm 1 Intensification for one challenger (based on SMAC Hutter et al. (2011))

\[
\begin{align*}
C_{\text{inc}} &: \text{ the incumbent configuration.} \\
C_{\text{ch}} &: \text{ the challenger configuration.} \\
n_{\text{max}} &: \text{ maximum number of new instances to run } C_{\text{inc}} \\
\text{if} & \text{ Not enough runs for configuration } C_{\text{inc}} \text{ then} \\
& \text{ Execute a run of } C_{\text{inc}} \text{ on an instance not run sampled uniformly at random} \\
\text{end} \\
N &\leftarrow 1 \\
\text{while} \text{ there are instances on which } C_{\text{inc}} \text{ was run but not } C_{\text{ch}} \text{ do} \\
& \text{ Run } C_{\text{ch}} \text{ on a subset of } N \text{ instances on which } C_{\text{inc}} \text{ was run but not } C_{\text{ch}} \\
& \text{ if challenger is worse then} \\
& \quad \text{ return } C_{\text{inc}} \\
& \text{ else} \\
& \quad \text{ multiply } N \text{ by 2} \\
& \text{ end} \\
\text{end} \\
N_{\text{run}} &\leftarrow 0 \\
\text{while } C_{\text{inc}} \text{ and } C_{\text{ch}} \text{ cannot be distinguished do} \\
& \text{ if } N_{\text{run}} < n_{\text{max}} \text{ then} \\
& \quad \text{ Run } C_{\text{inc}} \text{ and } C_{\text{ch}} \text{ on an instance on which none were run before} \\
& \quad N_{\text{run}} = N_{\text{run}} + 1 \\
& \text{ else} \\
& \quad \text{ return } C_{\text{inc}} \\
& \text{ end} \\
\text{end} \\
\text{return} \text{ Best between } C_{\text{inc}} \text{ and } C_{\text{ch}}
\end{align*}
\]

In both cases, we seek to choose an instance \( I \in \mathcal{I}_{\text{choose}} \subseteq \mathcal{I} \) and gather performance information on it iteratively until we satisfy a stopping condition.

In phase 1, \( \mathcal{I}_{\text{known}} \) is the subset of instances on which we have run \( C_{\text{inc}} \) so far, and \( C_{\text{inc}} \) is the best performing configuration known to us on \( \mathcal{I}_{\text{known}} \). At each step, we will select an instance on which to run \( C_{\text{ch}} \) and add it to the set of instances on which \( C_{\text{ch}} \)
has been run, noted $I_{\text{selected}} \subseteq I_{\text{known}}$. At any step, the set we can select instances from is $I_{\text{choose}} = I_{\text{known}} \setminus I_{\text{selected}}$. During this phase, we want to discard $C_{\text{ch}}$, given sufficient evidence that it performs worse than $C_{\text{inc}}$, but not the other way around. Thus, our stopping criteria are to be confident that $C_{\text{ch}}$ is worse than $C_{\text{inc}}$ or to have $I_{\text{choose}} = \emptyset$. We consider that to select instances we have access to a prediction model trained on the valid pairs of $I_{\text{known}}, C_{\text{known}}$, which enables the prediction of running times on unknown pairs of $I, C$.

In phase 2, we also have a subset $I_{\text{known}} \subset I$. The goal is to be able to decide which is better between $C_{\text{inc}}$ and $C_{\text{ch}}$, whose performance on $I_{\text{known}}$ cannot be distinguished reliably; to achieve this we can select instances from $I_{\text{choose}} = I \setminus I_{\text{known}}$ and iteratively add them to $I_{\text{known}}$. Unlike in phase 1, there is no asymmetry between $C_{\text{inc}}$ and $C_{\text{ch}}$. Both can be discarded given enough evidence. Since no configurations has been run on any of the instances in $I_{\text{choose}}$, we predict the performance of $C_{\text{inc}}$ and $C_{\text{ch}}$ with a predictive model trained on the performance of the configurations from $C_{\text{known}}$ on the instances from $I_{\text{known}}$. To do so, we require instance features, as defined in previous work for a broad range of problems – e.g. SAT (Xu et al., 2008), MIP (Xu et al., 2011)). We stop when we can clearly separate the performance of $C_{\text{inc}}$ and $C_{\text{ch}}$ on $I_{\text{known}}$, or when we have added $n_{\text{max}} \in \mathbb{N}$ instances in total during the process.

3.2. Methods

Following Matricon et al. (2021), we assign scores to instances and choose iteratively an instance $I^* \in \arg\max_{I \in I_{\text{choose}}} \text{score}(I)$ with the highest score. The intuition is that the score should reflect the relevance of choosing that instance both in terms of information obtained and cost incurred. We adapted two of their methods to support the partial-information context. Note that these methods do not take advantage of the model in phase 1, while in phase 2 they are using the predictions given by the model as if they were ground truth. We did not adapt their information-based method, as it relies on assumptions regarding the performance distribution that could not be made in our context.

3.2.1. Baseline: Uniform random sampling

This is equivalent to assigning every instance the same score, and thus sampling an instance uniformly at random.

3.2.2. Discrimination.

This method, originally inspired by the work of Gent et al. (2014), tries to choose the instance that most discriminate between the best and other configurations. Let $\rho > 1$; we say that a configuration $C$ is $\rho$-dominated on an instance $I$ if there exists another configuration $C'$ such that $m(C', I) \leq \rho \cdot m(C, I)$. Thus we define the discrimination quality of an instance $I$, denoted $Q(I)$, as the fraction of known configurations that are $\rho$-dominated on this instance divided by the mean running time of the instance. The score is directly $\text{score}(I) = Q(I)$.

3.2.3. Variance

The intuition is that an instance with high variance is likely to discriminate between two configurations. But we must also take into account the cost of running this instance, this
is why we divide the variance by the mean running time of the instance. Our score is thus
\( \text{score}(I) = \frac{\text{Var}(I)}{\text{Mean}(I)} \).

3.2.4. Uncertainty-Diversity-Density (UDD)

This method is inspired by the work of Gu et al. (2015) from the active learning literature
mentioned earlier. We decided to take the core ideas for their classification model and adapt it to our regression model. We named it UDD because it is a combination of three scores: uncertainty, diversity and density. Thus we can write the final score as
\( \text{score}(I) = \text{Uncertainty}(I) + \alpha \text{Diversity}(I) + \beta \text{Density}(I) \), all three scores are scaled and translated to be in \([0, 1]\) before computing \( \text{score}(I) \).

- **Uncertainty**(I) is the random forest’s variance on running time prediction for instance \( I \).

- **Diversity**(I) = \(-\min_{I' \in I_{\text{known}}} \mathcal{D}(I, I')\), where \( \mathcal{D} \) is a distance function over instances. Intuitively, the closer we are to instances in \( I_{\text{known}} \) the more likely that this instance provides little to no additional information.

- **Density**(I) = \( \frac{1}{k} \sum_{I' \in \mathcal{N}_k(I, \mathcal{D})} \mathcal{D}(I, I')^2 \) where \( k \in \mathbb{N} \) is a parameter, \( \mathcal{D} \) is a distance function over instances and \( \mathcal{N}_k(I, \mathcal{D}, I_{\text{choose}}) \) returns the \( k \) closest neighbours of \( I \) in \( I_{\text{choose}} \setminus \{I\} \) according to \( \mathcal{D} \). Intuitively, if an instance \( I \) has a lot of close instances then this is a relevant instance since running \( I \) should provide information about these other instances.

3.2.5. Uncertainty.

It is UDD with \( \alpha = \beta = 0 \), which is reminiscent of the variance method but for a model prediction.

4. Empirical evaluation

We designed and conducted experiments to answer the following questions:
Q1 - How does the selection method perform to compare a new configuration to the incumbent on the subset of instances for which we already collected information throughout the configuration run as seen in phase 1?
Q2 - How does the selection method perform to compare a new configuration to the incumbent on all instances, selecting instances for which we did not collect information throughout the configuration run as seen in phase 2?

4.1. Datasets

We used 6 configuration scenarios either from the Algorithm configuration library AClib (Hutter et al., 2014) or built based on it. Half of those are Boolean satisfiability (SAT) datasets and the other half are mixed integer programming (MIP) dataset.
**For SAT,** we used two datasets from AClib (Circuitfuzz, IBM) and generated a new set of instances based on the work of Nejati and Ganesh (2019). The later represents problems from cryptography as SAT instances (using the sha256 encoding, from 16 to 60 rounds, and an input size varying from $2^1$ to $2^{10}$). Based on the results of the SAT competition 2020, we decided to configure the current best SAT solver Kissat (Balyo et al., 2020) as it is highly configurable and similar to CadiCal (Biere et al., 2020) which is known to be configurable (Pushak and Hoos, 2020).

**For MIP,** we use 2 datasets from AClib (RCW2, Regions200) and added a more difficult dataset based on the work of König et al. (2021) which represents neural network verification problems. We use cplex as it is well known in the literature.

### 4.2. Implementations details

Our implementation is available on GitHub (see supplementary materials).

The UDD method requires a distance function in the instance space, we use the same procedure as in Matricon et al. (2021), which finds weights for instance features and computes a weighted feature distance between instances.

Since the discrimination and UDD methods have parameters, we tuned them with a simple grid search on a separate scenario (Kissat solver with the SWGCP dataset from AClib). For discrimination, we evaluated values in $[1.01; 2]$ with a step of 0.11 and found that $\rho = 1.12$ performed well on both levels. For UDD, we evaluated values in $[0; 2]$ with a step of 0.21 for both values independently and found that $\alpha = 0.2$ and $\beta = 1.4$ performed well on both levels.

We generated 100 random configurations for each solver and ran them on all instances of their respective datasets. This allowed us to collect the performance of each pair of instance and configuration. We used the same Random Forest Model as in SMAC (Hutter et al., 2011) as a performance prediction model. We train it on a prior data consisting of the performances of every pair or known configuration and instances. Our experiments are run with various amounts of prior data: the number of known configurations is in $[10, 20, 30, 40, 50]$ and the amount of known instances is a portion containing $[0.1, 0.2, 0.3, 0.4, 0.5]$ of the full dataset. This allows us to evaluate how efficient the methods will be along a configuration run.

### 5. Results

To evaluate the performance of the selection methods in the two phases and to answer our research questions, we designed two sets of experiments. We show aggregated results here but the raw results and scripts to generate more visualisations are available on our git.

#### 5.1. Compare configurations on known instances

To answer the first question, we place ourselves in phase 1 (see Section 3.1). We randomly select a fraction $p_I$ of instances as $I_{known}$ and a fraction $p_C$ of configurations as $C_{known}$. We choose $C_{inc} \in \operatorname{argmax}_{C \in C_{known}} m(C, I_{known})$ and train the random forest model on all the available data. Then we pick configurations from $C \setminus C_{known}$ as $C_{ch}$ and run our iterative process, this is a run. We stop when we have run all instances of $I_{selected}$. After each new instance is added, we report the percentage of time that has been spent until now to
evaluate $m(C_{ch}, I_{selected})$ compared to running it on all instances of $I_{known}$ and perform a Wilcoxon matched-pairs signed-ranks test (Conover, 1998) with a p-value of 0.05 to decide if the challenger can be discarded. We compare the outcome of the test to the ground truth to collect an accuracy. For a given pair $(p_T, p_C)$ we run 10 seeds and report the average.

Figure 1 shows the collected accuracy over the time spent to make the comparison for two examples. Figure 1(a) is a case in which the discrimination and variance methods are significantly more accurate than the three others at any given time, while UDD and uncertainty have a lower accuracy than random sampling. Figure 1(b) is a case in which discrimination and variance methods start with an advantage over random but are quickly on par with it. UDD and uncertainty are again largely sub-optimal.

Figure 2 synthesises the above described curves by computing the area under the curve (AUC) of each of them. The higher it is, the faster and more accurately the decision can be taken. This visualisation allows us to see how the methods compare but also the impact of the prior data given to the performance model. In all our scenarios we can see a clear correlation between the amount of known configuration and the AUC. This would allow the selection method to become more and more efficient along the configuration run and avoid wasting time in the last steps of a configuration run. On the other hand, adding more instances does not seem to significantly improve the performance. This is in line with the expectation that our instance sets aim at being homogeneous, thus adding more instances is not helping the model much.

Regarding the selection methods, randomly sampling instances performs well but in most cases the discrimination and variance approaches do better.
Figure 2: Area under the curve of the mean accuracy of the Wilcoxon test (p=0.05) on which among $C_{ch}$ and $C_{inc}$ performs best along the time spent on evaluations.

The IBM dataset is unusual in this context, in that the UDD and uncertainty methods perform notably worse than random sampling. This could be explained by the large variation in the running time required to solve those instances. There are many instances which require long running times, but also many that are solved within a second. This means that selecting the wrong instance can have a dramatic effect on overall running time. This would explain why random sampling does not perform as well on this scenario as on the others, but also why adding more instances in the prior data improves the performance of our selection methods for this scenario.
5.2. Compare configurations on unknown instances

To answer the second question, we place ourselves in phase 2 (see Section 3.1). We randomly select a fraction \( p_I \) of instances as \( I_{\text{known}} \) and a fraction \( p_C \) of configurations as \( C_{\text{known}} \). The random forest model is trained on all the available data. We choose \( C_{\text{inc}} \in \arg\max_{c \in C_{\text{known}}} m(c, I_{\text{selected}}) \) and we run this process for all \( C_{\text{ch}} \in C \setminus C_{\text{known}} \) such that they cannot be told apart by a Wilcoxon test with a p value less than 0.05. We then select up to \( n_{\text{max}} = 10 \) instances on which we run both configurations until they can be told apart using the previous test.

For each selection method and each considered prior data, we gather the time used to decide between the two configurations at hand, i.e. the sum of the running times of \( C_{\text{inc}} \) and \( C_{\text{ch}} \) on \( I_{\text{selected}} \). Figure 3 shows the running times obtained for two examples. Most cases show that random is outperformed by all methods, with some exceptions in which the uncertainty or UDD methods are outperformed.

To evaluate the performance of the selection methods, we computed the median time used to run the instances selected by each of the methods for each prior data and reported

\[
\begin{array}{ccccccc}
\text{method} & \text{ibm} & \text{cf} & \text{crypto} & \text{reg200} & \text{cplex} & \text{MIPverify} \\
\text{random} & 1557 & 979.7 & 21243 & 576.8 & 4138 & 29470 \\
\text{discrimination} & 0.086 & 143.6 & 419.3 & 96.66 & 364.7 & 44390 \\
\text{variance} & 0.776 & \textbf{95.16} & \textbf{372.2} & 109.5 & \textbf{342.0} & 41365 \\
\text{udd} & 880.9 & 393.2 & 13483 & 379.7 & 1299 & \textbf{28845} \\
\text{uncertainty} & \textbf{0.033} & 330.8 & 2361.9 & 152.7 & 5974 & 39801 \\
\end{array}
\]
it in Table 1. The data shows discrimination and variance outperform the other methods in almost all cases, with variance providing a speedup ranging from a 5.8 up to 3000 times speedup for variance compared to random. We note that such a high speedup for the IBM dataset is linked to a high variance in the running time distribution of the instances, which range from milliseconds to the timeout of 300 seconds.

6. Conclusion and future work

Based on the idea that selecting instances smartly could allow quicker comparison between configurations of an algorithm, we adapted four methods from several fields (Matricon et al., 2021; Gu et al., 2015) that could be applied to select instances. We identified two steps of the configuration problem in which such methods could be applied and designed two sets of experiments to assess their potential. In the first, we consider a situation in which the performance of an incumbent configuration on a set of instances is known and we want to determine whether the unknown challenger configuration performs better on this set. In the second, two similarly performing configurations have to be evaluated on unknown instances. Our results show that in both cases, there is considerable potential in the use of those methods, in particular the ones based on the variability in running time or on discrimination power. This encourages us to pursue future work to include those methods in a model-based algorithm configuration procedure.
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