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**Abstract**

Obesity is a major public health concern. Multidisciplinary pediatric weight management programs are considered standard treatment for children with obesity who are not able to be successfully managed in the primary care setting. Despite their great potential, high dropout rates (referred to as attrition) are a major hurdle in delivering successful interventions. Predicting attrition patterns can help providers reduce the alarmingly high rates of attrition (up to 80%) by engaging in earlier and more personalized interventions. Previous work has mainly focused on finding static predictors of attrition on smaller datasets and has achieved limited success in effective prediction. In this study, we have collected a five-year comprehensive dataset of 4,550 children from diverse backgrounds receiving treatment at four pediatric weight management programs in the US. We then developed a machine learning pipeline to predict (a) the likelihood of attrition, and (b) the change in body mass index (BMI) percentile of children, at different time points after joining the weight management program. Our pipeline is greatly customized for this problem using advanced machine learning techniques to process longitudinal data, smaller-size data, and interrelated prediction tasks. The proposed method showed strong prediction performance as measured by AUROC scores (average AUROC of 0.77 for predicting attrition, and 0.78 for predicting weight outcomes).
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1. Introduction

Despite extensive efforts to fight childhood obesity, it remains a major public health concern worldwide. In the United States, the prevalence of obesity in children and adolescents aged 2-19 years in 2017-2020 was 19.7% and affected about 14.7 million and their families (Akinbami et al., 2022). Childhood obesity increases the risk of childhood morbidity, diabetes, cardiovascular disease, and cancer, predominantly as a result of a substantially greater risk of obesity in adulthood (Ogden et al., 2014). Multi-disciplinary clinical weight management programs (WMPs) are recommended for children with obesity who fail to improve with management in the
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primary care setting, but these programs often require a moderate to high intervention dose delivered over an extended period (Ball et al., 2021). Children and their families who attend more intervention sessions and remain enrolled in care for longer periods achieve the greatest improvements in weight and health (Wilfley et al., 2017). However, due to a variety of reasons, such as dissatisfaction with the intervention progress or logistical issues with attending the programs, many families (as much as 80% (Ball et al., 2021)) discontinue attending WMPs prematurely; a phenomenon referred to as “attrition.” Other potential predictors of attrition include psychological (Altamura et al., 2018; Jiandani et al., 2016), sociodemographic and anthropometric (Ponzo et al., 2020) factors, as well as the initial weight-loss success (Perna et al., 2018), demonstrating a complex problem with many factors involved. Besides not treating the disease effectively, a failed weight loss attempt may also lead to frustration, discouragement, and learned helplessness (Ponzo et al., 2020). Attrition can also be challenging for healthcare systems needing to ensure the effective delivery of their services and efficient utilization of their often limited resources. Prior studies have explored the variables associated with attrition from pediatric WMPs (Jelalian et al., 2008; Pit-ten Cate et al., 2017; Skelton et al., 2011); however, most of them have used statistical analysis techniques with a lower prediction performance.

In this study, we present a customized predictive model to address the current limitations in the field and apply our method to a large dataset that we have collected. Our dataset represents four pediatric WMP sites within Nemours Children’s Health (a large pediatric health system in the US). Specifically, we present a deep (neural network) model with two separate components for analyzing the static and dynamic input features, extracted from the electronic health records (EHRs) of children attending the WMPs. To improve the overall predictive performance of our models, we use a “multi-task learning” approach by combining two prediction tasks (predicting attrition and weight outcomes) such that one model predicts two values for these tasks. In our study, attrition prediction refers to predicting the time of the last visit (number of weeks after the baseline visit), and the weight outcome prediction task refers to predicting the change in the BMI percentile (BMI%) of patients at their last visit of the WMP. Besides multi-task learning, the presented model also follows a “transfer learning” design, by training on various lengths of observation and prediction windows (Ball et al., 2021), and then fine-tuning on the final target task to report the desired outcomes. The main contributions of our study are:

- We have collected one of the largest datasets dedicated to studying attrition from pediatric WMPs (4,550 children from four WMP sites, including EHR data linked to additional lifestyle and psychosocial factors).

- We present a deep model for predicting when attrition occurs and the patients’ BMI% change at that time. We use a multi-task and transfer learning approach to improve the performance of our model, facilitating its deployment in real settings without large training data. Compared to the existing studies, one major advancement of our work is integrating the temporal information (including body weight trajectories) with other demographic and cross-sectional information for the patients, enabling our model to achieve better results.

- To make the findings more actionable, we identify the top predictors for attri-
Attainment patterns have been studied in many healthcare domains. Studying attrition is related to studying other healthcare problems such as visit attendance and treatment adherence in clinical settings. Attendance prediction generally aims to predict whether a patient will show up for a scheduled appointment or not, and has been used to identify the important predictive factors in various fields such as rehabilitation (Sabit et al., 2008; Hayton et al., 2013), psychiatric care (Mitchell and Selmes, 2007), and primary care (Giunta et al., 2013; Kheirkhah et al., 2015). On the other hand, adherence prediction aims to predict whether a patient will be compliant with their treatment plan (e.g., taking the prescribed medicines). Treatment and medication adherence have been studied for conditions such as tuberculosis (Killian et al., 2019), heart failure (Son et al., 2010), and schizophrenia (Son et al., 2010). Another attrition study outside the healthcare domain is “churn” prediction, often used in economic domains to predict engagement patterns of individuals (such as customers and employees) to increase their retention. Churn prediction has been well researched in the fields of banking (Ali and Artürk, 2014), video games (Kawale et al., 2009; Hadiji et al., 2014), and telecommunication (Huang et al., 2012).

A major distinguishing aspect of different attrition studies discussed above is the “chronicity” of the conditions being treated which requires a long-term commitment to the intervention or treatment to succeed (Brown and Moore, 2019). Examples of conditions where this type of attrition pattern has been studied include mental health conditions (Linardon and Fullerton, 2020), sleep disorders (Hebert et al., 2010), and addiction disorders (Murray et al., 2013).

Attrition prediction from WMPs, in particular, has been studied mainly using traditional methods such as linear and logistic regression (Jiandani et al., 2016; Altamura et al., 2018; Ponzo et al., 2020; Perna et al., 2018), assuming that the relationship between the independent and the dependent variables are linear. This category also includes a few studies dedicated to studying attrition and weight loss in pediatric WMPs (Cate et al., 2017; Zeller et al., 2004; Dhalwal et al., 2014; Skelton et al., 2011). Among these studies, (Batterham et al., 2017) was the only group that used shallow decision trees to predict attrition in adult dietary weight loss trials (not exactly comparable to our focus). They used demographic information and early weight change characteristics but did not use weight trajectories or other temporal patterns. Some other work also have tried to predict children obesity trend using EHR data (Gupta et al., 2022a,b).

3. Dataset

The data collected by our team includes all children 0–21 years of age who visited any of the four WMPs of Nemours Children’s Health System between 2007 and 2021. Only young adults with a first visit prior to age 18 years were allowed to be seen between 19 and 21 years of age. The four WMPs serve patients in the US states of Delaware, Florida, Maryland, New Jersey, and Pennsylvania. For each patient, data from an internal dataset collected by the providers inside the WMPs were linked to the system-wide EHR data, capturing their health records when interacting with the entire healthcare system. The internal dataset collected at the WMPs was specifically designed to capture important covariates generally missing
in EHRs. Additional information about the system-wide EHR, WMP internal dataset, and data pre-processing steps is presented in Appendix A.

The final cohort included 4,550 children (with 26,895 total WMP visits) of diverse backgrounds (27% Black, 37% Hispanic, 48% with Medicaid) and a mean BMI% of 98. We use age- and sex-adjusted BMI% above the 95th percentile to define obesity as defined by CDC (Centers for Disease Control and Prevention, 2017). BMI% is recorded and fed to the model whenever available. The sequence of BMI% from baseline to the end time point of the particular prediction window (defined later) is included as a dynamic variable. For each child, we included 18 features capturing demographic, psychosocial, lifestyle, anthropometric, medical comorbidity, and visit variables (Table 1). Since height is in the equation for BMI, we exclude it from the features set.

4. Problem setup

We study attrition patterns through two related predictive tasks: attrition prediction and weight outcome prediction. In the attrition prediction task, patients who dropped out before the prediction window were considered positive cases. In the weight outcome prediction task, any decrease in the child’s BMI% was considered a success\(^1\). Accordingly, we defined the patients whose BMI% in the prediction window was lower than their BMI% at the time of their baseline visit to the WMP as negative cases. The rest of the patients (i.e., those whose BMI% remained the same or increased during the observation window) were considered positive cases.

We considered these two (attrition and weight) prediction tasks in a binary classification framework and used flexible observation and prediction windows for both tasks. The start of the observation window was always fixed at the baseline WMP visit and its end was rolling (i.e., different time points). Additionally, the start of the prediction window was considered the end of the observation window and its end was rolling too. This type of flexibility in defining observation and prediction windows makes our models more practical in clinical settings, where a provider needs to know when a child (having various lengths of history) will drop.

5. Predictive models

For implementing the two prediction tasks, we propose a deep neural network architecture, specifically designed to address the

---

\(^1\) This formulation captures the challenging nature of weight management interventions, as many patients join when they experience steady weight growth.
Table 1: Characteristics of the study cohort.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>Male(2,122), Female(2,428)</td>
</tr>
<tr>
<td>Age</td>
<td>Range=(1–19), Mean=10.5</td>
</tr>
<tr>
<td>Race</td>
<td>Asian(57), White(1,767), Black(1,219), Other(1,462)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Hispanic(1,680), Non-Hispanic(2,844)</td>
</tr>
<tr>
<td>Time btw visits</td>
<td>Mean=7 weeks</td>
</tr>
<tr>
<td>BMI% (per visit)</td>
<td>Mean BMI-for-age percentile at baseline visit=98</td>
</tr>
<tr>
<td>Insurance type</td>
<td>Medicaid(1,998), Private(1,570)</td>
</tr>
<tr>
<td>Food insecurity*</td>
<td>Often or Sometimes true Mean item-1(646), item-2(427)</td>
</tr>
<tr>
<td>Lifestyle score†</td>
<td>Range=(3–47), Mean=38.95</td>
</tr>
<tr>
<td>PSC-17‡</td>
<td>Range=(3–33), Mean=9</td>
</tr>
<tr>
<td>WMP visit type</td>
<td>Nutrition(4,293), medical(12,927), psychology(1,734), exercise(3,028)</td>
</tr>
<tr>
<td>Diagnosis codes</td>
<td>24 most commonly reported conditions (e.g., diabetes)</td>
</tr>
</tbody>
</table>

*: as measured by the validated 2-item Hunger Vital Sign (Hager et al., 2010). †: based on 12 evidence-based items about diet, activity, sleep, and hunger (each scored on a 4-point Likert scale with a total score of 12-48). ‡: Pediatric Symptom Checklist (Pagano et al., 1994), a validated 17-item screening tool (total score 0-34).

above problem. In order to fully utilize the static (e.g., demographics) and temporal (e.g., measurements) features in our data, our architecture is designed with the following four components as shown in Figure 1. Two initial components are shared between the two tasks of attrition and weight outcome predictions and the other two are task-specific components. The first component is a two-layer fully-connected network for processing the static features. The second is a two-layer bi-directional long short-term memory (Bi-LSTM) network for processing the temporal features. Bi-LSTM structures are similar to the common LSTMs, but they consist of two LSTMs units: one taking the input in a forward direction (left to right), and the other in a backward direction (right to left), thus improving the available context for the model (Goodfellow et al., 2016). The third component is a three-layer fully connected network for combining the extracted latent feature vectors from the first two parts and predicting the attrition time. Finally, the fourth component is a three-layer fully-connected network for combining the extracted latent feature vectors from the first two parts and predicting the weight outcome. We used dropout and batch normalization layers after all of the layers mentioned above and used binary cross-entropy as the loss function.

In the attrition task, we train the model to distinguish between the patients who dropped out and patients who stayed in the WMP. In the outcome task, we train a model to distinguish between patients who successfully decreased their BMI% and those who had no change or a BMI% increase. To implement these two and to improve the overall performance of our models on the small size of training data, we used a “multi-task learning” approach for designing the model. In this design, we use a hard parameter-sharing approach, by sharing the first two components between the two tasks. This way, sharing the parameters of the two initial parts of the model improves the performance for
both prediction tasks. Additionally, following a “transfer learning” theme, we iteratively trained our model on sliding observation and prediction windows. We initialized the weights of the model in each step with the previous model weights. We started from the smallest window and moved toward the largest window. No data used for prediction was used for training in previous iterations. Figure 5 shows the training process and the way that the four components are involved in our multi-task and transfer learning themes. Additionally, Algorithm 1 presents a high-level pseudocode of our training process. The model presented in this paper was implemented using Keras (Chollet et al., 2015) inside the TensorFlow (Abadi et al., 2016) framework. Our code is publicly available on GitHub.

6. Experiments

Baselines While a very large family of traditional and advanced machine learning methods could be used for our prediction tasks, we opted to use a few of the most relevant methods frequently used in the literature. One is the general logistic regression (LR) method, used by many other groups for studying attrition. Similar to the common practice in the field (Shipe et al., 2019), we aggregate the temporal variables by calculating the average values in the observation window. We train an LR model with L2 penalty and a BFGS solver using the scikit-learn library (Pedregosa et al., 2011) in Python.

For the second baseline, we use another method for studying similar problems in clinical domains, which takes a survival analysis approach. Survival analysis (time-to-event analysis) is widely used in many biomedical applications (Clark et al., 2003) to estimate the expected duration until the desired event occurs (e.g., dropout or death). We use a state-of-the-art method for studying survival analysis, called Dynamic DeepHit (Lee et al., 2020), which presents a deep neural network to learn the distribution of survival times. Dynamic DeepHit utilizes the available temporal data to issue dynamically updated survival predictions. This survival analysis method only fits our attrition prediction task (and not the weight outcome prediction task). We also use two other general baselines: a multilayer perceptron (MLP) and the Dipole method. The MLP baseline consists of three layers; each containing 100 cell. Dipole (Ma et al., 2017) is an end-to-end model for predicting patients’ future health information and has been widely used in EHR applications. We used the PyHealth package (Zhao et al., 2021) implementation of Dipole for the experiments.

Performance measures To measure the prediction performance of the models, we report accuracy, precision, recall, area under the receiver operating characteristic (AUROC), and area under the precision-recall curve (AUPRC). The performance of the proposed model in the outcome and attrition prediction tasks for a series of observation and prediction windows are shown in Table 2 (observation window = 1, 2, 4, and 6 months; and prediction window = 1.5, 3, 6, 9 months). This specific set of observations and windows were selected based on prediction windows used in prior studies (Moran et al., 2019; Jiandani et al., 2016) and based on the Cox hazard model analysis of our data (Figure 4). Additionally, Figure 3 shows the results related to an alternative scenario where a fixed prediction window (at 6 months) is used, while the observation windows vary.

Ablation analysis We also study the effect of the extra components in our model added to implement multi-task and trans-
fer learning themes in our design. To this end, we report the results of our method without (a) multi-task learning implementation (i.e., the two shared sub-networks and only one of the latter sub-networks for each task), and (b) transfer learning implementation (i.e., fine-tuning the models on the corresponding data to each observation-prediction window setting without pretraining). Figure 2 shows how the results obtained from our method compare to the baselines and the ablated versions of our model.

Top predictors To study the degree to which each input feature contributes to predicting the final outputs in each task, we used the popular Shapley additive explanations (SHAP) method implemented in the SHAP toolbox (Lundberg and Lee, 2017b,a). Inspired by the Shapley values, this toolbox is a unified framework that assigns each input feature an importance value indicating its importance in the prediction task. A SHAP value (partially) indicates the degree to which a feature contributes to pushing the output from the base value (average model output) to the actual predicted value, so the higher value can be indicative of the higher importance. Here, we report the importance values (as indicated by SHAP) for the top five features predicting attrition and outcome patterns, for each prediction/observation window. The results for the attrition prediction are shown in Table 3 and for the outcome prediction in Table 4 (in Appendix C).

7. Discussion

The preliminary experiments in this study demonstrate that the presented prediction pipeline can achieve AUROCs of around 0.75 in most observation/prediction configurations. As expected, longer observation windows generally allowed the model to show better performance. While various observation and prediction combinations show the flexibility of our method in letting the end users decide about the desired length, in practical usages the providers we talked to indicated the sixth month as one of the critical points to focus on. Fixing our model on this point (shown in Figure 3) shows that our model can predict attrition patterns from early on.
Table 2: Results for the attrition and outcome prediction tasks (mean ± STD). Obr: Observation window (months), Prd: Prediction window (months), B.AUPRC: Baseline AUPRC which is equal to fraction of positives samples in the dataset.

<table>
<thead>
<tr>
<th>Obr/Prd</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>B.AUPRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1.5</td>
<td>56 ± 3</td>
<td>48 ± 1</td>
<td>73 ± 0</td>
<td>69 ± 4</td>
<td>59 ± 6</td>
<td>0.4</td>
</tr>
<tr>
<td>2/3</td>
<td>66 ± 3</td>
<td>71 ± 5</td>
<td>68 ± 0</td>
<td>73 ± 4</td>
<td>71 ± 5</td>
<td>0.5</td>
</tr>
<tr>
<td>4/6</td>
<td>79 ± 2</td>
<td>84 ± 1</td>
<td>66 ± 2</td>
<td>82 ± 3</td>
<td>86 ± 3</td>
<td>0.63</td>
</tr>
<tr>
<td>6/9</td>
<td>84 ± 3</td>
<td>89 ± 1</td>
<td>64 ± 1</td>
<td>84 ± 3</td>
<td>91 ± 3</td>
<td>0.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Obr/Prd</th>
<th>Precision</th>
<th>Recall</th>
<th>Specificity</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>B.AUPRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1.5</td>
<td>30 ± 8</td>
<td>68 ± 4</td>
<td>61 ± 1</td>
<td>71 ± 2</td>
<td>38 ± 2</td>
<td>0.19</td>
</tr>
<tr>
<td>2/3</td>
<td>46 ± 4</td>
<td>67 ± 7</td>
<td>68 ± 0</td>
<td>73 ± 6</td>
<td>53 ± 9</td>
<td>0.27</td>
</tr>
<tr>
<td>4/6</td>
<td>63 ± 7</td>
<td>79 ± 2</td>
<td>71 ± 0</td>
<td>84 ± 4</td>
<td>71 ± 2</td>
<td>0.31</td>
</tr>
<tr>
<td>6/9</td>
<td>73 ± 3</td>
<td>70 ± 2</td>
<td>68 ± 1</td>
<td>86 ± 4</td>
<td>75 ± 4</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Having a broad range of machine learning pipelines that could have been used for our model, we opted for a simple model consisting of basic LSTM and dense layers. This was mainly due to not observing any superior performance in more complex predictive deep models, such as recent transformer-based methods (Li et al., 2020; Poulain et al., 2021, 2022) and EHR-based time series prediction methods Gupta and Beheshti (2020). Comparing our model against several other baselines (including state-of-the-art deep models) also demonstrated that it can achieve superior prediction performance, as shown in Figure 2. Our ablation analysis also showed that incorporating transfer and multi-task learning themes was essential to enhance the performance of our model.

Studying the top predictor variables using SHAP values show that the top variables do vary across the tasks (attrition versus weight outcome) and across various lengths of the observation and prediction windows. This may indicate the importance of targeting different risk factors at different points in pedi-
Table 3: The top five features predicting attrition, as determined by the scaled SHAP values (raw SHAP × 10⁻³) shown in parentheses. BMI% shows the BMI% trajectory recorded during the observation window. Food Ins: Food insecurity. Visits Int: Visits intervals.

<table>
<thead>
<tr>
<th>Observation/Prediction window (months)</th>
<th>1/1.5</th>
<th>2/3</th>
<th>3/4.5</th>
<th>6/9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age(41)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity(6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food Ins(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insurance(3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insurance(15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visits Int(23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI%(6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI%(23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age(63)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age(10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insurance(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI %(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

et al., 2017, 2016). Some of the top variables indicated by our models are not modifiable (such as sex and age). Knowing these non-modifiable factors can still inform early interventions targeting patients (Coleman et al., 2012).

**Clinical relevance** Focusing on the top variables that we have found in our analysis, we specifically study age, BMI%, and sociodemographic factors more closely. Other studies have also found that age is an important predictor of both attrition and weight outcomes, with children of younger ages having more success in WMPs (Jiandani et al., 2016; Batterham et al., 2016). Relatedly, we have also found that the average time between WMP visits is a primary predictor for both tasks, with worse outcomes and higher attrition rates for patients who had a prolonged time between visits. Besides age, a patient’s early weight loss (identified by the BMI% trajectory) is shown to be predictive of overall weight loss progress and the patients who have success with early weight loss seem to have a lower risk of attrition (Batterham et al., 2016).

Finally, sociodemographics like race and ethnicity, and sex, as well as food security and insurance status, are important predictors of both attrition and weight outcomes. This is aligned with previous studies demonstrating inequities in health outcomes between subgroups (Martin and Ferris, 2007). Interestingly, other factors like medical diagnoses, medications, and lifestyle scores were less predictive of attrition and weight outcomes, which may highlight the importance of identifying and supporting key groups based on sociodemographics, as well as ensuring frequent visits and early success with weight outcomes during the treatment period, regardless of a patient’s underlying conditions or lifestyle behaviors. We note that while we report the average SHAP values across all of the samples (children), our model is most helpful when the individual children are considered separately, and when a provider can see the predictors that can be targeted for a particular child to prevent attrition or increase the success with weight outcomes.

**Censoring** The way we define the positive and negative cases allows the effects of patient censoring to remain limited in our experiments. Specifically, for predicting attrition, we consider the time of the last visit as our target. No child in our dataset has returned to the program following a 6-month
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3–6 months is within the acceptable range for adhering to WMP interventions.

**Clinical application** A strength of our models is demonstrating the multi-factorial nature of obesity outcomes. The majority of clinicians providing care to children with obesity also understand that the etiology of obesity and the reasons for variable outcomes with treatment are complex. We would encourage users to interpret the data with this in mind and to use the data to tailor treatment for certain populations (e.g., providing culturally-competent care to certain racial and ethnic subgroups or tailoring treatment for adolescents to include more peer-based support). In addition to tailoring treatment, interventions can also address modifiable factors that predict outcomes (e.g., providing food resources to families who are food insecure or referring patients who endorse behavioral or mental health concerns to a psychologist) and ensure engagement of patients at risk for attrition with increased contact (e.g., texts or calls) in between clinic visits.

**Limitations** The current study is limited in several ways. First, our dataset only includes patients from one healthcare system. Still, our dataset is larger than similar ones used to study attrition and spans four geographically distinct sites in the Mid-Atlantic (Delaware, Pennsylvania, Maryland, New Jersey) and Southern (Florida) regions of the US. Additionally, our approach relies on discretizing future time into two-week windows. Considering attrition prediction as a regression task was an alternative natural choice. In our experiments, we have noticed that formulating our problem as a classification task can yield better results. Additionally, as most follow-up visits are not scheduled in shorter than two-week intervals, one can still use our approach for continuous (any time in the future) predictions. Lastly, our study focuses primarily on attrition from pediatric WMPs, our method should be applicable to adult obesity WMPs and other comparable problems such as mental health and addiction recovery programs.

**Impact and future work** As a publicly accessible tool that uses commonly available data on WMPs, our machine learning pipeline can be integrated into current clinical workflows to offer early and personalized insights assisting families and providers improve the success rates of weight management program interventions. Our team is currently working on deploying our predictive tool in the graphical dashboard that the providers in one of the WMPs of Nemours Children’s Health use. As part of our future work, we plan to expand our model by including additional information from children’s historical records (before joining a WMP) and also by including new data from other pediatric health systems. Moreover, we aim to explicitly identify the temporal phenotype (such as distinct shapes of the bodyweight trajectory) that can predict (or stratify) attrition or weight outcome patterns.
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**Appendix A. Cohort info**

This internal WMP dataset specifically covered: (a) parent-reported lifestyle variables (including diet, activity, sleep, and mood) collected in every visit, (b) parent-reported psychosocial variables (two-item hunger vital sign for food insecurity and pediatric symptom checklist for child behavioral concerns (*Pagano et al., 1994*)), and (c) additional visit data (specifically, the type of providers seen within the weight management program and the days between visits). The EHR dataset was the Nemours portion of the large PEDSnet data repository and included rigorously validated EHR variables including medical conditions, anthropometrics, visits, and demographics (*Forrest et al., 2014*). PEDSnet is a multi-speciality network that conducts observational research and clinical trials across multiple large children’s hospital health systems in the US. The dataset was anonymized, and the study was approved by Nemours Institutional Review Board.

To bucketize the longitudinal EHR data, we combined visits over 15-days time periods. We examined medical diagnosis codes and medication tables, from the available EHR data. Any condition observed at least once during the time window was denoted by 1 in the new sequence, and the measurements were averaged over the time window. If there were no visits for a patient in a time window, the corresponding vector for that period was set to all zeros. We also excluded rare diagnosis codes (i.e., the codes that appeared in less than 2% of patients), which reduced the total number of diagnosis codes from 435 to 24. We used one-hot encoding for the categorical values and normalized the continuous values by performing a min-max scaling on all features.

In our dataset, 28% of the children had only one WMP visit, and 15% had more than ten visits. Figure 4 shows the overall distributions of the number of visits and the duration of WMP attendance in months.

**Appendix B. Method details**

In the Algorithm 1, each model is trained using the data from a specific observation and prediction window, initialized by the weights from the previous window settings. The procedure in this algorithm receives the input data \((X)\), labels for the attrition and outcome tasks \((Y_A\) and \(Y_O\)), and the list of observation and prediction windows. It returns a list of fine-tuned models.
Figure 4: The distribution of (a) the number of visits and (b) the number of months staying in the WMP across the patients in our cohort.

Figure 5: Proposed training process using the multi-task and transfer learning themes. $W^S$, $W^A$, $W^T$, and $W^O$ are the weights of the static, attrition, temporal, and outcome sub-networks, respectively. We extract the features and the corresponding labels for each patient based on the rolling observation and prediction windows and feed them to the network. After the pretraining of a general model, we then initialize the weights of the specialized models with the weights from the general model. For each specific observation and prediction window setting, the model is then fine-tuned using only the relevant samples. $W_i$ shows the $i$th fine-tuned configuration.
Appendix C. Top predictors

Table 4: The top five features predict the weight outcome in various observation and prediction window settings, as determined by the scaled SHAP values (raw SHAP Value $\times 10^{-3}$) shown in parentheses. BMI% shows the BMI% trajectory recorded during the observation window. Food ins: Food insecurity. Visits int: Visits intervals.

<table>
<thead>
<tr>
<th>Observation/Prediction window (in months)</th>
<th>1/1.5</th>
<th>2/3</th>
<th>3/4.5</th>
<th>6/9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (10)</td>
<td>Age(10)</td>
<td>Insurance(20)</td>
<td>Age(21)</td>
<td></td>
</tr>
<tr>
<td>Race (5)</td>
<td>Visits int.(14)</td>
<td>Age(18)</td>
<td>Visits int.(8)</td>
<td></td>
</tr>
<tr>
<td>Insurance (4)</td>
<td>Insurance(14)</td>
<td>Ethnicity(12)</td>
<td>Food ins.(7)</td>
<td></td>
</tr>
<tr>
<td>Lifestyle Score (3)</td>
<td>Sex(8)</td>
<td>Race(11)</td>
<td>BMI % (5)</td>
<td></td>
</tr>
<tr>
<td>Food ins. (3)</td>
<td>BMI % (6)</td>
<td>visits int.(10)</td>
<td>Sex(5)</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 1: Training pseudocode

**Input:** $X$, $Y_A$, $Y_O$, Observation-Prediction window list  
**Output:** Trained models list

Preprocess $X$

PM = random (PM) ▷ Random initialization of the pretrained model

for Every observation-prediction window pair do

| $X'$ = Select cohort based on the windows |
| M = PM ▷ Load weights from the previous PM to model M |
| Pretrain M with $X'$ |
| PM = M ▷ Store M as the current pretrained model PM |
| Freeze the first two components in M |
| Fine-tune the rest of M |
| Add M to the trained models list |

end

return Trained models list