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Abstract

Electronic Health Record modeling is
crucial for digital medicine. However,
existing models ignore higher-order in-
teractions among medical codes and
their causal relations towards down-
stream clinical predictions. To address
such limitations, we propose a novel
framework CACHE, to provide effective
and insightful clinical predictions based
on hypergraph representation learning
and counterfactual and factual reason-
ing techniques. Experiments on two
real EHR datasets show the superior
performance of CACHE. Case studies
with a domain expert illustrate a pre-
ferred capability of CACHE in generat-
ing clinically meaningful interpretations
towards the correct predictions.

Keywords: EHR, Hypergraph, Coun-
terfactual and Factual Reasoning

1. Introduction

Electronic Health Record (EHR) data con-
tain rich information about patients such as

diagnosis, medication and lab results, and
have been widely used to identify patterns
for patients and assist with clinical deci-
sions. In recent years, there has been a
strong interest to leverage machine learning
techniques to support digital medicine (Fogel
and Kvedar, 2018) such as diagnosis predic-
tion (Ma et al., 2017), predictive phenotyp-
ing (Fu et al., 2019), and drug recommenda-
tion (Yang et al., 2021).

Despite its tremendous importance, it is
often non-trivial to model the EHR data for
supporting clinical decision-making. While
there exist numerous studies in this di-
rection, such as proximity-based embed-
ding techniques (Choi et al., 2016a) and
graph neural networks (GNNs) (Choi et al.,
2020; Zhu and Razavian, 2021; Ochoa and
Mustafa, 2022, i.a.) to learn the relations
among visits and medical codes, these works
are hindered by the following limitations:

Challenge I: Limited expressive power.
The co-occurrence relationships between vis-
its and medical codes are often complex. A
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visit typically contains a large set of medical
codes including diagnosis, medication, and
procedure codes with varying sizes. Each
medical code can also appear across a set of
visits. As a result, it is crucial to represent
the set information to effectively capture the
relations among these units. Unfortunately,
existing models only consider pairwise rela-
tions and are not well designed for learning
set representations. Thus, directly adopting
these approaches can yield suboptimal per-
formance for downstream clinical tasks.

Challenge II: Non-interpretable prediction.
Previous works mainly focus on improving
the predictive performance with deep neural
networks and are usually non-transparent.
An equally, if not more, critical issue for
clinical predictive models is the interpretabil-
ity (Tonekaboni et al., 2019), as understand-
ing how predictions are made by the model
is crucial for clinical experts to plan for the
treatment. While attention weights have
been proposed to fulfill this purpose (Ma
et al., 2017; Yu et al., 2020a), their valid-
ity have been challenged (Serrano and Smith,
2019) as attention weights can be biased
and misleading. Thus, it remains an impor-
tant challenge to design accurate and inter-
pretable models for EHR modeling.

Motivated by the challenges above, we pro-
pose CACHE1, for predicting patients’ clini-
cal outcomes with interpretability. CACHE
includes the following two key designs: (1)
To effectively learn the representations of vis-
its and medical codes, we propose to lever-
age hypergraphs to model the higher-order
relations among them, where medical codes
are regarded as nodes and visits are consid-
ered as hyperdeges (Cai et al., 2022). An
example is shown in Fig. 1, where each hy-
peredge connects all the medical codes in-
volved in the corresponding visit. With the
constructed hypergraph, we harness the pow-

1. short for Counterfactual and Factual Reasoning
over Hypergraphs of EHR.
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Figure 1: An example of hypergraph con-
struction on EHR. Blue circles are
hyperedges, and the red circle is
the interpretable subset for the hy-
peredge that leads to the outcome.

erful set transformer (Lee et al., 2019; Chien
et al., 2022) to capture the data permutation
invariance property. This enables our model
to go beyond pairwise interactions and gives
it great expressive power to learn better rep-
resentations for both nodes and hyperedges.
(2) To raise the interpretability of CACHE,
we extract an important set of medical codes
for each visit that are both sufficient and
necessary for making the correct clinical pre-
dictions. The subset in Fig. 1 is an example
of such an important set that contains the
key factors of the hyperedge, as kidney dis-
ease, diabetes and heart disease are highly
correlated. To this end, we build a subset
generation module that considers factual and
counterfactual reasoning objectives simulta-
neously (Guidotti et al., 2019), which target
sufficiency and necessity respectively. With
these two techniques, CACHE makes both ef-
fective and insightful predictions to support
clinical decision making.

We conduct experiments on two datasets,
namely MIMIC-III and CRADLE for the im-
portant and accessible clinical tasks of phe-
notypes prediction and cardiovascular dis-
ease risk prediction. The results illustrate
that CACHE achieves superior performance
with the average gain of 3.2% in AUROC
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and 7.5% in AUPR. Furthermore, CACHE
is able to characterize the most important
subsets for each visit on the target tasks.
Compared with the attention-based explana-
tion, CACHE generates more reasonable sub-
sets evaluated by a domain expert, justify-
ing its efficacy in providing clinically useful
interpretations.

Reproducibility The code for CACHE
can be found at https://github.com/

ritaranx/CACHE.

2. Related Work

With the development of deep neural net-
works (DNNs), earlier research has explored
learning dense representations for medical
concepts (Choi et al., 2016b,a; Fu et al., 2019;
Cui et al., 2022b) to support clinical predic-
tions. However, the embeddings are learned
in a static way and are unaware of down-
stream prediction tasks.

To overcome this drawback, graph-based
models have been proposed for EHR model-
ing. They first build a co-occurrence graph
from the EHR data, and then leverage graph
neural networks (GNNs) to learn the rela-
tions among medical codes within each en-
counter for clinical outcome prediction (Choi
et al., 2017, 2020; Wang et al., 2020; Ochoa
and Mustafa, 2022). However, their graph
structures are usually predefined with do-
main expertise (Choi et al., 2020), or prior
knowledge (Liu et al., 2020), which can be ex-
pensive to obtain and are less generalizable.
Besides, the GNNs used in their studies are
only able to encode pairwise relations, which
is not ideal in EHR modeling, given the large
set of medical codes involved in each visit.

To the best of our knowledge, HCL (Cai
et al., 2022) is the only work that adopts hy-
pergraph learning for EHRs. They generate
medical code graphs and patient graphs out
of the constructed hypergraph, and leverage
contrastive learning to aggregate information

from different graphs. However, they focus
on combining self-supervised learning tech-
niques with hypergraph learning, while we
provide interpretable predictions via coun-
terfactual and factual reasoning.

Compared with learning accurate clinical
predictive models, developing interpretable
models for EHR data has been less stud-
ied despite its great significance. Till now,
most of techniques focus on harnessing the
attention weights (Ma et al., 2017; Mincu
et al., 2021; Zhu and Razavian, 2021; Kan
et al., 2022) as explainations, while the va-
lidity of such explanations are more ambiva-
lent (Jain and Wallace, 2019; Serrano and
Smith, 2019) without sufficient human stud-
ies. Different from them, we aim to lever-
age factual and counterfactual explanations
to interpret the model’s decisions. In the
context of graph-based learning, such expla-
nation methods look for a small subset of
nodes or edges such that preserving them will
retain predictions but removing them would
flip the predictions (Ying et al., 2019; Lu-
cic et al., 2022; Tan et al., 2022; Cui et al.,
2022a). This has also been applied to EHR
data but focusing on the survival analysis (Li
et al., 2021; Wang and Sun, 2022; Chapfuwa
et al., 2021) or fairness of clinical predictions
over demographics (Pfohl et al., 2019), thus
are orthogonal to our proposed approach.

3. Method

The overview of CACHE is shown in Figure
2. Notably, there are two key components,
namely hypergraph neural network and inter-
pretable subset extraction. The hypergraph
neural network takes the original hypergraph
G as input to learn its node and hyperedge
embeddings (Sec. 3.2). Then the subset ex-
traction model learns a weight for each node
in a hyperedge from their concatenated em-
beddings. Finally, the interpretable subset
G′ and its complementary set G\G′ are gen-
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Figure 2: The framework of CACHE. The grey circles with numbers on them denote the
nodes within a hyperedge. We describe the details of hypergraph neural network
and interpretable subset extraction in Sec. 3.2 and Sec. 3.3 respectively.

erated (Sec. 3.3). The two key components
are trained in an alternate way (Sec. 3.4).

3.1. Notations and Definitions

The EHR data used in this work comprises
multiple types of medical codes C, including
diseases, medications, procedures and ser-
vices. For each patient, the input of our
method is the medical record X containing
a set of medical codes, where X ⊂ C.

Our problem is: given the clinical record
X , we aim to (1) predict the clinical outcome
y of that patient; (2) generate a subset X̃ ⊂
X of the most important elements in X that
provides interpretations into the predictions.

3.2. Hypergraph Construction and
Learning

⋄ Hypergraph Construction. One char-
acteristic of EHR data is that each visit con-
tains massive medical codes and each medi-
cal code appears in multiple visits. Thus, we
leverage hypergraph structure to model their
high-order interactions, and project elements

into an unified low-dimension space to facili-
tate prediction tasks. To transform the EHR
into hypergraphs, we follow Cai et al. (2022)
to view each clinical visit as a hyperedge and
each medical code as a node. We denote the
hypergraph as G = (V, E), where V, E stand
for nodes and hyperedges, respectively.

⋄ Hypergraph Learning Module fθ.
Compared with vanilla graph neural net-
works (Kipf and Welling, 2017; Veličković
et al., 2018), a particular challenge for learn-
ing on hypergraphs is how to design propa-
gation rules for both nodes and hyperedges.
Directly using average pooling for aggrega-
tion (Feng et al., 2019; Yu et al., 2020b) can
be suboptimal, as it takes all node informa-
tion equally and loses structural information.
To overcome this issue, we design the hyper-
graph learning module defined as fθ(G) pa-
rameterized by θ, to perform message passing
on hypergraphs. Specifically, we leverage the
set transformer, a principled, permutation-
invariant model to aggregate the neighbor-
hood information (Lee et al., 2019; Chien
et al., 2022).
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Denote the embeddings of nodes and hy-
peredges on l-th layer as X(l) ∈ R|V|×d,
E(l) ∈ R|E|×d′ where d and d′ are two hyper-
parameters. In l-th layer, the message pass-
ing follows two steps

E(l)
e = fV→E

(
Ve,X(l−1)

)
, (1)

X(l)
v = fE→V

(
Ev,E(l)

)
. (2)

Here Ee and Xv stand for the embeddings of
hyperedge e and node v, respectively. Ve,X is
the hidden representations of node that con-
tain the hyperedge e, and Ev,E is the hid-
den representations of hyperedges that con-
tain the node v. To realize the two message
passing function fV→E(·) and fE→V(·), we use
self-attention (Vaswani et al., 2017) function
which has strong expressive power and can
identify the most relevant elements within
the set for message passing. Thus,

fV→E(S) = fE→V(S) = Self-Att(S), (3)

where the mathematical formulation of self-
attention is written as

Self-Att(S) = LayerNorm(Y + FFN(Y )).
(4)

Note that S ∈ R|S|×d is the embedding of the
input set and Y ∈ R1×d is the representation
of S after multi-head self-attention, denoted
as

Y = LayerNorm(S + MultiHead(S)),

where

MultiHead(S) = ∥hi=1O
(i) = ∥hi=1SAi(S),

SAi(S) = softmax

(
WQ

i (SWK
i )⊤√

⌊d/h⌋

)
SWV

i .

In the above equations, WQ
i ∈ R1×⌊d/h⌋,

WK
i ∈ Rd×⌊d/h⌋, WV

i ∈ Rd×⌊d/h⌋, together
with the feed-forward neural network (FFN),
which is realized with a 2-layer Multi-layer

Perceptron (MLP), are trainable parameters,
and h is the number of attention heads. It is
worth noting that we do not include position
encoding in the original transformer paper
due to the lack of sequential information for
our datasets.

By stacking L set transformer layers to-
gether, we obtain the embeddings at the last
layer for hyperedges as E(L) and nodes as
X(L). In experiments, we choose L = 3.

However, we find that the model has the
over-smoothing issue. As EHR graphs are
large and dense, the embeddings after mes-
sage passing can be less distinguishable from
one another but in reality should be quite dif-
ferent (Oono and Suzuki, 2019). To alleviate
this issue, we add additional normalization
for embeddings in each layer, defined as (we
use hyperedges as an example, node embed-
dings are processed in a similar way):

Ec
e = Ee −

1

|E|
∑
e′∈E

E′
e

Ẽe =
Ec

e√
1
|E|
∑

e′∈E
∥∥Ec

e′

∥∥2
2

=
√
|E| · Ec

e√
∥Ec

e∥
2
F

.

(5)

We remark that this so-called PairNorm
technique (Zhao and Akoglu, 2019) keeps the
total pairwise embedding distances over hy-
peredges unchanged across layers to prevent
them from being identical.

In addition, to support the downstream
tasks with the embedding, we stack a clas-
sification head on visit embeddings from all

layers Ẽ
(l)
e (1 ≤ l ≤ L) as

ŷe = σ
(

MLPCLS

(
∥Ll=1Ẽ

(l)
e

))
; (6)

where MLPCLS is a 2-layer neural network
that converts the vector to a value for bi-
nary classification, and σ(x) = 1

1+exp(−x) is
the sigmoid function. By stacking the em-
beddings from different layers (a.k.a jump-
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ing knowledge (Xu et al., 2018)), we further
resolve the oversmoothing issue2.

For the target classification task, we use
the binary cross-entropy as the learning ob-
jective defined as

ℓcls = −y log(ŷe) − (1 − y) log(1 − ŷe). (7)

3.3. Interpretable Subset Extraction

The above section describes how CACHE sup-
ports clinical predictions with the hyper-
graph neural networks and set transformers.
However, it does not provide the capability
to explain the clinical predictions. To achieve
this, we aim to generate a subset V ′

e ⊂ Ve

for each hyperedge e ∈ E to serve as local
explanations for model predictions. In par-
ticular, we denote the hypergraph with only
the subset nodes for each hyperedge as G′,
and hypothesize that there should be two key
properties for G′: (1) sufficiency : the pre-
diction of fθ(G′) using the subsets only will
be consistent based on factual reasoning ; (2)
necessity : removing the subset will result in
opposite predictions for fθ(G\G′) based on
counterfactual reasoning.

To fulfill this purpose, a learnable inter-
pretable subset extraction model gϕ is pro-
posed to dynamically select the most impor-
tant subsets for hyperedges in e ∈ E . Specif-
ically, for each hyperedge e with its associ-
ated nodes v ∈ Ve, we assign a random vari-
able pe,v ∼ Bern(ωe,v), where v is preserved
in hyperedge e if pe,v > 0.5 and is filtered
otherwise. We use another 2-layer MLP as a
realization of gϕ for parameterizing the prob-
ability weight ωe,v, with the representation of
e and v from fθ as

ωe,v = MLP
(

[E(l)
e ;X(l)

v ]
)
. (8)

2. We note that these additional techniques
(PairNorm, Jumping Knowledge) are used by de-
fault for both CACHE and baselines. See Sec. 4.5
for more discussions.

To facilitate end-to-end training of gϕ, we use
the Gumbel-max trick (Jang et al., 2017) to
differentiate pe,v based on ωe,v as

p̂e,v = σ ((log(δ/(1 − δ)) + ωe,v)/τ) , (9)

where δ ∼ Uniform(0, 1) and τ is a temper-
ature hyper-parameter. With the generated
G′ ∼ gϕ(G), we define the prediction for fac-
tual and counterfactual reasoning for each
hyperedge e with label as

ŷf = fθ(G′); ŷcf = fθ(G\G′), (10)

and the loss can be written as

ℓf =

{
[γ + ŷe − ŷf]+ , if ye = 1;

[γ + ŷf − ŷe]+ , else.
(11)

and

ℓcf =

{
[γ + ŷcf − ŷe]+ , if ye = 1;

[γ + ŷe − ŷcf]+ , else.
(12)

where [x]+ = max(x, 0) and γ = 0.5 is the
pre-defined threshold. In this way, we en-
courage gϕ to find a subset to generate G′

which shares the same prediction as using
the whole graph G, while generating differ-
ent prediction with the graph G\G′. Besides,
to force gϕ to generate concise subsets, we
add additional regularization on the weight
ωe,v. To sum up, the learning objective of gϕ
is expressed as

Lg = Ee∼p(E)Ev∼p(Ve)[αℓf

+ (1 − α)ℓcf + λvωe,v], (13)

where α and λv are hyperparameters.

3.4. Alternate Training of fθ and gϕ

To incorporate the factual and counterfac-
tural learning during the training of fθ, we
augment the learning loss with the factual
and counterfactual loss as

Lcls = Ee∼p(E){ℓcls + λmEv∼p(Ve)

[αℓf + (1 − α)ℓcf]}, (14)
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Table 1: Dataset statistics. For # of hyper-
edges in MIMIC-III, the first num-
ber indicates the hyperedges with-
out labels, while the second one in-
dicates ones with labels.

Stats MIMIC-III CRADLE

# of diagnosis 846 7915
# of medication 4525 489
# of procedure 2032 4321
# of service 20 —
# of hyperedges 36875/12353 36611

where ℓcls is defined in Eq. 7. Joint opti-
mizing fθ and gϕ can be challenging, as di-
rectly optimizing them together often cause
the model to collapse. For better stability,
we use alternate gradient descent (Xu et al.,
2019) to train fθ and gϕ. We first train fθ
with Eq. 7 for 10 epochs as the warmup.
After that, we train gϕ while fixing fθ as
ϕ = ϕ−λcls∇ϕLg. Then, with the generated
G′ containing the important subsets, we train
fθ while fixing gϕ as θ = θ−λg∇θLcls, where
λg and λcls are learning rates. Finally, the
generated medical code subset for hyperedge
e with gϕ is regarded as the interpretable el-
ements to support the clinical predictions.

4. Experiments

4.1. Experiment Setup

⋄ Datasets. We conduct experiments on
two clinical prediction datasets: MIMIC-
III (Johnson et al., 2016) and a private
dataset CRADLE. CRADLE was collected
from a large healthcare system in United
States. The statistics of two datasets are
shown in Table 1. We split them into
train/validation/test set by 7:1:2. Their la-
bel distributions are shown in Appendix A.

⋄ Tasks. We perform phenotyping pre-
diction on MIMIC-III. Phenotyping has a

wide range of applications such as morbid-
ity detection, repurposing drugs, and diag-
nosis (Oellrich et al., 2016). In this task, we
conduct a multi-label classification (Haru-
tyunyan et al., 2019), that predicts whether
the 25 acute care conditions (described in
Appendix A) will be present in patients’ next
visits, given their current ICU records.

We also conduct an outcome prediction
task on CRADLE, which predicts whether
the patients with type 2 diabetes would ex-
perience cardiovascular disease (CVD) end-
points within a year after the initial diagno-
sis. The CVD endpoint is defined as the pres-
ence of coronary heart disease (CHD), con-
gestive heart failure (CHF), myocardial in-
farction (MI), or Stroke, which are identified
by their ICD-9 and ICD-10 clinical codes. As
shown in (Einarson et al., 2018), CVD is es-
timated to affect around 32% of the patients
with diabetes, and thus a systematic CVD
risk prediction is especially needed. More de-
scriptions are in Appendix A.

⋄ Metrics. Since the label distribution of
both MIMIC-III and CRADLE are imbal-
anced, we use Accuracy, AUROC, AUPR
and Macro-F1 score as the metrics (Choi
et al., 2020; Cai et al., 2022). For accuracy
and F1 score, we use 0.5 as the threshold af-
ter obtaining the predicted results.

4.2. Implementation Details

We implement our model in PyTorch3. We
use Adam as the optimizer for both the hy-
pergraph learning module and the important
subset extraction module, and tune their
learning rates in {1e-2, 5e-3, 1e-3, 5e-4}.
Other key hyperparameters include α and λv

in Eq. 13 and λm in Eq. 14. We set α = 0.5
to balance between factual and counterfac-
tual reasoning. We study the effect of α, λm

and λv in Section 4.5. For our experiments,
we set λg = 0.01, λcls = 1e-3, λm = 0.01,

3. https://pytorch.org/
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λv = 1e-3, α = 0.5, d = 48, h = 4, dropout
to 0 and weight decay to 1e-3. We use 3-
layers in hypergraph neural networks.

4.3. Baselines

We compare CACHE with a comprehensive
set of baselines:

⋄ Non-graph Baselines. These baselines
model EHR data without using graphs to en-
code relations among items. We select Lo-
gistic Regression (LR) (Menard, 2002), Sup-
port Vector Machine (SVM) (Cortes and
Vapnik, 1995) and Multi-layer Perceptron
(MLP) (Naraei et al., 2016) as baselines.

⋄ Graph-based Baselines. These meth-
ods use graph-based approach for modeling
the relations. Specifically, for two items, an
edge exists only when they co-occur in a
visit. We consider two baselines: Graph Con-
volutional Transformer (GCT) (Choi et al.,
2020), which learns the hidden EHR struc-
ture for predictive tasks, and Graph At-
tention Networks (GAT) (Veličković et al.,
2018), which uses attention-based massage
passing mechanism for aggregating neighbor
features. For these two methods, a task-
specific MLP is stacked on the top of the
model for prediction.

⋄ Hypergraph-based Baselines. These
baselines uses the same hypergraph structure
as CACHE but with different neural architec-
tures for learning on hypergraphs. Specifi-
cally, we select several representative meth-
ods including Hypergraph Neural Networks
(HGNN) (Feng et al., 2019), Hypergraph
Convolutional Networks (HyperGCN) (Ya-
dati et al., 2019), Hypergraph Convolu-
tion and Hypergraph Attention (HCHA) (Bai
et al., 2021), AllSetTransformer (Chien
et al., 2022) in our experiments. We also con-
sider the contrastive learning technique (de-
noted as CL) in a recently-proposed hyper-

graph learning approach for EHR (Cai et al.,
2022)4.

4.4. Experimental Results

Table 2 summarizes the experimental results
on the two datasets. Note that accuracy
and F1 are influenced by the threshold used
for separating predicted scores into differ-
ent classes, and thus are less comprehensive
in demonstrating model performance. From
the results, we have the following findings:

⋄ CACHE outperforms all the baselines over
four different evaluation metrics on both
datasets, including our backbone model
AllSetTransformer. Compared to the best
baselines, CACHE raises the performance by
3.2% in AUROC and 7.5% in AUPR. This
indicates that our leverage of counterfactual
and factual reasoning contributes to the final
performance, as it finds the salient subsets
for the downstream predictions.

⋄ We build additional contrastive learning
(CL) on top of AllSetTransformer to study
its efficacy, and the result shows that the im-
provement is marginal. This is because CL
focuses on generating more samples for the
model to learn the similar attributes among
them, which does not necessarily align with
the main objective of the tasks.

⋄ Graph-based models generally have a bet-
ter performance than traditional machine
learning methods. This phenomenon veri-
fies that considering the interaction between
nodes via message passing is beneficial for
EHR modeling. In addition, hypergraph-
based models can further improve over the
graph-based models. Among them, AllSet-
Transformer has a better performance than
others, which illustrates that set function
better models the hypergraph structure.

4. Since the code is not publicly available, we only
test the contrastive learning technique as their
main contribution.
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Table 2: Performance on MIMIC-III and CRADLE compared with different baselines. The
result is averaged over 5 runs. We use * to indicate statistically significant results
(p < 0.05).

Model
MIMIC-III CRADLE

ACC AUROC AUPR F1 ACC AUROC AUPR F1

LR 68.66 ± 0.24 64.62 ± 0.25 45.63 ± 0.32 13.74 ± 0.40 76.22 ± 0.30 57.22 ± 0.28 25.99 ± 0.26 42.18 ± 0.35
SVM 72.02 ± 0.12 55.10 ± 0.14 34.19 ± 0.17 32.35 ± 0.21 68.57 ± 0.13 53.57 ± 0.11 23.50 ± 0.15 52.34 ± 0.22
MLP 70.73 ± 0.24 71.20 ± 0.22 52.14 ± 0.23 16.39 ± 0.30 77.02 ± 0.17 63.89 ± 0.18 33.28 ± 0.23 45.16 ± 0.26

GCT 76.58 ± 0.23 78.62 ± 0.21 63.99 ± 0.27 35.48 ± 0.34 77.26 ± 0.22 67.08 ± 0.19 35.90 ± 0.20 56.66 ± 0.25
GAT 76.75 ± 0.26 78.89 ± 0.12 66.22 ± 0.29 34.88 ± 0.33 77.82 ± 0.20 66.55 ± 0.27 36.06 ± 0.18 56.43 ± 0.26

HGNN 77.93 ± 0.41 80.12 ± 0.30 68.38 ± 0.24 40.04 ± 0.35 76.77 ± 0.24 67.21 ± 0.25 37.93 ± 0.18 58.05 ± 0.23
HyperGCN 78.01 ± 0.23 80.34 ± 0.15 67.68 ± 0.16 39.29 ± 0.20 78.18 ± 0.11 67.83 ± 0.18 38.28 ± 0.19 60.24 ± 0.21
HCHA 78.07 ± 0.28 80.42 ± 0.17 68.56 ± 0.15 37.78 ± 0.22 78.60 ± 0.15 68.05 ± 0.17 39.23 ± 0.13 59.26 ± 0.21
AllSetTransformer 79.07 ± 0.31 82.19 ± 0.13 71.08 ± 0.17 41.51 ± 0.25 79.76 ± 0.18 70.07 ± 0.13 40.92 ± 0.12 61.23 ± 0.18
AllSetTransformer+CL 78.98 ± 0.44 82.56 ± 0.32 71.09 ± 0.27 39.33 ± 0.40 79.49 ± 0.21 69.60 ± 0.26 41.48 ± 0.25 56.65 ± 0.31

CACHE 80.41 ± 0.21* 83.91 ± 0.17* 73.33 ± 0.18* 47.28 ± 0.22* 80.77 ± 0.19* 73.34 ± 0.22* 46.40 ± 0.18* 63.92 ± 0.24*
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Figure 3: Effect of different components of
CACHE on MIMIC-III. JK denotes
Jumping Knowledge and PN de-
notes PairNorm.

4.5. Parameter and Ablation Studies

We study the effect of different parame-
ters of CACHE on MIMIC-III, shown in Fig-
ures 3(a), 3(b) and 3(c). Due to space limita-
tion, results on CRADLE are in Appendix C.
α in Eq. 13 balances between the counter-
factual and factual reasoning. We observe

that both types of reasoning are beneficial,
as the performance of leveraging only one
type of them (i.e. α = 0 or 1) is worse
than considering both (i.e. α = 0.25, 0.5
or 0.75). The model reaches the best perfor-
mance when α = 0.5 by giving equal weights
to both parts, which is consistant with the
observations in (Tan et al., 2022). λm in
Eq. 14 is a weight between counterfactual
and factual loss and model classification loss,
and the performance achieves the best with
λm =0.01, indicating a certain ratio between
the importance of the two losses. λv in Eq. 13
controls the sparsity of remaining nodes. As
λv get larger, the performance first increases
and then decreases. This is because when
λv is too small or too large, gϕ would either
keep or remove all the nodes, respectively,
and thus hinders the model from learning the
causal relationship between the selected sub-
set and the downstream tasks.

We also inspect different components of
CACHE in Figure 3(d). It is observed that
both Jumping Knowledge and PairNorm
contribute to model performance as they
solve the over-smoothing issue. More abla-
tion studies for baselines are shown in Ap-
pendix C to verify that these techniques work
well for majority of models on EHR learning.
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Long-term drug therapy
Restless legs
Mononeuritis
Screening for malignant neoplasm of colon
Albumin; urine (eg, microalbumin), semiquantitative 
(eg, reagent strip assay)
Abnormal finding on evaluation procedure
Nephropathy screening
Disorder of nervous system due to diabetes mellitus
Long-term drug therapy
Mononeuritis

Label 0 (The patient would not experience CVD 
complications in the next year.)

Subset 1 (generated 
from CACHE)

Subset 2 (generated 
from attention 

weights of 
AllSetTransformer)

Figure 4: Case Study: Comparison of the
subsets generated from CACHE
and from attention weights.

4.6. Interpretability Evaluation

4.6.1. Qualitative Analysis

To justify the advantage of CACHE in gen-
erating an interpretable subset within each
hyperedge that indicates causal relationships
towards the prediction, we randomly select
30 samples in CRADLE, as well as their cor-
responding generated subsets. For compari-
son, we use the attention weight from AllSet-
Transformer to generate subsets for the same
30 samples as the baseline. Specifically, for
both models, we rank the weights of all nodes
ωe,v in each hyperedge e and select the top
30% of the nodes as the interpretable subset,
in order to force the two models to generate
subsets of the same sizes. We put each pair
of generated subsets and their corresponding
CVD outcome together, and ask a (model-
blinded) medical domain expert to select one
of the subsets that can better explain the
CVD condition. The result from the clini-
cal expert shows that 21 subsets generated
from CACHE are selected, which is 70% of
the total 30 samples.

To further demonstrate the quality of
CACHE’s explanations, we present one case
study as shown in Figure 4 (more cases are
shown in Appendix D). It compares different

Table 3: Performance on MIMIC-III and
CRADLE with different input sub-
graphs generated by factual and
counterfactual reasoning.

Input
MIMIC-III CRADLE

ACC AUROC AUPR F1 ACC AUROC AUPR F1

G 80.41 83.91 73.33 47.28 80.77 73.34 46.40 63.92
G′ 77.55 80.42 67.74 35.58 80.24 70.67 43.14 56.61
G\G′ 70.81 66.20 47.81 12.77 32.40 49.99 21.49 32.37

elements that the two models select as most
important from each visit. According to the
analysis provided by the domain expert, the
subset generated by our model suggests that
the patient is engaged in getting preventive
screenings like colonoscopy and urine albu-
min checked. However, from the perspec-
tive of the subset generated from the AllSet-
Transformer with attention weights, it indi-
cates that the patient already has some neu-
rological issue with diabetes, which suggests
his/her control of diabetes is poor. Thus, the
second subset has a stronger risk factor for
a major adverse cardiovascular event. Since
the patient did not experience CVD compli-
cations in the next year, the first subset gen-
erated by CACHE provides better interpreta-
tions into the CVD outcome.

4.6.2. Quantitative Analysis

We also provide the quantitative analysis to
measure the quality of the generated sub-
set. Table 3 provides the average results for
the subset G′ (factual reasoning) extracted
by CACHE by using the top-30% node in
the hyperedge with the highest weight, as
well as the graph G\G′ (counterfactual rea-
soning). From the results, it is clear that
the performance of the factual graph G′ is
much better than that of G\G′, and the per-
formance with G′ is close to the performance
of learning with full hypergraphs. Such re-
sults justify the advantage of CACHE for find-
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Table 4: Interpretability evaluation on
MIMIC-III and CRADLE com-
pared with two strong baselines.

Model
MIMIC-III CRADLE

PoS (%) PoN (%) PoS (%) PoN (%)

GNNExplainer 87.63 30.88 83.91 57.40
CF-GNNExplainer 82.37 86.99 79.76 89.30

CACHE 91.62 36.30 94.38 93.72

ing the informative subsets, and using the
subset only yields comparable performance
when compared with using all the nodes in
each hyperedge for clinical predictions.

We further consider two additional eval-
uation metrics, namely Probability of Suf-
ficiency (PoS) and Probability of Necessity
(PoN) as explicit quantitative evaluations of
explanations following causal inference the-
ory (Glymour et al., 2016). Specifically, PoS
is defined as the percentage of extracted sub-
graphs that can keep the GNN prediction un-
changed to show the sufficiency of the expla-
nations. PoN is defined as the percentage of
extracted subgraphs that change the GNN
prediction if removed, and thus it shows the
necessity of the explanations.

From the results shown in Table 4, we
observe that although CF-GNNExplainer
achieves better performance on PoN for
MIMIC-III dataset, it sacrifices the perfor-
mance in terms of PoS. In contrast, CACHE
balances between these two terms, and gen-
erally achieves good performance especially
for CRADLE. We also remark that those
post-hoc explanation methods focus on gen-
erating explanations only, without improv-
ing the performance of the model. Instead,
CACHE jointly generates the explanations
and uses the explanation as an effective regu-
larizer for the predictive model, which is ben-
eficial to the model performance.

5. Conclusion and Future Works

We develop CACHE, an accurate and inter-
pretable framework for clinical predictions
with EHR data. Specifically, we leverage hy-
pergraphs to model the co-occurrence among
medical codes and design multiset functions
to encode the relations to facilitate precise
clinical predictions. To produce insightful
subsets for each visit, we harness counter-
factual and factual reasoning techniques to
ensure the sufficiency and necessity of the
selected medical code. Experiments on two
real EHR datasets verifies the superiority of
CACHE, and the case study with a domain
expert further justifies that CACHE can gen-
erate clinically meaningful subsets.

In this work, we mainly focus on provid-
ing local explanations, which aim to provide
interpretability for each patient individually.
Apart from the local explanations, another
aspect of interpretability lies in global pat-
terns, which aim to model confounding sig-
nals (Lengerich et al., 2022) as well as model
biases (Zhang et al., 2020) for more accurate
and bias-free clinical predictions. We believe
finding global patterns is vital for overcoming
the biases from the clinical prediction models
and view it as an important future work.
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Appendix A. Dataset and Task
Description

The descriptions and label distributions of
the 25 phenotypes in MIMIC-III are shown
in Table 5. The 25 phenotypes are iden-
tified using Clinical Classifications Software
(CCS) from the Healthcare Cost and Utiliza-
tion Project (HCUP)5. Among the 25 pheno-
types, 12 are acute conditions such as respi-
ratory failure and renal failure, 8 are chronic
conditions such as kidney disease and hyper-
tension, and the other 5 are mixed conditions
since they are recurring acute diseases.

For CRADLE, we let patients to have pos-
itive labels (label 1), when they have a CVD
complication within a year. For those posi-
tive patients, their input encounter is the ear-
liest recorded encounter within a year of the
presence of the CVD endpoint. Otherwise,
for those with label 0, the input encounter is
randomly selected from the encounters that
are at least one year before the last recorded
encounter. Records that are not sufficient
for the modeling are removed, including the
patients who only have one diagnosis record,
or whose interval between the initial and last
record is less than one year.

Appendix B. Additional
Experimental Results

We list the results for per-task performances
on 25 phenotypes in MIMIC-III in Table 6
for reference. We observe that CACHE out-
performs the other two baseline models on
24 phenotypes out of the total 25. The phe-
nomenon demonstrates that our gain is con-
sistent over almost all the phenotyping tasks.
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Figure 5: Effect of different components of
CACHE on CRADLE. JK denotes
Jumping Knowledge and PN de-
notes PairNorm.

Appendix C. Additional Parameter
and Ablation Studies

Figures 5(a), 5(b) and 5(c) shows the effects
of different parameters on CRADLE. We no-
tice that the results agree with the observa-
tion in Sec. 4.5. The performance is the best
when α = 0.5, λm = 0.01 and λv =1e-3.

Figure 5(d) shows the contributions of
Jumping Knowledge and PairNorm to the
model performance. Results from Fig-
ure 6 again justifies their efficacy over dif-
ferent models. In addition, we observe
that these techniques benefit CACHE more
than the baselines. This is mainly because
the self-attention based models, though with
stronger expressive power, are even more sus-
ceptible to the oversmoothing issue, as has
been discussed in the prior works (Dasoulas
et al., 2021). When the oversmoothing issue
has been mitigated via our selected strate-

5. https://www.hcup-us.ahrq.gov/
toolssoftware/ccs/AppendixASingleDX.txt

274

https://www.hcup-us.ahrq.gov/toolssoftware/ccs/AppendixASingleDX.txt
https://www.hcup-us.ahrq.gov/toolssoftware/ccs/AppendixASingleDX.txt


Interpretable Clinical Predictions on EHR

Table 5: ICU phenotypes used in the benchmark dataset.

Phenotype Type Positives’ Ratio (%)

Acute and unspecifed renal failure acute 29.3
Acute cerebrovascular disease acute 7.1
Acute myocardial infarction acute 7.4
Cardiac dysrhythmias mixed 43.2
Chronic kidney disease chronic 25.5
Chronic obstructive pulmonary disease chronic 18.0
Complications of surgical/medical care acute 84.0
Conduction disorders mixed 2.4
Congestive heart failure; nonhypertensive mixed 39.2
Coronary atherosclerosis and related chronic 29.6
Diabetes mellitus with complications mixed 36.2
Diabetes mellitus without complication chronic 42.1
Disorders of lipid metabolism chronic 27.6
Essential hypertension chronic 35.4
Fluid and electrolyte disorders acute 44.4
Gastrointestinal hemorrhage acute 27.8
Hypertension with complications chronic 59.5
Other liver diseases mixed 21.9
Other lower respiratory disease acute 35.4
Other upper respiratory disease acute 9.5
Pleurisy; pneumothorax; pulmonary collapse acute 33.9
Pneumonia acute 21.7
Respiratory failure; insufciency; arrest acute 32.8
Septicemia (except in labor) acute 26.6
Shock acute 12.2
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Table 6: Model performance on 25 phenotypes in MIMIC-III.

Phenotype Type
CACHE AllSetTransformer MLP

AUROC AUPR AUROC AUPR AUROC AUPR

Acute and unspecifed renal failure acute 69.53 48.38 67.19 45.31 56.35 35.42
Acute cerebrovascular disease acute 65.36 13.63 58.11 11.16 49.06 7.22
Acute myocardial infarction acute 74.51 21.10 73.56 20.52 51.69 8.77
Cardiac dysrhythmias mixed 77.92 75.03 76.61 72.57 55.88 49.89
Chronic kidney disease chronic 87.26 78.33 86.42 74.33 61.11 32.99
Chronic obstructive pulmonary disease chronic 84.69 60.81 82.16 56.15 55.57 20.52
Complications of surgical/medical care acute 70.76 92.03 70.65 91.96 64.87 89.79
Conduction disorders mixed 68.82 6.14 63.83 4.08 57.25 3.86
Congestive heart failure; nonhypertensive mixed 85.07 79.55 82.52 74.95 54.62 44.16
Coronary atherosclerosis and related chronic 84.02 71.97 82.31 69.56 56.81 39.00
Diabetes mellitus with complications mixed 93.22 90.54 92.80 88.63 56.16 40.14
Diabetes mellitus without complication chronic 87.32 87.37 86.80 85.48 56.75 46.57
Disorders of lipid metabolism chronic 80.36 59.54 76.65 54.52 55.24 34.31
Essential hypertension chronic 80.41 70.32 76.15 64.26 51.22 38.58
Fluid and electrolyte disorders acute 68.28 62.00 64.12 59.25 60.39 53.22
Gastrointestinal hemorrhage acute 64.65 42.90 65.18 43.51 53.42 29.08
Hypertension with complications chronic 80.70 85.25 76.64 80.99 56.28 63.85
Other liver diseases mixed 68.58 47.28 68.75 45.90 56.55 24.19
Other lower respiratory disease acute 68.42 58.43 67.16 55.57 57.18 42.50
Other upper respiratory disease acute 65.11 27.93 63.81 26.87 54.88 11.22
Pleurisy; pneumothorax; pulmonary collapse acute 67.28 53.32 65.50 49.20 57.10 42.05
Pneumonia acute 64.58 32.79 63.85 32.05 57.38 28.21
Respiratory failure; insufciency; arrest acute 68.12 53.99 66.31 51.30 56.76 41.09
Septicemia (except in labor) acute 67.45 43.12 64.26 37.85 60.36 35.38
Shock acute 65.26 22.28 62.74 17.93 60.67 18.04
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Figure 6: Effect of jumping knowledge and
PairNorm on two representative
baselines: HCHA and HGNN over
MIMIC-III and CRADLE.

gies, the performance of such self-attention
based multiset functions can lead to stronger
empirical performance.

Appendix D. Additional Case
Study

In Figure 7 to 9, we offer several addi-
tional examples of the subsets extracted from
CACHE and attention-based explanations, as
well as the domain expert’s evaluations.

In Figure 7, from the analysis of the ex-
pert, patient 1 appears higher risk due to the
need for needle electromyography and poor
diabetes control. Such results indicates that
the subset 1 generated by CACHE is more in-
sightful for clinical predictions. In contrast,
the elements generated in subset 2 cannot
well indicate the CVD risk of the patient.

In Figure 8, the domain expert points
out that the subset generated with attention
(subset 2) contains Type 1 diabetes, aortic
valve concern, and the hx of an echo. which

Office or other outpatient visit for the evaluation and 
management of an established patient, which requires a 
medically appropriate history and/or examination and 
moderate level of medical decision making. When 
using time for code selection, 30-39 minutes of total 
time is spent on the date of the encounter.
Benign essential hypertension
Hyperlipidemia
Diabetic - poor control
Needle electromyography, each extremity, with related 
paraspinal areas, when performed, done with nerve 
conduction, amplitude and latency/velocity study; 
complete, five or more muscles studied, innervated by 
three or more nerves or four or more spinal levels (List 
separately in addition to code for primary procedure)
Insulins and analogues for injection, long-acting
Benzodiazepine derivatives
Other antidepressants
Glucagon-like peptide-1 (GLP-1) analogues
Combinations of oral blood glucose lowering drugs

Label 1 (The patient would experience CVD complications in 
the next year.)

Subset 1 (generated 
from CACHE)

Subset 2 (generated 
from attention 

weights of 
AllSetTransformer)

Figure 7: Additional example I: A com-
parison of the subsets generated
from CACHE and from attention
weights of AllSetTransformer.

Type 2 diabetes mellitus without complication
Requires influenza virus vaccination
Sebaceous cyst of skin
Diabetes mellitus without complication
Disorder of skin of trunk
Diabetic - poor control
Chest pain
Pure hypercholesterolemia
Mixed hyperlipidemia
Echocardiography, transthoracic, real-time with image 
documentation (2D), includes M-mode recording, when 
performed, complete, with spectral Doppler 
echocardiography, and with color flow Doppler 
echocardiography
Aortic valve disorder
Chest pain
Type 1 diabetes mellitus
Disorder due to type 1 diabetes mellitus
Cervical somatic dysfunction
Adjustment disorder with mixed anxiety and depressed 
mood
Essential hypertension
Gastroesophageal reflux disease

Label 0 (The patient would not experience CVD 
complications in the next year.)

Subset 1 (generated 
from CACHE)

Subset 2 (generated 
from attention 

weights of 
AllSetTransformer)

Figure 8: Additional example II: A com-
parison of the subsets generated
from CACHE and from attention
weights of AllSetTransformer.
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Hyperlipidemia
Asthma
Type 2 diabetes mellitus without complication
Office or other outpatient visit for the evaluation and 
management of an established patient, which 
requires a medically appropriate history and/or 
examination and low level of medical decision 
making. When using time for code selection, 20-29 
minutes of total time is spent on the date of the 
encounter.
Third-generation cephalosporins
Morbid obesity
Chronic rhinitis
Spirometry, including graphic record, total and timed 
vital capacity, expiratory flow rate measurement(s), 
with or without maximal voluntary ventilation
Radiologic examination; toe(s), minimum of 2 views
Insulins and analogues for injection, fast-acting
Insomnia
Chest x-ray
Insulins and analogues for inhalation
Long-term current use of insulin
Platelet aggregation inhibitors excl. heparin
Other agents for local oral treatment
Salicylic acid and derivatives
Other dermatologicals
Insulins and analogues for injection, intermediate-
acting
Insulins and analogues for injection, fast-acting
Insulins and analogues for injection, intermediate- or 
long-acting combined with fast-acting
Dyspnea

Label 0 (The patient would not experience CVD 
complications in the next year.)

Subset 2 (generated 
from attention 

weights of 
AllSetTransformer)

Subset 1 (generated 
from CACHE)

Figure 9: Additional example III: A com-
parison of the subsets generated
from CACHE and from attention
weights of AllSetTransformer.

is a sign for higher CVD risks and contradicts
with the original label for the patient.

In Figure 9, the domain expert states that
the subset generated with attention (subset
2) needs a complex insulin regimen and also
uses aspirin and an anti-platelet medication,
implying higher risk for atherosclerosis/CVD
compared with subset 1.

The above examples provide more concrete
examples to support the subset generated via
CACHE can provide more important and in-
sightful subsets for clinical prediction tasks.

Appendix E. Ethics Statement

This work has been evaluated by our IRB as
Not Human Subject Research.
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