Improved dimension dependence of a proximal algorithm for sampling
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Abstract

We propose a sampling algorithm that achieves superior complexity bounds in all the classical settings (strongly log-concave, log-concave, Logarithmic-Sobolev inequality (LSI), Poincaré inequality) as well as more general settings with semi-smooth or composite potentials. Our algorithm is based on the proximal sampler introduced in Lee et al. (2021). The performance of this proximal sampler is determined by that of the restricted Gaussian oracle (RGO), a key step in the proximal sampler. The main contribution of this work is an inexact realization of RGO based on approximate rejection sampling. To bound the inexactness of RGO, we establish a new concentration inequality for semi-smooth functions over Gaussian distributions, extending the well-known concentration inequality for Lipschitz functions. Applying our RGO implementation to the proximal sampler, we achieve state-of-the-art complexity bounds in almost all settings. For instance, for strongly log-concave distributions, our method has complexity bound $\tilde{O}(\kappa d^{1/2})$ without warm start, better than the minimax bound for MALA. For distributions satisfying the LSI, our bound is $\tilde{O}(\hat{\kappa} d^{1/2})$ where $\hat{\kappa}$ is the ratio between smoothness and the LSI constant, better than all existing bounds.

Keywords: Sampling, MCMC, non-asymptotic analysis, concentration inequality, proximal algorithm, semi-smooth functions

1. Introduction

The task of sampling from a target distribution $\nu \propto \exp(-f)$ on $\mathbb{R}^d$ plays an instrumental role in Bayesian inference (Ghosal and Van der Vaart, 2017), scientific computing (Pulido and van Leeuwen, 2019), and machine learning (Murphy, 2012; Liu and Wang, 2016; Fan et al., 2021). Myriad works have been devoted to the theoretical analysis of sampling, ranging from the smooth strongly log-concave setting (Dalalyan, 2017; Vempala and Wibisono, 2019; Durmus et al., 2019) to non-log-concave (Chewi et al., 2022a) or non-smooth settings (Durmus et al., 2018; Salim and Richtárik, 2020; Fan et al., 2022).

In this work we make inroads towards better non-asymptotic complexity bound for sampling by focusing on the proximal sampler (Lee et al., 2021). The proximal sampler is essentially a Gibbs sampler over an augmented distribution based on the target distribution. The difficulty of implementing the proximal sampler comes from restricted Gaussian oracle (RGO) – a task of sampling from $\exp(-f(\cdot) - \frac{1}{2\eta}\|x - y\|^2)$ for some given step size $\eta > 0$ and $y \in \mathbb{R}^d$. Given that RGO is implementable and exact, the proximal sampler can converge exponentially fast to the target distribution exponentially under mild assumptions (Lee et al., 2021; Chen et al., 2022). However, the
total complexity of the algorithm heavily depends on the implementation of RGO. Except for some special settings (Gopi et al., 2022), the best-known dimension dependence of the proximal sampler is $\tilde{O}(d)$ (Chen et al., 2022; Liang and Chen, 2022c). This is worse than the best-known bounds of other sampling methods such as underdamped Langevin Monte Carlo (ULMC) (Shen and Lee, 2019) or Metropolis-Adjusted Langevin Algorithm (MALA) (Wu et al., 2021).

In this paper, we aim to improve the dimension dependence of the RGO and thus the proximal sampler. We first introduce an inexact RGO algorithm based on approximate rejection sampling. The underpinning of our analysis for this RGO algorithm is a novel Gaussian concentration inequality for semi-smooth functions, which extends the Gaussian concentration inequality for Lipschitz functions (Boucheron et al., 2013, Theorem 5.6). Our proof is based on the argument of Maurey and Pisier. Our RGO algorithm is an inexact algorithm, and the crux is to bound the step size such that the output of our RGO is close enough to the exact RGO. The RGO step size is then processed to only depend on the order of the aforementioned concentration inequality.

**Contribution** First, we propose a novel realization of RGO. Our RGO implementation is inexact but can achieve a better step size pertaining to the dimension. Next, we prove a Gaussian concentration inequality for semi-smooth functions, which could be of independent interest. It can recover the order of the well-known Gaussian concentration inequality for Lipschitz functions. This concentration inequality is the underpinning of our RGO analysis. Third, we control the accumulated error from our inexact RGO algorithm in terms of both total variation and Wasserstein metric. This, combined with the existing proximal sampler convergence results, gives state-of-the-art sampling convergence results under various conditions (see Table 1). Finally, we extend all the results for semi-smooth potential (1) to composite potential (4) (see Table 2).

**Table 1:** Complexity bounds for sampling from semi-smooth potentials satisfying (1). Here $L_1, \delta, C_{LSI}, C_{PI}, \mathcal{M}_2, \mathcal{M}_4$ denote the smoothness constant, accuracy, LSI constant, Poincaré inequality constant, second moment, and fourth moment of the target distribution.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Source</th>
<th>Complexity</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$-strongly log-concave</td>
<td>Chen et al. (2022)</td>
<td>$\tilde{O}(L_1d/\beta)$</td>
<td>Rényi</td>
</tr>
<tr>
<td></td>
<td>Wu et al. (2021)</td>
<td>$\tilde{O}(L_1\sqrt{d}/\beta)$ (Warm start)</td>
<td>TV</td>
</tr>
<tr>
<td></td>
<td>Shen and Lee (2019)</td>
<td>$\tilde{O}\left((\frac{L_1}{\beta})^{7/10}(\frac{2}{\delta}\sqrt{\frac{d}{\beta}})^{1/3} + \frac{L_1}{\beta}\left(\frac{2}{\delta}\sqrt{\frac{d}{\beta}}\right)^{2/3}\right)$</td>
<td>$W_2$</td>
</tr>
<tr>
<td></td>
<td>Proposition 10, 30</td>
<td>$\tilde{O}(L_1\sqrt{d}/\beta)$</td>
<td>TV/$W_2$/χ²</td>
</tr>
<tr>
<td>log-concave</td>
<td>Liang and Chen (2022c)</td>
<td>$\tilde{O}(\sqrt{\mathcal{M}_4}L^{\frac{2}{\alpha+1}}d/\delta)$</td>
<td>TV</td>
</tr>
<tr>
<td></td>
<td>Proposition 11</td>
<td>$\tilde{O}(\mathcal{M}_2L^{\frac{2}{\alpha+1}}d^{\frac{\alpha}{\alpha+1}}/\delta)$</td>
<td>TV</td>
</tr>
<tr>
<td>log-Sobolev</td>
<td>Chen et al. (2022)</td>
<td>$\tilde{O}(L_1d/C_{LSI})$</td>
<td>Rényi</td>
</tr>
<tr>
<td></td>
<td>Proposition 13, 31</td>
<td>$\tilde{O}(L_1\sqrt{d}/C_{LSI})$</td>
<td>TV/χ²</td>
</tr>
<tr>
<td>Poincaré</td>
<td>Liang and Chen (2022a)</td>
<td>$\tilde{O}(L_1^{\frac{2}{\alpha+1}}d^{\frac{2\alpha+1}{\alpha+1}}/C_{PI})$</td>
<td>Rényi</td>
</tr>
<tr>
<td></td>
<td>Proposition 14, 31</td>
<td>$\tilde{O}(L_1^{\frac{2}{\alpha+1}}d^{\frac{2\alpha+1}{\alpha+1}}/C_{PI})$</td>
<td>TV/χ²</td>
</tr>
</tbody>
</table>
Related works Our RGO algorithm is inspired by a rejection sampling-based RGO (Gopi et al., 2022) for distributions with Lipschitz potentials. Compared to their algorithm, we add a linear function to the potential to have a delicate stationary point, and we simplify the rejection rule by eliminating part of the randomness. The convergence of the proximal sampler is established for strongly log-concave distributions in Lee et al. (2021). Chen et al. (2022) then extended the class of target distributions to a much wilder range, including Poincaré inequality. Some other works (Liang and Chen, 2022b,c,a; Gopi et al., 2022) consider the convergence under weaker smoothness conditions, e.g. semi-smooth potential or composite potential. We also mention a concurrent work (Altschuler and Chewi, 2023) that achieves similar complexity bounds as ours for smooth potentials with a very different RGO implementation based on MALA and ULMC. Other than the analysis for the proximal sampler, there exist numerous works for other sampling methods. To name a few, Wu et al. (2021); Shen and Lee (2019) study strongly-log-concave and smooth potential, Chewi et al. (2022a); Erdogdu and Hosseinzadeh (2021); Erdogdu et al. (2022) study the non-log-concave potential, and Nguyen et al. (2021); Durmus et al. (2018, 2019); Salim and Richtárik (2020); Bernton (2018) study the composite potential. More detailed discussions appear in §4.

Comparison to the concurrent work (Altschuler and Chewi, 2023) Algorithm: We both use the proximal sampler but with different implementations of RGO. Our RGO is based on approximate rejection sampling and has complexity $O(1)$. In contrast, their RGO is based on MALA with a ULMC warm start and has complexity $O(\sqrt{d})$. Our RGO is easier in implementation and parameter tuning. Results: For log-smooth distribution, we share the same high-accuracy complexity results in $\chi^2$. Our results cover the semi-smooth and composite potentials, but they only cover log-smooth distributions. Thus, our complexity results are more general and include theirs as a special case. Contributions: The main contribution of our work includes a new RGO implementation and a new concentration inequality. The main contribution of Altschuler and Chewi (2023) is a warm start result using ULMC. One disadvantage of our result is that it is not clear how our method can be used outside the proximal sampler framework, but their warm start method is applicable in various algorithms.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Source</th>
<th>Complexity</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>log-Sobolev</td>
<td>Nguyen et al. (2021)</td>
<td>$\tilde{O}(n \max{L^2_{\alpha_j}/d,\delta} \max{1/\alpha_j} / C_{\text{LSI}}^{1+\max{1/\alpha_j}})$</td>
<td>KL</td>
</tr>
<tr>
<td></td>
<td>Liang and Chen (2022a)</td>
<td>$\tilde{O}(\sum_{j=1}^{n} L_{\alpha_j}^{2/(\alpha_j+1)} d/C_{\text{LSI}})$</td>
<td>KL</td>
</tr>
<tr>
<td></td>
<td>Proposition 19</td>
<td>$\tilde{O}\left(\left(\sum_{j=1}^{n} L_{\alpha_j}^{1/(\alpha_j+1)} d^{\alpha_j)/(2(\alpha_j+1))}\right)^2 / C_{\text{LSI}}\right)$</td>
<td>TV</td>
</tr>
<tr>
<td>Poincaré</td>
<td>Liang and Chen (2022a)</td>
<td>$\tilde{O}(\sum_{j=1}^{n} L_{\alpha_j}^{2/(\alpha_j+1)} d^2/C_{\text{PI}})$</td>
<td>Rényi</td>
</tr>
<tr>
<td></td>
<td>Proposition 19</td>
<td>$\tilde{O}\left(\left(\sum_{j=1}^{n} L_{\alpha_j}^{1/(\alpha_j+1)} d^{\alpha_j)/(2(\alpha_j+1))}\right)^2 / C_{\text{PI}}\right)$</td>
<td>TV</td>
</tr>
</tbody>
</table>

Organization The paper is organized as follows. In §2, we review the proximal sampler. We then introduce our RGO implementation and present the improved dimension dependence of RGO in §3. We establish the sampling convergence under different conditions in §4. In §5, we extend all the
analysis (§3-4) for semi-smooth potentials to the composite potentials. We conclude in §6 with a
discussion of future research directions.

2. Background: the proximal sampler

We consider sampling from the distribution \( \nu \propto \exp(-f(x)) \) where the potential \( f \) is bounded from below and is \( L_\alpha \)-semi-smooth, i.e., \( f \) satisfies

\[
\|f'(u) - f'(v)\| \leq L_\alpha \|u - v\|^\alpha, \quad \forall u, v \in \mathbb{R}^d
\]

for \( L_\alpha > 0 \) and \( \alpha \in [0, 1] \). Here \( f' \) represents a subgradient of \( f \). When \( \alpha > 0 \), this subgradient can
be replaced by the gradient. The condition (1) implies \( f \) is \( L_1 \)-smooth when \( \alpha = 1 \) and a Lipschitz
function satisfies (1) with \( \alpha = 0 \).

Algorithm 1: The proximal Sampler (Lee et al., 2021)

1. **Input**: Target distribution \( \exp(-f(x)) \), step size \( \eta > 0 \), initial point \( x_0 \)
2. for \( t = 1, \ldots, T \) do
   3. Sample \( y_t \sim \pi_{Y|X}(y|x_{t-1}) \propto \exp\left(-\frac{1}{2\eta} ||x_{t-1} - y||^2\right)\)
   4. Sample \( x_t \sim \pi_{X|Y}(x|y_t) \propto \exp\left(-f(x) - \frac{1}{2\eta} ||x - y_t||^2\right)\)
3. end

4. Return \( x_T \)

The algorithm we adopt is the proximal sampler (or the alternating sampler) proposed by
Lee et al. (2021), shown in Algorithm 1. It is essentially a Gibbs sampling method for the joint
distribution \( \pi_{X,Y}(x, y) \propto \exp \left(-f(x) - \frac{1}{2\eta} ||x - y||^2\right) \). The target distribution \( \nu \) is the \( X \)-marginal
distribution of \( \pi_{X,Y} \). The proximal sampler alternates between two sampling steps. The first
one is to sample from the conditional distribution of \( Y \) given \( x_{t-1} \); it is a Gaussian distribution
\( \pi_{Y|X}(y|x_{t-1}) = \mathcal{N}(x_{t-1}, \eta I) \) and thus trivial to implement. The paramount part of this method is
the second sub-step, which is the restricted Gaussian oracle for \( f \) to sample from the conditional distribution

\[
\pi_{X|Y}(x|y_t) \propto \exp\left(-f(x) - \frac{1}{2\eta} ||x - y_t||^2\right),
\]

which is not always easy to implement. To simplify the notation, we often use \( \pi_{X|Y} \) to represent
\( \pi_{X|Y}(x|y) \). If line 4 can be implemented exactly, then the proximal sampler is unbiased because the
iterates \( \{(x_t, y_t)\}_{t \in \mathbb{N}} \) form a reversible Markov chain with the stationary distribution \( \pi_{X,Y} \).

2.1. Convergence of proximal sampler given exact RGO

Next we briefly discuss the convergence property of Algorithm 1. Recall that a probability distribution
\( \nu \) satisfies log-Sobolev inequality (LSI) with constant \( C_{\text{LSI}} > 0 \) (\( C_{\text{LSI}} \)-LSI) if for all smooth functions
\( u : \mathbb{R}^d \to \mathbb{R} \), the following holds:

\[
\mathbb{E}_\nu[u^2 \log u^2] - \mathbb{E}_\nu[u^2] \log \mathbb{E}_\nu[u^2] \leq \frac{2}{C_{\text{LSI}}} \mathbb{E}_\nu[||\nabla u||^2].
\]

(LSI)
Denote Wasserstein-2 distance as \( W_2(\nu, \mu) := \inf_{\gamma \in \Pi(\nu,\mu)} \int \|x - y\|^2 \, d\gamma(x,y) \), where \( \Pi(\nu,\mu) \) is the set of joint distributions of marginal distributions \( \nu \) and \( \mu \). For a probability measure \( \mu \ll \nu \), we define the KL divergence \( H_\nu(\mu) := \int \mu \log \frac{\mu}{\nu} \), and the chi-squared divergence \( \chi^2_\nu(\mu) := \int \frac{\mu^2}{\nu} - 1 \).

A distribution \( \nu \) satisfies \( \text{LSI} \) implies that it also satisfies Talagrand inequality (Otto and Villani, 2000), i.e., \( W_2(\nu,\mu) \leq \sqrt{\frac{2}{C_{\text{LSI}}} H_\nu(\mu)} \) for any probability distribution \( \mu \ll \nu \) with finite second moment. A probability distribution \( \nu \) satisfies the Poincaré inequality (PI) with constant \( C_{\text{PI}} > 0 \) if for any smooth bounded function \( u : \mathbb{R}^d \to \mathbb{R} \), it holds that

\[
\text{Var}_\nu(u) \leq \frac{1}{C_{\text{PI}}} \mathbb{E}[\|\nabla u\|^2].
\]

The \( \text{LSI} \) implies the \( \text{PI} \) with the same constant. In the following theorem, we assume \( x_0 \) is sampled from some initialization distribution \( \mu_0 \).

**Theorem 1 (Convergence of proximal sampler (Chen et al., 2022))** Assumining the RGO is exact, we denote the corresponding iterates \( y_t \sim \psi_t \) and \( x_t \sim \mu_t \).

1. If \( \nu \) is log-concave (i.e. \( f \) is convex), \( H_\nu(\mu_t) \leq W_2^2(\mu_0,\nu)/(t\eta) \);
2. If \( \nu \) satisfies \( C_{\text{LSI}}^{-1} \text{LSI} \), \( H_\nu(\mu_t) \leq H_\nu(\mu_0)/(1 + C_{\text{LSI}}\eta)^{2t} \);
3. If \( \nu \) satisfies \( C_{\text{PI}}^{-1} \text{PI} \), \( \chi^2_\nu(\mu_t) \leq \chi^2_\nu(\mu_0)/(1 + C_{\text{PI}}\eta)^{2t} \).

Note that if \( \nu \) is \( \beta \)-strongly-log-concave, then \( \nu \) satisfies \( \beta \)-LSI. So the convergence of strongly-log-concave \( \nu \) is also implicitly contained in Theorem 1.

2.2. Existing RGO implementations

Except for a few special cases with closed-form realizations (Lee et al., 2021; Mou et al., 2022), most of the existing implementations of RGO are based on rejection sampling. Denote the function \( f_0^y := f(x) + \frac{1}{2\eta} \|x - y\|^2 \). If \( \pi^XY \) is strongly-log-concave, i.e., \( f_0^y \) is strongly-convex and smooth, one can naturally use a Gaussian with variance being the convexity of \( f_0^y \) and mean being the minimizer of \( f_0^y \) as the proposal distribution. In this case, with the step size \( \eta = \Theta(1/(L_1 d)) \), the expected number of iterations for rejection sampling is \( \mathcal{O}(1) \) (Liang and Chen, 2022b; Chewi et al., 2022). When the potential \( f \) is not smooth but \( L_0 \)-Lipschitz, Liang and Chen (2022b) shows that a similar proposal gives \( \mathcal{O}(1) \) complexity for rejection sampling when the step size is \( \eta = \Theta(1/(L_0^2 d)) \). In fact, it can be shown that, at least for quadratic potentials, the dependence \( \eta = \Theta(1/d) \) is inevitable to ensure \( \mathcal{O}(1) \) complexity for rejection sampling-based RGO. On the other hand, Gopi et al. (2022) proposes an approximate rejection sampling scheme for an inexact RGO for Lipschitz \( f \) which uses a larger step size \( \eta = \tilde{O}(1/L_0^2) \) to ensure \( \mathcal{O}(1) \) complexity of RGO, rendering better dimension dependence of the proximal sampler. On a different route, one can apply any MCMC algorithm to implement RGO with dimension-free step size \( \eta \), but the complexity of each RGO step is dimension dependent, thus, the overall complexity of this strategy is not necessarily better (Lee et al., 2021).

3. Improved dimension dependence of RGO for semi-smooth potential

The step size \( \eta \) of the proximal sampler is pivotal to the total complexity. As can be seen from Theorem 1 a larger step size points to a faster convergence rate. However, larger \( \eta \) also means higher complexity for each RGO step. In Liang and Chen (2022a), it is shown that, with \( \eta = \Theta(1/(L_0^{2+\alpha} d)) \),
it is possible to use rejection sampling to realize RGO with \( \mathcal{O}(1) \) complexity. In this section, we improve the step size to \( \eta = \hat{O}(1/(L^{2\alpha} + d^{\alpha+1})) \) while maintaining the same \( \mathcal{O}(1) \) complexity by designing a new RGO implementation based on approximate rejection sampling.

**Algorithm 2:** Approximate rejection sampling implementation of RGO

```plaintext
1 Input: \( L_{\alpha}\)-\( \alpha \)-semi-smooth function \( f(x) \), step size \( \eta > 0 \), current point \( y \)
2 Compute \( f'(x_y) + \frac{1}{\eta}(x_y - y) = 0 \). Denote \( g(x) = f(x) - \langle f'(x_y), x \rangle \).
3 repeat
4 Sample \( x, z \) from the distribution \( \phi(\cdot) \propto \exp(-\frac{1}{\eta||x-y||^2}) \)
5 \( \rho = \exp(g(z) - g(x)) \)
6 Sample \( u \) uniformly from \([0, 1]\).
7 until \( u \leq \frac{1}{2}\rho \)
8 Return \( x \)
```

Our proposed RGO implementation is in Algorithm 2. This is a variant of Gopi et al. (2022, Algorithm 2). Compared to Gopi et al. (2022), we eliminate the randomness in the inner loop of rejection sampling. More importantly, we modify the proposal distribution to ensure that the mean of the proposal Gaussian distribution \( \phi \) is the same as the stationary point of the function \( f(y) \). This modification is justified by the following lemma. This modification is crucial to control the accuracy and complexity of our RGO algorithm via concentration inequality as will be seen in Theorem 4.

**Lemma 2** Sampling from \( \pi^{X|Y}(x|y) \propto \exp(-f(x) - \frac{1}{2\eta||x-y||^2}) \) is equivalent to sampling from distribution \( \pi \propto \exp(-g(x) - \frac{1}{2\eta||x-x_y||^2}) \), where \( g(x) = f(x) - \langle f'(x_y), x \rangle \) and \( x_y \) satisfies \( f'(x_y) + \frac{1}{\eta}(x_y - y) = 0 \).

Thanks to Lemma 2, sampling from distribution \( \propto \exp(-g(x) - \frac{1}{2\eta||x-x_y||^2}) \) is equivalent to the original RGO. Note that \( g(x) \) shares the same semi-smooth constant as \( f(x) \). Algorithm 2 requires the calculation of the stationary point \( x_y \) of \( f(x) + \frac{1}{2\eta||x-y||^2} \). This could be challenging when \( f \) is non-convex. In that case, we can get an approximate stationary point instead. We can control the error introduced by approximate \( x_y \) and achieve the same complexity bound; the detailed discussions are postponed to §D. In the main paper, we assume the stationary point is solved exactly.

**Lemma 3** Denote \( \hat{\pi}^{X|Y} \) as the distribution of the output of Algorithm 2. Let \( \phi \) be defined as in Algorithm 2. Define the random variables \( \hat{\rho} := \min(\rho, 2) \), \( V := \mathbb{E}[\rho|x] \), and \( \nabla := \mathbb{E}[\hat{\rho}|x] \). Then

\[
\frac{d\pi^{X|Y}}{dx} = \frac{d\phi}{dx} \cdot \frac{\exp(-g(x))}{\mathbb{E}_x \sim \phi \exp(-g(x))} = \frac{d\phi}{dx} \cdot \frac{\mathbb{E}[\rho|x]}{\mathbb{E}[\rho]} = \frac{d\pi^{X|Y}}{dx} = \frac{d\phi}{dx} \cdot \frac{\mathbb{E}[\hat{\rho}|x]}{\mathbb{E}[\hat{\rho}]} = \frac{d\phi}{dx} \cdot \frac{V}{\mathbb{E}[V]}
\]

Moreover, the acceptance probability of rejection sampling is \( \frac{1}{2}\mathbb{E}[\hat{\rho}] = \frac{1}{2}\mathbb{E}[V] \).
Lemma 3 shows that the gap between ground truth \( \pi^X|Y \) and our return \( \hat{\pi}^X|Y \) is caused by the discrepancy between \( \rho \) and \( \tilde{\rho} \). At a high level, we need to control the probability that \( \rho \) and \( \tilde{\rho} \) are different by choosing a small enough step size. If \( \eta \) is sufficiently small, then the proposal distribution \( \phi \) has a small variance and so that \( \rho \) is concentrated around 1 with high probability, which means \( \rho \) and \( \tilde{\rho} \) are equal with high probability. To give such a probabilistic bound, we establish a novel concentration inequality bound for a semi-smooth function over the Gaussian random variable.

**Theorem 4 (Gaussian concentration inequality for semi-smooth functions)** Let \( X \sim \mathcal{N}(m, \eta I) \) be a Gaussian random variable in \( \mathbb{R}^d \), and let \( \ell \) be an \( \ell_\alpha \)-semi-smooth function. Assume \( \ell'(m) = 0 \). Then for any \( r > 0 \), \( 0 \leq \alpha \leq 1 \), one has

\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \left(1 - \frac{\epsilon}{d}\right)^{-d/2} \exp\left(-\frac{C\epsilon^{\frac{\alpha}{1+\alpha}} r^{\frac{2}{1+\alpha}}}{L_{\alpha}^{\frac{\alpha}{1+\alpha}} d^{\frac{\alpha}{1+\alpha}} \eta}\right), \quad \forall \epsilon \in (0, d)
\]

where

\[
C = (1 + \alpha) \left(\frac{1}{\alpha} \right)^{\frac{\alpha}{1+\alpha}} \left(\frac{1}{\pi^2} \right)^{\frac{1}{1+\alpha}} 2^{\frac{1}{1+\alpha}}.
\]

**Sketch of proof for Theorem 4:** By Maurey and Pisier argument (Pisier, 2006) and Young’s inequality \( \|G\|^{2\alpha} \leq \alpha\|G\|^2/\omega + (1 - \alpha)\omega^{\frac{\alpha}{1+\alpha}} \) for \( \forall \omega > 0 \), we have

\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \inf_{\lambda > 0} \frac{\mathbb{E}_G \exp\left(\frac{\pi^2 L_{\alpha}^2 \eta \lambda^2 \|G\|^{2\alpha}}{\omega}\right)}{\exp(\lambda r)}
\]

\[
\leq \frac{\mathbb{E}_G \exp\left(\frac{\pi^2 L_{\alpha}^2 \eta \lambda^2 (\|G\|^2/\omega + (1 - \alpha)\omega^{\frac{\alpha}{1+\alpha}})}{\omega}\right)}{\exp(\lambda r)}.
\]

Invoking the closed-form second moment of Gaussian distribution and choosing proper \( \lambda \) and \( \omega \), we can establish the result. The full proof is in §B.1.

In Theorem 4, \( \epsilon \) is a tunable parameter, and we leave its choice to the user. It causes a trade-off between the coefficients \( \left(1 - \frac{\epsilon}{d}\right)^{-d/2} \), which is in front of \( \exp() \), and \( \epsilon^{\frac{\alpha}{1+\alpha}} \), which is inside \( \exp() \). We remark that the assumption \( \ell'(m) = 0 \) can be relaxed at the cost of an additional penalty coefficient (see Proposition 25). We also note that when \( r \) is in a small range, we can always get sub-Gaussian tail no matter what the \( \alpha \) value is (see Proposition 22).

**Remark 5** One term in the coefficient (3) in Theorem 4 is not well-defined when \( \alpha = 0 \), but \( C \rightarrow C_0 = 2/\pi^2 \) as \( \alpha \rightarrow 0 \) and \( C \) is monotone w.r.t. \( \alpha \). Thus, for any \( 0 \leq \alpha \leq 1 \), we have

\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \left(1 - \frac{\epsilon}{d}\right)^{-d/2} \exp\left(-\frac{2\epsilon^{\frac{\alpha}{1+\alpha}} r^{\frac{2}{1+\alpha}}}{\pi^2 L_{\alpha}^{\frac{\alpha}{1+\alpha}} d^{\frac{\alpha}{1+\alpha}} \eta}\right), \quad \forall \epsilon \in (0, d).
\]

Our concentration bound (2) can recover the known bounds in two extreme cases. When \( \alpha = 0 \), \( \ell \) is Lipschitz, the RHS of (2) is \( \propto \exp(-r^2/(L_0^2 \eta)) \). This recovers the sub-Gaussian tail for Lipschitz functions (Ledoux, 1999; Boucheron et al., 2013). When \( \alpha = 1 \), the RHS of (2) is \( \propto \exp(-r/(L_1 \sqrt{d} \eta)) \), which recovers the sub-exponential tail in the Laurent-Massart bound (Laurent and Massart, 2000) for \( \chi^2 \) distribution and Hanson-Wright inequality (Hanson and
Wright, 1971; Wright, 1973; Rudelson and Vershynin, 2013) for large enough $r$. A more detailed discussion is in §B.3.

With this concentration inequality, we are able to find a small enough $\eta$ such that $\rho$ and $\bar{\rho}$ are the same with high probability, and thus the difference between $\hat{\pi}^{X|Y}$ and $\pi^{X|Y}$ is small.

**Theorem 6 (RGO complexity in total variation)** Assume $f$ satisfies (1). For $\forall \zeta > 0$, if
\[
\eta \leq \left( \frac{49L_\alpha^{2}}{d^{\alpha+1}} (1 + \log(1 + 12/\zeta)) \right)^{-1},
\]
then Algorithm 2 returns a random point $x$ that has $\zeta$ total variation distance to the distribution proportional to $\pi^{X|Y}(\cdot|y)$. Furthermore, if $0 < \zeta < 1$, then the algorithm access $O(1)$ many $f(x)$ in expectation.

**Theorem 7 (RGO complexity in Wasserstein distance)** Assume $f$ satisfies (1). For $\forall \zeta > 0$, if
\[
\eta \leq \min \left( \left( \frac{49L_\alpha^{2}}{d^{\alpha+1}} (2 + \log(1 + 192(d^2 + 2d)/\zeta^4)) \right)^{-1}, 1 \right),
\]
then Algorithm 2 returns a random point $x$ that has $\zeta$ Wasserstein-2 distance to the distribution $\pi^{X|Y}(\cdot|y)$. Furthermore, if $0 < \zeta < 2\sqrt{2d}$, then the algorithm access $O(1)$ many $f(x)$ in expectation.

**Sketch of proof for Theorem 6 and Theorem 7:** By definition and some elementary inequalities, the error $\|\pi^{X|Y} - \hat{\pi}^{X|Y}\|_{TV}$ can be bounded by $2\mathbb{E}[\rho 1_{r \geq 2}] \leq 2 \sum_{i=1}^{\infty} \exp((i + 1) \log 2) \Pr((g(z) - g(x))/\log 2 \geq i)$, which is then bounded by applying our concentration inequality and choosing $\eta = \tilde{O}(1/(L_\alpha^{2} d^{\alpha+1}))$. Specifically, we apply our concentration inequality to $\ell(x) = g(x) - f(x) - \langle f'(x), x \rangle$. Wasserstein distance bound follows similarly. The full proofs are in §C.

Both step sizes have better dimension dependence than existing methods $O(1/d)$ for non-convex semi-smooth potential (Liang and Chen, 2022a). In addition, Theorem 6 can recover Lemma 5.5 in Gopi et al. (2022). We further extend the results in Theorem 6, 7 to the $\chi^2$-divergence in §E.1.

4. Improved complexity bounds of proximal sampling for semi-smooth potential

Our overall algorithm uses the RGO implementation in Algorithm 2 to implement line 4 in the proximal sampler (Algorithm 1). Combining the theoretical properties of our RGO implementation in §3, and the existing convergence results for the exact proximal sampler in Theorem 1, we establish superior sampling complexity bounds under various conditions.

Denote the distributions of the iterations $y_t$ and $x_t$ of the ideal proximal sampler by $\psi_t$ and $\mu_t$ respectively. Our RGO implementation is not exact, rendering different distributions along the iterations of the proximal sampler, denoted by $y_t \sim \hat{\psi}_t$ and $x_t \sim \hat{\mu}_t$. To establish the final complexity bounds, we need to quantify the difference between $\hat{\psi}_t$ (or $\hat{\mu}_t$) and $\psi_t$ (or $\mu_t$) caused by the inexact RGO. We first present the following lemmas to control the accumulated error of the inexact RGO. Lemma 8 is also informally mentioned in Lee et al. (2021, §A). Lemma 9 is proved based on formulating the RGO as a backward diffusion, and then adopting a coupling argument, which is introduced in Chen et al. (2022, §A). The detailed proofs are in Appendix A.
Lemma 8  Assume the output of Algorithm 2 follows \( \hat{\pi}^X|Y(\cdot|y) \) that can achieve
\[
\left\| \hat{\pi}^X|Y(\cdot|y) - \pi^X|Y(\cdot|y) \right\|_{TV} \leq \zeta
\]
for \( \forall y \), then \( \|\hat{\mu}_T - \mu_T\|_{TV} \leq \zeta T \).

Lemma 9  Assume the output of Algorithm 2 follows \( \hat{\pi}^X|Y(\cdot|y) \) that can achieve
\[
\mathcal{W}_2 \left( \hat{\pi}^X|Y(\cdot|y), \pi^X|Y(\cdot|y) \right) \leq \zeta
\]
for \( \forall y \), and suppose the target distribution \( \nu \propto \exp(-f) \) is log-concave, then \( \mathcal{W}_2(\hat{\mu}_T, \mu_T) \leq \zeta T \).

We next establish the complexity bounds of our algorithm in three settings, with strongly convex, convex, and non-convex potentials. The idea of proof is simple. Assume we iterate \( T \) times in Algorithm 1. If the desired final error is \( \delta \), then we choose the RGO accuracy \( \zeta = \Theta(\delta/T) \) by the above lemmas to ensure the accumulated error is small. Plugging the corresponding step size \( \eta \) by Theorem 6 or 7 into Theorem 1 gives the final results. The detailed proofs are in §C. Although our results in this section are with respect to \( TV / W_2 \), we extend them to the \( \chi^2 \)-divergence setting in §E.2.

4.1. Strongly convex and smooth potential

Proposition 10  Suppose \( f \) is \( \beta \)-strongly convex and \( L_1 \)-smooth. Let \( \delta \in (0, 1) \), \( \eta = \tilde{O} \left( \frac{1}{(L_1 \sqrt{d})} \right) \). Then Algorithm 1, with Algorithm 2 as RGO step and initialization \( x_0 \sim \mu_0 \), can find a random point \( x_T \) that has \( \delta \) total variation distance to the distribution \( \nu \propto \exp(-f) \) in
\[
T = \mathcal{O} \left( \frac{L_1 \sqrt{d}}{\beta} \log \left( \frac{L_1 \sqrt{d}}{\beta \delta} \right) \log \left( \frac{\sqrt{H_\nu(\mu_0)}}{\delta} \right) \right)
\]
steps. And we can find \( x_T \) that has \( \delta \) Wasserstein-2 distance to the distribution \( \nu \) in
\[
T = \mathcal{O} \left( \frac{L_1 \sqrt{d}}{\beta} \log \left( \frac{L_1 d}{\beta \delta} \right) \log \left( \frac{1}{\delta} \sqrt{\frac{H_\nu(\mu_0)}{\beta}} \right) \right)
\]
steps. Furthermore, each step accesses only \( \mathcal{O}(1) \) many \( f(x) \) queries in expectation.

In this most classical setting, we compare our results with others in the literature. Denote \( \kappa := L_1/\beta \) as the condition number. By Lemma 20 and Chewi et al. (2022a, §A), we assume \( H_\nu(\mu_0) = \mathcal{O}(d) \). Our total complexity becomes \( \tilde{O}(\kappa \sqrt{d}) \) for both total variance and Wasserstein distance, which is better than \( \tilde{O}(\kappa d) \) in Chen et al. (2022, Corollary 7) also for the proximal sampler. Considering other sampling methods, our result \( \tilde{O}(\kappa \sqrt{d}) \) surpasses most of the existing bounds, including randomized midpoint Unadjusted Langevin Monte Carlo (LMC) (He et al., 2020), ULMC (Cheng et al., 2018; Dalalyan and Riou-Durand, 2020; Ganesh and Talwar, 2020), MALA with a warm start (Chewi et al., 2021; Wu et al., 2021). In particular, Wu et al. (2021) shows \( \Omega(\kappa \sqrt{d}) \) is the lower bound for MALA to mix. Shen and Lee (2019) can achieve \( \tilde{O} \left( \kappa^{7/6} \left( \frac{2}{5} \sqrt{\frac{d}{3}} \right)^{1/3} + \kappa \left( \frac{2}{5} \sqrt{\frac{d}{3}} \right)^{2/3} \right) \) in terms of Wasserstein distance. Their bound is better in dimension dependence but depends polynomially on \( \delta \), and is therefore not a high-accuracy guarantee.
4.2. Convex and semi-smooth potential

**Proposition 11** Suppose $f$ is convex and $L_\alpha$-$\alpha$-semi-smooth. Let $\delta \in (0, 1), \eta = \tilde{O} \left( \frac{1}{(L_\alpha^2 d^\frac{\alpha}{\alpha+1})} \right)$. Then we can find a random point $x_T$ that has $\delta$ total variation distance to $\nu \propto \exp(-f(x))$ in

$$T = \mathcal{O} \left( \frac{W_2^2(\mu_0, \nu) L_{\alpha+1}^{\frac{2}{\alpha+1}} d^\frac{\alpha}{\alpha+1}}{\delta^2} \log \left( \frac{W_2^2(\mu_0, \nu) L_{\alpha+1}^{\frac{2}{\alpha+1}} d^\frac{\alpha}{\alpha+1}}{\delta^2} \right) \right)$$

steps. Furthermore, each step accesses only $\mathcal{O}(1)$ many $f(x)$ queries in expectation.

Assume $W_2^2(\mu_0, \nu) = \mathcal{O}(\mathcal{M}_2)$ where $\mathcal{M}_2$ is the second moment of $\nu$. Then our bound becomes $\tilde{O}(\mathcal{M}_2 L_{\alpha+1}^{\frac{2}{\alpha+1}} d^\frac{\alpha}{\alpha+1} / \delta^2)$. When $f$ is smooth and $\alpha = 1$, our result $\tilde{O}(\mathcal{M}_2 L_1 \sqrt{d} / \delta^2)$ improves the bound $\tilde{O}(\mathcal{M}_2 L_1 d / \delta^2)$ in Chen et al. (2022, Corollary 6), which is the state-of-art (in dimension) complexity for log-concave smooth sampling. When $f$ is Lipschitz, our result $\tilde{O}(\mathcal{M}_2 L_0^2 / \delta^2)$ improves the bound $\tilde{O}(\mathcal{M}_2 L_0^2 d / \delta^4)$ in Lehec (2021, Theorem 1). When $f$ is semi-smooth, we also improve the bound $\tilde{O}(\sqrt{\mathcal{M}_4} L_{\alpha+1}^{\frac{2}{\alpha+1}} d / \delta)$ in Liang and Chen (2022c, Theorem 4.2) in terms of dimension. Here $\mathcal{M}_4$ is the fourth central moment of $\nu$.

**Remark 12** An alternative approach to sample from a log-concave distribution is to first construct a regularized strongly convex potential $\hat{f}(x) := f(x) + w\|x - x^*\|^2 / 2$ with $x^*$ being an (approximated) minimizer of $f$. Following Liang and Chen (2022b), Algorithm 2 can be modified so that the proximal sampler can sample from $\exp(-\hat{f})$ with complexity $\tilde{O}(L_{\alpha+1}^{\frac{2}{\alpha+1}} d^\frac{\alpha}{\alpha+1} / w)$. With a proper choice of $w$, we arrive at an algorithm to sample from $\nu \propto \exp(-f)$ with complexity $\tilde{O}(\sqrt{\mathcal{M}_4} L_{\alpha+1}^{\frac{2}{\alpha+1}} d^\frac{\alpha}{\alpha+1} / \delta)$.

4.3. Sampling from non-log-concave distributions satisfying isoperimetric inequalities

Since (LSI) implies that the distribution has a sub-Gaussian tail, we only present the result for smooth potentials ($\alpha = 1$) when LSI is satisfied.

**Proposition 13** Suppose $\nu \propto \exp(-f)$ satisfies $C_{\text{LSI}}$-LSI and $f$ is $L_1$-smooth. Let $\delta \in (0, 1), \eta = \tilde{O} \left( \frac{1}{L_1 \sqrt{d}} \right)$. Then we can find a random point $x_T$ that has $\delta$ total variation distance to $\nu$ in

$$T = \mathcal{O} \left( \frac{L_1 \sqrt{d}}{C_{\text{LSI}}} \log \left( \frac{L_1 \sqrt{d}}{C_{\text{LSI}} \delta} \right) \log \left( \frac{\sqrt{H_f(\mu_0)}}{\delta} \right) \right)$$

steps. Furthermore, each step accesses only $\mathcal{O}(1)$ many $f(x)$ queries in expectation.

We can also define a “condition number” $\kappa = L_1 / C_{\text{LSI}}$, and assume $H_f(\mu_0) = \mathcal{O}(d)$. Then our result becomes $\tilde{O}(\kappa \sqrt{d} / \delta)$, whereas Chen et al. (2022, Corollary 7) and Liang and Chen (2022a, Theorem 3.1) give $\tilde{O}(\kappa d)$. Our bound is also better than the order $\tilde{O}(\kappa^2 d / \delta^2)$ in Chewi et al. (2022a); Erdogdu and Hosseinzadeh (2021, Theorem 7).
Proposition 14. Suppose \( \nu \propto \exp(-f) \) satisfies \( C_{\Pi} - PI \) and \( f \) is \( L_{\alpha} - \alpha \)-semi-smooth. Let \( \delta \in (0, 1) \), \( \eta = \tilde{O}\left(1/(L_{\alpha}^{2/\alpha} d^{\alpha+1})\right) \). Then we can find a random point \( x_T \) that has \( \delta \) total variation distance to \( \nu \) in

\[
T = \tilde{O}\left(\frac{L_{\alpha}^{2/\alpha} d^{\alpha+1}}{C_{\Pi}} \log \left(\frac{L_{\alpha}^{2/\alpha} d^{\alpha+1}}{C_{\Pi} \delta} \right) \log \left(\frac{\chi_{\nu}^2(\mu_0)}{\delta^2}\right)\right)
\]

steps. Furthermore, each step accesses only \( \tilde{O}(1) \) many \( f(x) \) queries in expectation.

By Lemma 20 and Chewi et al. (2022a, §A), we assume \( \chi_{\nu}^2(\mu_0) = \tilde{O}(\exp(d)) \). Then our result becomes \( \tilde{O}\left(\frac{L_{\alpha}^{2/\alpha} d^{2+\alpha}}{C_{\Pi}}\right) \). This improves the result \( \tilde{O}\left(\frac{L_{\alpha}^{2/\alpha} d^2}{C_{\Pi}}\right) \) in Liang and Chen (2022a) and \( \tilde{O}\left(\frac{L_{\alpha}^{2/\alpha} d^{2+\alpha}}{C_{\Pi} \delta^{2/\alpha}}\right) \) in Chewi et al. (2022a).

5. Proximal sampling for composite potentials

In this section, we consider the composite potential \( f = \sum_{j=1}^{n} f_j \) that satisfies

\[
\|f_j'(u) - f_j'(v)\| \leq L_{\alpha_j} \|u - v\|^{\alpha_j}, \quad \forall u, v \in \mathbb{R}^d, \forall 1 \leq j \leq n
\]

(4)

with \( \alpha_j \in [0, 1] \) for all \( j \). When \( n = 1 \), this can recover the assumption (1). When \( n = 2 \), it can also recover the popular “smooth+non-smooth” function assumption. In this section we extend the analysis in the previous sections for semi-smooth \( f \) to composite \( f \).

5.1. RGO complexity

Again, to simplify the argument, we assume that the stationary point of \( f^y \) can be computed exactly. Otherwise, we can adopt the same argument in §D to obtain the same complexity order.

Since \( f \) is composite, we naturally let \( g = \sum_{j=1}^{n} g_j \), where \( g_j(x) := f_j(x) - \langle f'_j(x), y \rangle, x \). Clearly, \( x_j \) is the stationary point of all \( g_j \), namely, \( g'_j(x_j) = 0 \). It is easy to check that Lemma 2 and 3 still hold for the composite potential. Thus, the RGO step aims to sample from \( \exp(-g(x) - 1/2\eta \|x - y\|^2) \) for a fixed \( y \). Next, for the complexity analysis, the crux is also to develop a concentration inequality for composite function \( g \). The proof is naturally based on the probabilistic uniform bound.

Corollary 15 (Gaussian concentration inequality for composite functions) Let \( X \sim \mathcal{N}(m, \eta I) \) be a Gaussian random variable in \( \mathbb{R}^d \), and let \( \ell \) be a composite function satisfying (4). Assume \( \ell_j'(m) = 0 \) for \( \forall 1 \leq j \leq n \). Then for any \( r > 0 \), \( 0 \leq \alpha_j \leq 1 \) and \( \sum_{j=1}^{n} w_j = 1, w_j \geq 0, \) one has

\[
\Pr(\|\ell(X) - \mathbb{E}(\ell(X))\| \geq r) \leq \left(1 - \frac{\epsilon}{d}\right)^d \sum_{i=1}^{\alpha_j} \exp \left(-\frac{C_j \epsilon^{\alpha_j} (w_j r)^{\alpha_j}}{L_{\alpha_j}^{\alpha_j} d^{\alpha_j}} \right), \quad \forall \epsilon \in (0, d),
\]

where \( C_j = (1 + \alpha_j) \left(\frac{1}{\alpha_j}\right)^{\alpha_j} \left(\frac{1}{\alpha_j}\right)^{1-\alpha_j} 2^{1-\alpha_j} \).
With this concentration inequality, in view of the fact that \( g'_j(x_y) = 0 \), we obtain similar RGO complexity results. Our step size in the following theorems can recover the \( n = 1 \) case in §3.

**Theorem 16 (RGO complexity in total variation)** Assume \( f \) satisfies (4). If the step size

\[
\eta \leq \left( 49 \left( \sum_{j=1}^{n} \frac{1}{L_{ij}^{\alpha_j+1} d^{2(\alpha_j+1)}} \right)^2 \left( 1 + \log(1 + 12n/\zeta) \right) \right)^{-1},
\]

then for any \( \zeta > 0 \), Algorithm 2 returns a random point \( x \) that has \( \zeta \) total variation distance to the distribution proportional to \( \pi^{X|Y} (\cdot | y) \). Furthermore, if \( 0 < \zeta < 1 \), then the algorithm access \( O(1) \) many \( f(x) \) in expectation.

**Theorem 17 (RGO complexity in Wasserstein distance)** Assume \( f \) satisfies (4). If the step size

\[
\eta \leq \min \left( \left( 49 \left( \sum_{j=1}^{n} \frac{1}{L_{ij}^{\alpha_j+1} d^{2(\alpha_j+1)}} \right)^2 \left( 2 + \log(1 + 192n(d^2 + 2d)/\zeta^4) \right) \right)^{-1}, 1 \right),
\]

then Algorithm 2 returns a random point \( x \) that has \( \zeta \) Wasserstein-2 distance to the distribution \( \pi^{X|Y} (\cdot | y) \). If \( 0 < \zeta < 2\sqrt{2}d \), then the algorithm access \( O(1) \) many \( f(x) \) in expectation.

### 5.2. Complexity bounds of proximal sampling

Next we provide the total complexity under several conditions for composite potential. As in §4, the results in this section are obtained by plugging the RGO step size (Theorem 16, 17) into proximal sampler convergence results in Theorem 1. Due to the high similarity to §4, we omit the proofs for the results in this section. Throughout this section, we denote \( M_{L,d} := \left( \sum_{j=1}^{n} \frac{1}{L_{ij}^{\alpha_j+1} d^{2(\alpha_j+1)}} \right)^2 \) and assume that \( \eta = \tilde{O}(1/M_{L,d}) \).

**Proposition 18** Suppose \( f \) is \( \beta \)-strongly convex and satisfies (4) and \( \delta \in (0, 1) \). Then Algorithm 1, with Algorithm 2 as RGO step, can find a random point \( x_T \) that has \( \delta \) total variation distance to the distribution \( \nu \propto \exp(-f(x)) \) in

\[
T = \mathcal{O} \left( \frac{M_{L,d}}{\beta} \log \left( \frac{M_{L,d}}{\beta\delta} \right) \log \left( \frac{\sqrt{H_\nu(\mu_0)}}{\delta} \right) \right)
\]

steps. And we can find \( x_T \) that has \( \delta \) Wasserstein-2 distance to the distribution \( \nu \) in

\[
T = \mathcal{O} \left( \frac{M_{L,d}}{\beta} \log \left( \frac{M_{L,d}\sqrt{d}}{\beta\delta} \right) \log \left( \frac{1}{\delta} \frac{\sqrt{H_\nu(\mu_0)}}{\beta} \right) \right)
\]

steps. Furthermore, each step accesses only \( O(1) \) many \( f(x) \) queries in expectation.

We again assume \( H_\nu(\mu_0) = \mathcal{O}(d) \) (Chewi et al., 2022a, §A). If \( f = f_1 + f_2 \), where \( f_1 \) is strongly convex and \( L_1 \)-smooth, and \( f_2 \) is \( L_0 \)-Lipschitz, then we have \( \tilde{O}((L_0 + L_1^{1/2}d^{1/4})^2 / \beta) \), whereas Bernton (2018) gives \( \tilde{O}(L_0^2d/\beta^4) \), Salim and Richtárik (2020) gives \( \tilde{O}((L_0^2 + L_1d)/(\beta^2\delta^2)) \), and Liang and Chen (2022c, Theorem 5.5) gives \( \tilde{O}(\max(L_0^2, L_1) d/\beta) \).
Proposition 19 Suppose we can find a random point $x_T$ that has $\delta$ total variation distance to $\nu$ in $T$ steps. Let $\delta \in (0, 1)$, and $\nu \propto \exp(-f)$, where $f$ satisfies (4).

1) If $\nu$ is log-concave, then $T = \mathcal{O}\left(\frac{M_{L,d}W_2^2(\mu_0, \nu)}{\delta^2} \log \left(\frac{M_{L,d}W_2^2(\mu_0, \nu)}{\delta^2}\right)\right)$;

2) If $\nu$ satisfies $C_{LSI}$-LSI, then $T = \mathcal{O}\left(\frac{M_{L,d}}{C_{LSI}} \log \left(\frac{M_{L,d}}{C_{LSI}}\right) \log \left(\frac{\sqrt{H_{\nu}(\mu_0)}}{\delta}\right)\right)$;

3) If $\nu$ satisfies $C_{PI}$-PI, then $T = \mathcal{O}\left(\frac{M_{L,d}}{C_{PI}} \log \left(\frac{M_{L,d}}{C_{PI}}\right) \log \left(\frac{\chi^2(\mu_0)}{\delta^2}\right)\right)$;

Furthermore, each step accesses only $\mathcal{O}(1)$ many $f(x)$ queries in expectation.

Consider log-concave $\nu$ and the potential $f$ is a "smooth + semi-smooth" function. Our result becomes $\tilde{\mathcal{O}}(M_2(L_1^{1/2}d^{1/4} + L_2^{1/(\alpha+1)}d^\alpha/(2(\alpha+1))^2/\delta^2))$, which improves $\tilde{\mathcal{O}}(\sqrt{M_4} \max(L_1, L_2^{1/(\alpha+1)}d/\delta))$ in Liang and Chen (2022c, Theorem 5.4) in terms of dimension. Our result for non-log-concave $\nu$ also improves the bounds in Nguyen et al. (2021); Liang and Chen (2022a) (see Table 2).

6. Concluding remark

We propose and analyze a novel RGO realization of the proximal sampler. The core of our analysis is a new Gaussian concentration inequality for semi-smooth functions, which is itself of independent interest. With this concentration inequality, we significantly improve the dimension dependence of RGO. We then analyze the accumulated error caused by our inexact RGO, which is combined with proximal sampler convergence results to give the total complexity. Our complexity bounds are better than almost all existing results in all the classical settings (strongly log-concave, log-concave, LSI, PI) as well as more general settings with semi-smooth potentials or composite potentials.

We leave a few directions for future study: 1) How to generalize our RGO algorithm to settings where the target potential $f$ is an empirical risk or population risk? This should be achievable by merging Algorithm 2 and Gopi et al. (2022, Algorithm 2). This will be useful for private optimization in differential privacy. 2) Is there any other RGO algorithm that has even better dimension dependence than Algorithm 2? 3) Our proof techniques make our concentration inequality only applicable to Gaussian distributions. Is there a similar concentration inequality as in Theorem 4 but for more general distributions satisfying LSI?
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Appendix A. Proof of technical lemmas

A.1. Proof of Lemma 2

Proof Since \( f'(x_y) + \frac{1}{\eta}(x_y - y) = 0 \), we have \( x_y = y - \eta f'(x_y) \). This implies

\[
\begin{align*}
g(x) + \frac{1}{2\eta}\|x - x_y\|^2 &= g(x) + \frac{1}{2\eta}\|x - y + \eta f'(x_y)\|^2 \\
&= g(x) + \frac{1}{2\eta}\|x - y\|^2 + \langle x, f'(x_y) \rangle - \langle y, f'(x_y) \rangle + \frac{\eta}{2}\|f'(x_y)\|^2 \\
&= g(x) + \frac{1}{2\eta}\|x - y\|^2 + \langle x, f'(x_y) \rangle + \text{constant}
\end{align*}
\]

We use \( f(x) = g(x) + \langle f'(x_y), x \rangle \) in the last equality.

A.2. Proof of Lemma 3

Proof Following the definition and Lemma 2, we have

\[
\frac{d\pi^{X|Y}}{dx} = \frac{\exp(-f(x)) - \frac{1}{2\eta}\|x - y\|^2)}{\int \exp(-f(x) - \frac{1}{2\eta}\|x - y\|^2) dx} = \exp(-g(x) - \frac{1}{2\eta}\|x - y\|^2)
\]

\[
= \exp(-g(x))(\exp(-\frac{1}{2\eta}\|x - x_y\|^2) / \int \exp(-\frac{1}{2\eta}\|x - x_y\|^2) dx)
\]

\[
= \frac{\exp(-\frac{1}{2\eta}\|x - x_y\|^2)}{\int \exp(-\frac{1}{2\eta}\|x - x_y\|^2) dx} \cdot \frac{\exp(-g(x))}{\int \exp(-\frac{1}{2\eta}\|x - x_y\|^2) dx} = \frac{d\phi}{dx} \cdot \frac{\exp(-\rho)}{\mathbb{E}[\exp(-\rho)]}.
\]

Next, since

\[
\mathbb{E}[\rho|z] = \mathbb{E}[\exp(g(z) - g(x))|x] = \mathbb{E}[\exp(g(z))]|\mathbb{E}[\exp(-g(x))],
\]

we get \( \exp(-g(x))/\mathbb{E}\exp(-g(x)) = \mathbb{E}[\rho|x]/\mathbb{E}[\rho] \). Finally, since Algorithm 2 is rejection sampling,\[
\frac{d\pi^{X|Y}}{dx} = \frac{d\phi}{dx} \cdot \frac{\Pr(u \leq x)}{\Pr(u \leq \frac{1}{2}\rho)}.
\]

By tower property and the fact that \( u \) follows the uniform distribution over \([0, 1]\), the acceptance probability is

\[
\Pr(u \leq \frac{1}{2}\rho) = \mathbb{E}[\Pr(u \leq \frac{1}{2}\rho)] = \frac{1}{2}\mathbb{E}[\rho].
\]

Similarly, \( \Pr(u \leq \frac{1}{2}\rho|x) = \frac{1}{2}\mathbb{E}[\bar{\rho}|x] \). These conclude that \( \frac{d\pi^{X|Y}}{dx} = \frac{d\phi}{dx} \cdot \frac{\mathbb{E}[\rho|x]}{\mathbb{E}[\bar{\rho}]} \).
A.3. Proof of Lemma 8

Proof Indeed, by triangular inequality and Jensen inequality,
\[
\|\hat{\mu}_t(x) - \mu_t(x)\|_{TV} = \left\| \int \hat{\psi}_t(y) \pi^X|Y(x|y)dy - \int \psi_t(y) \pi^X|Y(x|y)dy \right\|_{TV}
\leq \left\| \int \hat{\psi}_t(y) \left( \pi^X|Y(x|y) - \pi^X|Y(x|y) \right) dy \right\|_{TV} + \left\| \int (\hat{\psi}_t(y) - \psi_t(y)) \pi^X|Y(x|y)dy \right\|_{TV}
\leq \int \hat{\psi}_t(y) \left\| \pi^X|Y(x|y) - \pi^X|Y(x|y) \right\|_{TV} dy + \int \left( |\hat{\psi}_t(y) - \psi_t(y)| \int \pi^X|Y(x|y)d\right) dy
\leq \zeta + \left\| \hat{\psi}_t(y) - \psi_t(y) \right\|_{TV},
\]
Moreover, denote $G$ as the density of the distribution $\mathcal{N}(0, \eta I)$,
\[
\left\| \hat{\psi}_t(y) - \psi_t(y) \right\|_{TV} = \left\| \int (\hat{\mu}_{t-1}(x) - \mu_{t-1}(x)) G(y - x)dx \right\|_{TV} \leq \|\hat{\mu}_{t-1} - \mu_{t-1}\|_{TV}.
\]
Thus, \(\|\hat{\mu}_t - \mu_t\|_{TV} \leq \zeta + \|\hat{\mu}_{t-1} - \mu_{t-1}\|_{TV}\). Finally, because \(\hat{\psi}_1 = \psi_1\), there is \(\|\hat{\mu}_T - \mu_T\|_{TV} \leq \zeta T\).

A.4. Proof of Lemma 9

Proof Denote the marginal distribution of $Y$ in the $t$-th iteration of the idea proximal sampler and approximate proximal sampler by $\hat{\psi}_t, \hat{\psi}_t$ respectively. It is well known the Gaussian convolution is contractive with respect to the Wasserstein-2 metric. Thus
\[
W_2(\hat{\psi}_t, \hat{\psi}_t) \leq W_2(\mu_{t-1}, \hat{\mu}_{t-1}). \tag{5}
\]
Following the Doob’s $h$-transform, the RGO $\pi^X|Y$ can be realized by simulating the backward diffusion (see (Chen et al., 2022, §A))
\[
dZ_s = -\nabla \log \pi_s(Z_s)dt + dB_s,
\]
over the time interval $[0, \eta]$, where $B_s$ is a standard Wiener process and $\pi_s = \nu \ast \mathcal{N}(0, \eta I)$. Let $Z_s, \hat{Z}_s$ be two copies of the above process initialized at $Z_0 \sim \psi_1, \hat{Z}_0 \sim \hat{\psi}_1$ respectively. We then use a coupling argument to show the RGO for log-concave distribution is also contractive with respect to $W_2$. In particular, let $Z_s, \hat{Z}_s$ be driven by a common Wiener process $B_s$ and $Z_0, \hat{Z}_0$ be coupled in such a way that $\mathbb{E}\|Z_0 - \hat{Z}_0\|^2 = W_2^2(\psi_1, \hat{\psi}_1)$, then
\[
\frac{d}{dt}\|Z_s - \hat{Z}_s\|^2 = 2(-\nabla \log \pi_s(Z_s) + \nabla \log \pi_s(\hat{Z}_s), Z_s - \hat{Z}_s) \geq 0.
\]
The last inequality is due to the fact that $\nu$ and thus $\pi_s$ is log-concave. It follows that
\[
W_2^2 \left( \int \pi^X|Y(x|y)\psi_t(y)dy, \int \pi^X|Y(x|y)\hat{\psi}_t(y)dy \right) \leq \mathbb{E}\|Z_0 - \hat{Z}_0\|^2 \leq \mathbb{E}\|Z_0 - \hat{Z}_0\|^2 = W_2^2(\psi_t, \hat{\psi}_t). \tag{6}
\]
Moreover, by definition of Wasserstein distance, we have

\[
W_2 \left( \int \hat{\pi}^{X|Y}(x|y) \hat{\psi}_t(y) \, dy, \int \pi^{X|Y}(x|y) \psi_t(y) \, dy \right) \leq \sqrt{\int \hat{\psi}_t(y) W_2^2(\hat{\pi}^{X|Y}, \pi^{X|Y}) \, dy} \leq \zeta. \tag{7}
\]

By triangular inequality, we have

\[
W_2(\hat{\mu}_t, \mu_t) = W_2 \left( \int \hat{\pi}^{X|Y}(x|y) \hat{\psi}_t(y) \, dy, \int \pi^{X|Y}(x|y) \psi_t(y) \, dy \right) \\
\leq W_2 \left( \int \hat{\pi}^{X|Y}(x|y) \hat{\psi}_t(y) \, dy, \int \pi^{X|Y}(x|y) \hat{\psi}_t(y) \, dy \right) \\
+ W_2 \left( \int \pi^{X|Y}(x|y) \hat{\psi}_t(y) \, dy, \int \pi^{X|Y}(x|y) \psi_t(y) \, dy \right) \\
\leq W_2(\hat{\psi}_t, \hat{\psi}_t) + W_2(\hat{\pi}^{X|Y}, \pi^{X|Y}) \\
\leq \zeta + W_2(\hat{\psi}_t, \psi_t) \leq \zeta + W_2(\hat{\mu}_{t-1}, \mu_{t-1}).
\]

Finally, because \(\hat{\psi}_1 = \psi_1\), there is \(W_2(\hat{\mu}_T, \mu_T) \leq \zeta T\).

A.5. Supportive lemmas

In this section, we list the lemmas pertaining to our analysis.

**Lemma 20** **Under PI, Liu (2020)** together with standard comparison inequalities implies that

\[
\max \left\{ \frac{\|\mu - \nu\|_{TV}^2}{2}, \log \left( 1 + \frac{C_{PI}}{2} W_2^2(\mu, \nu) \right), H_\nu(\mu) \right\} \leq R_{2,\nu}(\mu),
\]

where \(R_{2,\nu}(\mu) := \log \int \frac{\mu^2}{\nu} \) is Rényi divergence of order 2.

**Lemma 21** (Proposition 7.10 in Villani (2003)) Let \(\mu\) and \(\nu\) be two probability measures on \(\mathbb{R}^d\). Then for any \(m \in \mathbb{R}^d\),

\[
W_2^2(\mu, \nu) \leq 2 \int \|m - x\|_2^2 \, d\mu - \nu| \leq 2 \|m - \|m - \nu\|_{TV} \|.
\]

Appendix B. Gaussian concentration inequality

B.1. Proof of Theorem 4

**Proof** Without loss of generality, we assume \(m = 0\). To see this, define \(g(x) := \ell(x + m)\) which is also an \(L_\alpha\)-\(\alpha\)-semi-smooth function and satisfy \(g'(0) = 0\), and notice that \(\mathbb{E}(\ell(X)) = \mathbb{E}(g(Y))\) where \(Y \sim \mathcal{N}(0, \eta I)\). It follows that

\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) = (2\pi \eta)^{-d/2} \int_{\mathbb{R}^d} \exp \left( -\frac{1}{2\eta} \|x - m\|^2_2 \right) 1_{\ell(x) - \mathbb{E}(\ell(x)) \geq r} \, dx \\
= (2\pi \eta)^{-d/2} \int_{\mathbb{R}^d} \exp \left( -\frac{1}{2\eta} \|y\|^2_2 \right) 1_{g(y) - \mathbb{E}(g(y)) \geq r} \, dy \\
= \Pr(g(Y) - \mathbb{E}(g(Y)) \geq r).
\]
Hence in what follows, $m = 0$. The following proof is based on the elegant argument of Maurey and Pisier (Pisier, 2006, Theorem 2.1). Let $G$ and $H$ be two independent Gaussian variables following $\mathcal{N}(0, \eta I)$, then for any $\lambda > 0$, by independence and Jensen’s inequality, one has

$$
\mathbb{E} \exp(\lambda(\ell(G) - \ell(H))) = \mathbb{E} \exp(\lambda(\ell(G) - \mathbb{E}\ell(G))) \mathbb{E} \exp(\lambda(\mathbb{E}\ell(H) - \ell(H))) \\
\geq \mathbb{E} \exp(\lambda(\ell(G) - \mathbb{E}\ell(G))) \mathbb{E} \exp(\lambda(\mathbb{E}\ell(H) - \ell(H))) \\
= \mathbb{E} \exp(\lambda(\ell(G) - \mathbb{E}\ell(G))).
$$

Let $G_\theta := G \sin \theta + H \cos \theta$, $\theta \in [0, \pi/2]$. Using the fundamental theorem of calculus along $\theta$, one obtains

$$
\ell(G) - \ell(H) = \int_0^{\pi/2} \nabla \ell(G_\theta) \cdot (G \cos \theta - H \sin \theta) d\theta.
$$

It follows that

$$
\mathbb{E} \exp(\lambda(\ell(G) - \ell(H))) = \mathbb{E} \exp \left( \lambda \int_0^{\pi/2} \nabla \ell(G_\theta) \cdot (G \cos \theta - H \sin \theta) d\theta \right) \\
\leq \frac{2}{\pi} \mathbb{E} \int_0^{\pi/2} \exp \left( \frac{\pi}{2} \lambda \nabla \ell(G_\theta) \cdot (G \cos \theta - H \sin \theta) \right) d\theta \\
= \frac{2}{\pi} \int_0^{\pi/2} \mathbb{E} \exp \left( \frac{\pi}{2} \lambda \nabla \ell(G_\theta) \cdot (G \cos \theta - H \sin \theta) \right) d\theta.
$$

Since $G_\theta$ and $G \cos \theta - H \sin \theta$ are two independent Gaussian variables, $\nabla \ell(G_\theta) \cdot (G \cos \theta - H \sin \theta)$ is equidistributed as $Z \|\nabla \ell(G_\theta)\|_2$ where $Z \sim \mathcal{N}(0, \eta)$ for any $\theta$. This implies

$$
\mathbb{E} \exp \left( \frac{\pi}{2} \lambda \nabla \ell(G_\theta) \cdot (G \cos \theta - H \sin \theta) \right) = \mathbb{E} \exp \left( \frac{\pi}{2} \lambda Z \|\nabla \ell(G_\theta)\|_2 \right) \\
= \mathbb{E}_{G_\theta} \mathbb{E}_Z \left( \exp \left( \frac{\pi}{2} \lambda Z \|\nabla \ell(G_\theta)\|_2 \right) \mid G_\theta \right) \\
= \mathbb{E}_{G_\theta} \exp \left( \frac{\pi^2}{8} \eta \lambda^2 \|\nabla \ell(G_\theta)\|_2^2 \right).
$$

As the distribution of $G_\theta$ does not depend on $\theta$, in the rest of the proof, we drop $\theta$. Then,

$$
\mathbb{E} \exp(\lambda(\ell(G) - \mathbb{E}\ell(G))) \leq \mathbb{E} \exp(\lambda(\ell(G) - \ell(H))) \leq \mathbb{E}_G \exp \left( \frac{\pi^2}{8} \eta \lambda^2 \|\nabla \ell(G)\|_2^2 \right). \quad (8)
$$

Combining with Markov inequality yields

$$
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \inf_{\lambda > 0} \frac{\mathbb{E} \exp(\lambda(\ell(X) - \mathbb{E}(\ell(X))))}{\exp(\lambda r)} \\
\leq \inf_{\lambda > 0} \frac{\mathbb{E}_G \exp(\frac{\pi^2}{8} \eta \lambda^2 \|\nabla \ell(G)\|_2^2)}{\exp(\lambda r)}.
$$

To study the properties of the optimization problem $\inf_{\lambda > 0} \frac{\mathbb{E}_G \exp(\frac{\pi^2}{8} \eta \lambda^2 \|\nabla \ell(G)\|_2^2)}{\exp(\lambda r)}$, we consider three cases based on different $\alpha$. 
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1. $\alpha = 0$

In this case, $\ell$ is an $L_0$-Lipschitz function, which means $\|\nabla \ell(G)\|_2^2 \leq L_0^2$. Hence, our result coincides with the classical Gaussian concentration inequality for Lipschitz functions. Taking $\lambda = \frac{4r}{\pi^2 L_0^2 \eta}$ yields

$$\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \exp(-\frac{2}{\pi^2} \frac{r^2}{L_0^2 \eta}).$$  \hspace{1cm} (9)

2. $\alpha = 1$

In this case, one could simplify the optimization function in an explicit way. Assume $-\frac{1}{2 \eta} + \frac{\pi^2}{8} L_1^2 \eta \lambda^2 = 0$ (the condition that ensures $\mathbb{E}_G$ is finite), then

$$\mathbb{E}_G \exp\left(\frac{\pi^2}{8} \eta \lambda^2 \|\nabla \ell(G)\|_2^2\right) \leq \mathbb{E}_G \exp\left(\frac{\pi^2}{8} L_1^2 \eta \lambda^2 \|G\|_2^2\right) \exp(-\lambda r) \leq \left(\frac{1}{1 - \frac{\pi^2}{8} L_1^2 \eta \lambda^2}\right)^{d/2} \exp(-\lambda r).$$

Let $\lambda = \frac{k}{L_1^2 d \eta}$ where $k$ is a positive parameter. Here $k$ is chosen such that the condition $-\frac{1}{2 \eta} + \frac{\pi^2}{8} L_1^2 \eta \lambda^2 < 0$ holds. Then,

$$\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq (1 - \frac{\pi^2}{8} L_1^2 \eta \lambda^2)^{\frac{d}{2}} \exp(-\frac{kr}{L_1^2 d \eta}).$$

In the last step, let $\frac{\pi^2}{8} L_1^2 \eta \lambda^2 = \epsilon$, leading to

$$\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq (1 - \frac{\epsilon}{d})^{\frac{d}{2}} \exp(-\frac{\sqrt{\epsilon} r}{\pi^2 L_1^2 d \eta^{1/2}}), \forall \epsilon \in (0, d).$$ \hspace{1cm} (10)

Note that given the value of $\epsilon$, $(1 - \frac{\epsilon}{d})^{\frac{d}{2}}$ is bounded for $d$.

3. $0 < \alpha < 1$

By Young’s inequality, for any $\omega > 0$, one obtains $\|G\|_2^{2\alpha} \leq \alpha \|G\|_2^2 / \omega + (1 - \alpha) \omega^{\frac{\alpha}{1-\alpha}}$. Hence, with the assumption $1 - \frac{\pi^2}{4} L_1^2 \eta \lambda^2 \frac{\alpha}{\omega} > 0$,

$$\mathbb{E}_G \exp\left(\frac{\pi^2}{8} \eta \lambda^2 \|\nabla \ell(G)\|_2^2\right) \leq \mathbb{E}_G \exp\left(\frac{\pi^2}{8} L_1^2 \eta \lambda^2 \|G\|_2^{2\alpha}\right) \exp(-\lambda r) \leq \mathbb{E}_G \exp\left(\frac{\pi^2}{8} L_1^2 \eta \lambda^2 \left(\alpha \|G\|_2^2 / \omega + (1 - \alpha) \omega^{\frac{\alpha}{1-\alpha}}\right)\right) \exp(-\lambda r) = (1 - \frac{\pi^2}{4} L_1^2 \eta \lambda^2 \frac{\alpha}{\omega})^{-\frac{d}{2}} \exp\left(\frac{\pi^2}{8} L_1^2 \eta \lambda^2 (1 - \alpha) \omega^{\frac{\alpha}{1-\alpha}}\right) \exp(-\lambda r).$$ \hspace{1cm} (11)
Denote \( F(\lambda, \omega) := (1 - \frac{\pi^2}{4} L_\alpha^2 \eta^2 \lambda^2 \alpha - \alpha) - \frac{d}{2} \exp \left( \frac{\pi^2}{8} L_\alpha^2 \eta \lambda^2 (1 - \alpha) \omega^{\alpha-\alpha} \right) \exp(-\lambda r) \). Since the exact optimal solution of \( \inf_{\lambda, \omega} F(\lambda, \omega) \) is not a closed-form expression, one can seek for the suboptimal values instead.

To this end, let

\[
\hat{\lambda} = \frac{k r^{\frac{1-\alpha}{4}}}{L_\alpha d^\alpha \eta^{\alpha+1}}, \quad \hat{\omega} = cr^{\frac{2(1-\alpha)}{4+\alpha}} \eta^{1-\alpha} d^{1-\alpha} \quad \text{for some } k > 0, \ c > 0
\]

It follows that

\[
F(\hat{\lambda}, \hat{\omega}) = (1 - \frac{\pi^2}{4} \alpha k^2 \frac{d}{2} \exp \left( -\frac{d}{2} (1 - \alpha) \right) \left( \frac{\pi^2}{8} k^2 \frac{d}{2} \right) \eta^{\alpha+1} \right).
\]

Similarly, let \( \delta \ll \alpha \) be \( \epsilon \in (0, d) \), and plugging \( k = \sqrt{\frac{4 \alpha \epsilon^{\alpha+1} d^\alpha L_\alpha^2}{\pi^2 \alpha}} \) into \( F(\hat{\lambda}, \hat{\omega}) \) yields

\[
F(\hat{\lambda}, \hat{\omega}) = (1 - \frac{\alpha k^2}{\pi^2 \alpha}) \epsilon^{-d/2} \exp \left( -D \frac{r^{\frac{2}{\alpha+1}}}{L_\alpha^2 d^\alpha \eta^{\alpha+1}} \right)
\]

with

\[
D = \sqrt{\frac{4 \alpha \epsilon^{\alpha+1} d^\alpha L_\alpha^2 \eta^{\alpha+1}}{\pi^2 \alpha}} c^{1/2} \frac{(1 - \alpha) \epsilon^{\alpha+1} d^\alpha L_\alpha^2 \eta^{\alpha+1}}{2 \alpha} \epsilon^{1-\alpha}.
\]

Directly optimizing \( D \) as a function of \( c \) gives

\[
\max D = (1 + \alpha) \left( \frac{1}{\epsilon} \right) \frac{r^{\frac{1}{\alpha+1}}}{L_\alpha^2} \left( \frac{1}{\pi^2} \right) \frac{r^{\frac{1}{\alpha+1}}}{2^{\frac{1}{\alpha+1}}} \epsilon^{\frac{1-\alpha}{\alpha+1}} L_\alpha^{\frac{2\alpha}{\alpha+1}} d^{\frac{\alpha^2}{\alpha+1}} \eta^{\alpha}.
\]

This implies

\[
\Pr(f(X) - \mathbb{E}(f(X)) \geq r) \leq (1 - \frac{\alpha k^2}{\pi^2 \alpha}) \epsilon^{-d/2} \exp \left( -\frac{C \epsilon^{\alpha+1} d^\alpha L_\alpha^2 \eta^{\alpha+1}}{2 L_\alpha^{\alpha+1} d^{\alpha+1} \eta^{\alpha}} \right), \ \forall \epsilon \in (0, d), \quad (12)
\]

with \( C \) being \( (1 + \alpha) \left( \frac{1}{\alpha} \right) \frac{r^{\frac{1}{\alpha+1}}}{L_\alpha^2} \left( \frac{1}{\pi^2} \right) \frac{r^{\frac{1}{\alpha+1}}}{2^{\frac{1}{\alpha+1}}} \).

It is noteworthy that (12) can recover the results for both smooth functions and Lipschitz functions. More precisely, plugging \( \alpha = 1 \) into (12) leads to (10). Moreover, if \( \alpha = 0 \), by choosing \( \epsilon \rightarrow 0 \), (12) coincides with (9).

\[ \blacksquare \]

### B.2. Proof of Corollary 15

**Proof** By Theorem 4 and a probabilistic uniform bound, we have for any \( \sum_{j=1}^{n} w_j = 1, \ w_j \geq 0 \)

\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \left( 1 - \frac{\epsilon}{d} \right)^{-d} \sum_{j=1}^{n} \exp \left( -\frac{C j^{\frac{\alpha_j}{\alpha_j+1} d^{\frac{\alpha_j}{\alpha_j+1}}}}{L_\alpha^{\frac{2}{\alpha_j}} \eta^{\frac{\alpha_j}{\alpha_j+1}}} \right), \ \forall \epsilon \in (0, d).
\]

\[ \blacksquare \]
B.3. Relations to existing concentration inequalities

We now compare Theorem 4 with other existing concentration inequalities. In this section, we assume \( X \sim \mathcal{N}(0, \eta I) \).

**Lipschitz function** \( \alpha = 0 \). Taking \( \epsilon \to 0 \), our concentration can be simplified to

\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \exp \left(-\frac{2r^2}{\pi^2 L_0^2} \right).
\]

Obviously, it has a sub-optimal coefficient because based on the entropy argument (Boucheron et al., 2013), one can obtain

\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \exp \left(-\frac{r^2}{2L_0^2} \right).
\]

**Smooth function** \( \alpha = 1 \). Taking \( \epsilon = 0.5 \), our concentration bound is simplified to

\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq 1.5 \exp \left(-\frac{0.45r}{L_1 \sqrt{d\eta}} \right). \tag{13}
\]

Suppose \( Y = \sum_{i=1}^d Y_i^2 \), \( Y_i \sim \mathcal{N}(0, I) \), then \( Y \sim \chi^2(d) \) follows the chi-squared distribution, and \( \mathbb{E}[Y] = d \). Thus, taking \( \ell(X) = \|X\|^2 \), the **Laurent-Massart bound** (Laurent and Massart, 2000) can be equivalently written as

\[
\Pr(\|X\|^2 - \mathbb{E}(\|X\|^2) \geq 2\sqrt{\mathbb{E}(\ell(X))}r + 2r) \leq \exp(-r).
\]

This further implies, if \( X \sim \mathcal{N}(0, \eta I) \), it holds that

\[
\Pr(\|X\|^2 - \mathbb{E}(\|X\|^2) \geq r) \leq \exp \left(-\frac{d + r/\eta - \sqrt{d(d + 2r/\eta)}}{2} \right), \tag{14}
\]

Take \( L_1 = 2, \eta = 1 \), we compare (13) and (14) in terms of \( d \). Since \( (d + r - \sqrt{d(d + 2r)})\sqrt{d}/r \to 0 \) for a fixed \( r \), our bound is even tighter on dimension when \( d \) is large enough.

On the other hand, we compare with **Hanson-Wright inequality** (Rudelson and Vershynin, 2013): Let \( A \) be an \( d \times d \) matrix,

\[
\Pr(X^TAX - \mathbb{E}(X^TAX) > r) \leq \exp \left(-c \min \left(\frac{4r^2}{\eta^2 \|A\|_{\text{HS}}^2}, \frac{2r}{\eta \|A\|} \right) \right). \tag{15}
\]

Take \( \ell(X) = X^TAX \), and suppose \( A \) is positive semi-definite, then \( L_1 = \lambda_{\text{max}}(2A) = 2\|A\| \), thus our bound becomes

\[
\Pr(X^TAX - \mathbb{E}(X^TAX) \geq r) \leq 1.5 \exp \left(-\frac{0.225r}{\|A\| \sqrt{d\eta}} \right).
\]

When \( r \) is large enough, \( 2r/\eta \) would dominate, and Hanson-Wright is tighter than our bound in terms of \( d \). When \( r \) is in a small range, \( r^2/d\eta^2 \) dominates, and our bound is tighter on dimension.
B.4. Low range concentration inequality has sub-Gaussian tail

In this part, we show that no matter what $0 \leq \alpha \leq 1$ is, we can always get a sub-Gaussian concentration when $r$ is in a low range.

**Proposition 22**  Let $X \sim \mathcal{N}(m, \eta I)$ be a Gaussian random variable in $\mathbb{R}^d$, and let $\ell$ be an $L_\alpha$-$\alpha$-semi-smooth function. Assume $\ell'(m) = 0$. Then for any $0 \leq \alpha \leq 1$,

$$0 < r \leq \frac{\pi L_\alpha d^{1+\alpha} \eta^{1+\alpha}}{\sqrt{\alpha} 2^\alpha},$$

we have

$$\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \exp\left(\frac{-r^2}{\pi^2 L_\alpha^2 d^{1+\alpha}}\right).$$

**Proof**  It suffices to prove the case $\eta = 1$ because we can define $\hat{\ell}(X) = \ell(\sqrt{\eta}X)$ and correspondingly $\hat{L}_\alpha = L_\alpha \eta^{(1+\alpha)/2}$. Similar to the proof of Theorem 4, we use Maurey and Pisier argument and apply Young’s inequality, and obtain

$$\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \inf_{\lambda > 0, \omega > 0} F(\lambda, \omega)$$

where $F(\lambda, \omega) := \left(1 - \frac{\pi^2}{4} L_\alpha^2 \lambda^2 \frac{\alpha}{\omega}\right)^{-\frac{d}{2}} \exp\left(\frac{\pi^2}{8} L_\alpha^2 \lambda^2 (1 - \alpha) \omega^{-\alpha} \right) \exp(-\lambda r)$.

We define $H = \frac{\pi^2}{8} \lambda^2 L_\alpha^2$. Firstly, we assume that (will prove in the end)

$$\frac{2H\alpha}{\omega} \in [0, 0.5],$$

which suffices to conclude

$$\left(1 - \frac{\pi^2}{4} L_\alpha^2 \lambda^2 \frac{\alpha}{\omega}\right)^{-\frac{d}{2}} = \left(1 - \frac{2H\alpha}{\omega}\right)^{-\frac{d}{2}} \leq \exp\left(\frac{2H\alpha d}{\omega}\right).$$

Plugging this inequality, and the value $\hat{\omega} = (2d)^{1-\alpha}$ into $F(\lambda, \omega)$, we obtain

$$F(\lambda, \hat{\omega}) \leq \exp\left(\frac{2H\alpha d}{(2d)^{1-\alpha}} + H(1 - \alpha)(2d)^{\alpha} - \lambda r\right)$$

$$\leq \exp(2H d^\alpha - \lambda r) = \exp\left(\frac{\pi^2}{4} \lambda^2 L_\alpha^2 d^\alpha - \lambda r\right).$$

We then take $\hat{\lambda} = \frac{2r}{\pi^2 L_\alpha^2 d^\alpha}$, and obtain $F(\hat{\lambda}, \hat{\omega}) = \exp\left(-\frac{r^2}{\pi^2 L_\alpha^2 d^\alpha}\right)$. This together with (18) gives (17). Finally, to make (19) hold, we need to insure

$$\frac{2H\alpha}{\omega} = \frac{\pi^2 \lambda^2 L_\alpha^2 \alpha}{4\hat{\omega}} = \frac{r^2 \alpha}{\pi^2 L_\alpha^2 2^{1-\alpha} d^{1+\alpha}} < 0.5,$$

which is equivalent to the constraint (16).
Proposition 22 can recover the Hanson-Wright inequality (15) in the low range. If we take \( A = I \), then (15) becomes

\[
\Pr(\|X\|^2 - \mathbb{E}(\|X\|^2) \geq r) \leq \exp\left(-c \min\left(\frac{4r^2}{d\eta^2}, \frac{2r}{\eta}\right)\right).
\]

This implies that, when \( r \leq \Theta(d\eta) \),

\[
\Pr(\|X\|^2 - \mathbb{E}(\|X\|^2) \geq r) \leq \exp\left(-\frac{cr^2}{d\eta^2}\right).
\]

It is easy to check that Proposition 22 shows exactly the same result when \( \alpha = 1 \).

### Appendix C. Proof of main results

#### C.1. Proof of Theorem 6

**Proof** Recall that the return of Algorithm 2 follows the distribution \( \tilde{\pi}^{X|Y} \), and the target distribution of RGO is \( \pi^{X|Y} \propto \exp(-g(x) - \frac{1}{2\eta}\|x - x_y\|^2) \). According to Lemma 3, we have

\[
\|\pi^{X|Y} - \tilde{\pi}^{X|Y}\|_{TV} = \mathbb{E}\left|\frac{V - \tilde{V}}{EV}\right| \leq \mathbb{E}\left|\frac{V - \tilde{V}}{EV}\right| + \mathbb{E}\left|\frac{\tilde{V}}{EV}\right| \leq 2\mathbb{E}\left|\frac{V - \tilde{V}}{EV}\right|.
\]

Then by Cauchy-Schwartz inequality on the Hilbert space \( L^2(\phi) \), we have

\[
|EV| = EV = \mathbb{E}_{x \sim \phi} \exp(-g(x)) \mathbb{E}_{x \sim \phi} \exp(g(x)) = \|\exp(-g(x)/2)\|_{L^2(\phi)}^2 \|\exp(g(x)/2)\|_{L^2(\phi)}^2 \geq (\exp(-g(x)/2), \exp(g(x)/2))^2 = [\mathbb{E}_{x \sim \phi}(\exp(-g(x)/2) \exp(g(x)/2))]^2 = 1.
\]

Since \( \rho = \exp(g(z) - g(x)) \) is always non-negative, there is

\[
\mathbb{E}|V - \tilde{V}| = \mathbb{E}|\rho|x| - (\rho - 2)|_{\rho \geq 2} \leq \mathbb{E}|\rho_{\rho \geq 2}|.
\]

Denote \( \Delta = g(z) - g(x) \) and \( \bar{\Delta} = \Delta/\log 2 \), we have

\[
\mathbb{E}[\rho_{\rho \geq 2}] = \mathbb{E}[\exp(\Delta)_{\rho \geq 2}] = \mathbb{E}[\exp(\Delta)_{\rho \geq 2} \exp(\bar{\Delta} \log 2)] = \mathbb{E}[\exp(\bar{\Delta} \log 2)_{\rho \geq 1}]
\]

\[
\leq \sum_{i=1}^{\infty} \exp((i + 1) \log 2) \Pr(\bar{\Delta} \geq i).
\]

Note that \( g(x) = f(x) - (f'(x_y), x) \) satisfies that \( g'(x_y) = 0 \), and \( \mathbb{E}[x] = x_y \). Moreover, \( g(x) \) is also \( L_\alpha - \alpha \)-semi-smooth because \( g'(x_1) - g'(x_2) = f'(x_1) - f'(x_2) \) for any \( x_1, x_2 \). We also have the inequality \( (1 - 0.5/\alpha) - \alpha/2 \leq 1.5 \) when \( \alpha \geq 1 \). We plug \( \epsilon = 0.5 \) into Theorem 4, and obtain that, for \( \forall r > 0 \),

\[
\Pr[g(x) - \mathbb{E}g(x) \geq r] \leq \frac{3}{2} \exp\left(-\frac{(1 + \alpha) \left(\frac{\alpha}{\pi} \right)^{\frac{\alpha}{1 + \alpha}} \left(\frac{\alpha}{\pi} \right)^{\frac{1}{1 + \alpha}}}{\frac{\alpha}{\pi} \left(\frac{\alpha}{\pi} \right)^{\frac{\alpha}{1 + \alpha}}} \right).
\]

(21)
This further implies that
\[
Pr[g(z) - g(x) \geq r] = Pr[g(z) - \mathbb{E}g(z) + \mathbb{E}g(x) - g(x) \geq r] \\
\leq Pr \left[ g(z) - \mathbb{E}g(z) \geq \frac{r}{2} \right] + Pr \left[ \mathbb{E}g(x) - g(x) \geq \frac{r}{2} \right] \\
= Pr \left[ g(z) - \mathbb{E}g(z) \geq \frac{r}{2} \right] + Pr \left[ -g(x) - \mathbb{E}[-g(x)] \geq \frac{r}{2} \right] \\
\leq 3 \exp \left( -(1 + \alpha) \left( \frac{1}{\pi} \right)^{\frac{\alpha}{2+\alpha}} \frac{1}{2} \frac{2^{1+2\alpha}}{1+\alpha} \left( \frac{2}{\pi} \right)^{\frac{2}{2+\alpha}} \right).
\]
Thus \(Pr[\hat{\Delta} \geq i] \leq 3 \exp \left( -(1+\alpha)(\frac{1}{\pi})^{\frac{\alpha}{2+\alpha}} \left( \frac{1}{\pi} \right)^{\frac{1}{2+\alpha}} \frac{2^{1+2\alpha}}{(-\log 2)^{\frac{2}{2+\alpha}}} \right)\). Denote
\[
C_\eta := \frac{(1 + \alpha) \left( \frac{1}{\pi} \right)^{\frac{\alpha}{2+\alpha}} \left( \frac{1}{\pi} \right)^{\frac{1}{2+\alpha}} 2^{-1-2\alpha} \left( \log 2 \right)^{\frac{2}{2+\alpha}}}{L_{\alpha}^{\frac{2}{2+\alpha}} d^{\alpha+\eta}} - 1.
\]
Since \(\log 2 < 1\) and \(i^{\frac{2}{2+\alpha}} \geq i\) for any \(i \geq 1, 0 \leq \alpha \leq 1\), we have that
\[
\sum_{i=1}^{\infty} \exp((i + 1) \log 2) \Pr(\hat{\Delta} \geq i) \leq 6 \sum_{i=1}^{\infty} \exp \left( i - \frac{(1 + \alpha) \left( \frac{1}{\pi} \right)^{\frac{\alpha}{2+\alpha}} \left( \frac{1}{\pi} \right)^{\frac{1}{2+\alpha}} 2^{-1-2\alpha} \left( \log 2 \right)^{\frac{2}{2+\alpha}}}{L_{\alpha}^{\frac{2}{2+\alpha}} d^{\alpha+\eta}} \right)
\]
\[
\leq 6 \sum_{i=1}^{\infty} \exp \left( -C_\eta i \right) = \frac{6}{\exp(C_\eta) - 1} \leq \frac{\zeta}{2}
\]
by the choice
\[
\eta \leq \frac{(1 + \alpha) \left( \frac{1}{\pi} \right)^{\frac{\alpha}{2+\alpha}} \left( \frac{1}{\pi} \right)^{\frac{1}{2+\alpha}} 2^{-1-2\alpha} \left( \log 2 \right)^{\frac{2}{2+\alpha}}}{L_{\alpha}^{\frac{2}{2+\alpha}} d^{\alpha+1} (1 + \log(1 + 12/\zeta))}.
\]
Since
\[
0.024 < (1 + \alpha) \left( \frac{1}{\alpha} \right)^{\frac{\alpha}{2+\alpha}} \left( \frac{1}{\pi^2} \right)^{\frac{1}{2+\alpha}} 2^{-1-2\alpha} \left( \log 2 \right)^{\frac{2}{2+\alpha}} < 0.16
\]
when \(0 \leq \alpha \leq 1\), the bound
\[
\eta \leq \frac{1}{49L_{\alpha}^{\frac{2}{2+\alpha}} d^{\alpha+1} (1 + \log(1 + 12/\zeta))}
\]
suffices. When \(\alpha = 0\), it can recover the bound in Gopi et al. (2022).

Finally, by Lemma 3, the acceptance probability is \(\frac{1}{2} \mathbb{E}[\mathbb{V}]\). Since \(\zeta < 1\), we have
\[
\mathbb{E}[\mathbb{V}] \geq \mathbb{E}[V] - \mathbb{E}[V - \mathbb{V}] \geq 1 - \frac{\zeta}{2} \geq \frac{1}{2}.
\]
Thus, the expected number of the iterations for the rejection sampling step is \(O(1)\).
C.2. Proof of Theorem 7

Proof It suffices to prove the claim: If the step size

\[ \eta \leq \min \left( \frac{1}{49L^2 \alpha^2 d^{\alpha+1} \left( 2 + \log(1 + \frac{192(d^2 + 2d^2)}{\zeta^2}) \right) }, \frac{1}{49L^2 \alpha^2 d^{\alpha+1} \left( 2 + \log(1 + \frac{4(d^2 + 2d^2)}{\zeta^2}) \right) } \right), \tag{25} \]

then Algorithm 2 returns a random point \( x \) that has \( \zeta \) squared Wasserstein-2 distance to the distribution \( \pi^X \). Furthermore, if \( 0 < \zeta < 8d \), then the algorithm access \( O(1) \) many \( f(x) \) in expectation.

Recall that the return of Algorithm 2 follows the distribution \( \hat{\pi}^X \), and the target distribution of RGO is \( \pi^X \propto \exp(-g(x) - \frac{1}{2\eta} \|x - y\|^2) \). By Lemma 21 (Villani (2003, Proposition 7.10)) and triangular inequality,

\[ W^2_2(\pi^X, \hat{\pi}^X) \leq 2 \left\| \cdot - x_y \right\|^2_2(\pi^X - \hat{\pi}^X) \left\| \right\|_{TV} = 2E \left( \left\| x - x_y \right\|^2_2 \left\| \frac{V}{E V} - \frac{V}{E V} \right\| \right) \]

\[ \leq 2E \left\| x - x_y \right\|^2_2 \left( \left\| \frac{V}{E V} - \frac{V}{E V} \right\| \right) \]

\[ \leq \frac{2E \left\| x - x_y \right\|^2_2 |V - V|}{E V} + \frac{2E \left\| x - x_y \right\|^2_2 |V - V| \cdot E |V - V|}{E V} \]

\[ \leq 2E \left\| x - x_y \right\|^2_2 |V - V| + \frac{2E |V - V| \cdot E \left\| x - x_y \right\|^2_2 V}{E V}. \tag{26} \]

Firstly, by Cauchy-Schwartz inequality,

\[ E \left\| x - x_y \right\|^2_2 |V - V| \leq (E \left\| x - x_y \right\|^4 \cdot E |V - V|^2 \right)^{\frac{1}{2}}. \tag{27} \]

Denote \( G \sim N(0, I) \). Since \( x \sim N(x_y, \eta I) \) and the constraint \( \eta \leq 1 \), we have

\[ E \left\| x - x_y \right\|^4 = \eta^2 E \| G \|^4 = \eta^2 \left( \sum_i E[G_i^4] + \sum_{i \neq j} E[G_i^2]E[G_j^2] \right) \]

\[ = \eta^2 (3d + d^2 - d) = \eta^2 (d^2 + 2d) \leq d^2 + 2d. \tag{28} \]

On the other hand, following the same logic of bounding \( E[V - V] \) in Theorem 6, we have

\[ E[V - V]^2 = E[|\rho - \rho|]^2 \leq E[|\rho - \bar{\rho}|^2 |x|] \leq E[|\rho - \bar{\rho}|^2] \leq E[\rho^2 1_{\rho \geq 2}] \]

\[ \leq \sum_{i=1}^{\infty} \exp(2(i + 1) \log 2) \Pr(\Delta \geq i). \tag{29} \]

Denote

\[ C_\eta := \left( 1 + \alpha \left( \frac{1}{\alpha} \right)^{\frac{\alpha}{\alpha+1}} \left( \frac{\alpha}{\alpha+1} \right)^{\frac{1}{\alpha+1}} 2^{\frac{1-2\alpha}{\alpha+1}} (\log 2)^{\frac{2}{\alpha+1}} \right) \]

\[ \frac{1}{L^2 + 1 d^{\alpha+1} \eta}. \]
Since the bound (23), we can verify that the assumption (25) satisfies

\[
\eta \leq \frac{(1 + \alpha) \left( \frac{1}{\pi} \right)^{\frac{\alpha}{1 + \alpha}} \left( \frac{1}{\pi^2} \right)^{\frac{1}{1 + \alpha}} 2^{-\frac{1 - 2\alpha}{1 + \alpha}} \left( \log 2 \right)^{\frac{1}{1 + \alpha}}}{L_{\alpha + 1}^{\frac{\alpha}{\alpha + 1}} \left( 2 + \log(1 + \frac{192(d^2 + 2d)}{\xi^2}) \right)},
\]

(30)

By the concentration inequality (21), following the same proof of bounding (22), we have

\[
\sum_{i=1}^{\infty} \exp(2(i + 1) \log 2) \Pr(\Delta \geq i) \leq 12 \sum_{i=1}^{\infty} \exp \left( 2i - \left( 1 + \alpha \right) \left( \frac{1}{\pi} \right)^{\frac{\alpha}{1 + \alpha}} \left( \frac{1}{\pi^2} \right)^{\frac{1}{1 + \alpha}} 2^{-\frac{1 - 2\alpha}{1 + \alpha}} \left( \log 2 \right)^{\frac{1}{1 + \alpha}} \right)
\]

\[
\leq 12 \sum_{i=1}^{\infty} \exp \left( -C_{i} \eta \right) = \frac{12}{\exp(C_{\eta}) - 1} \leq \frac{\zeta^2}{16(d^2 + 2d)}.
\]

This, together with the inequalities (27) (28), gives that

\[
\mathbb{E}[\|x - x_y\|^2 | V - \mathbb{V}|] \leq \frac{\zeta}{4}.
\]

(31)

Now we bound the second term in (26). By the assumption (25), we have

\[
\eta \leq \frac{1}{49L_{\alpha}^{\frac{\alpha}{\alpha + 1}} \left( 2 + \log(1 + 96d/\xi) \right)}.
\]

Thus, following the same steps in bounding (22) and (24), we obtain

\[
\mathbb{E}|V - \mathbb{V}| \leq \frac{\zeta}{16d} \text{ and } \mathbb{E}[\mathbb{V}] \geq \frac{1}{2}.
\]

(32)

Next, since \(0 \leq \mathbb{V} := \mathbb{E}[^{\pi}x | x] \leq 2\), there is

\[
\mathbb{E}[\|x - x_y\|^2 \mathbb{V}] \leq 2\mathbb{E}[\|x - x_y\|^2] = 2\eta d.
\]

(33)

By the choice \(\eta \leq 1\) and the bounds (32) and (33), we have

\[
\frac{\mathbb{E}|V - \mathbb{V}| \cdot \mathbb{E}[\|x - x_y\|^2 \mathbb{V}]}{\mathbb{E}\mathbb{V}} \leq \frac{\zeta}{4}.
\]

This, together with (26) and (31), gives that \(W_2^2(p_{X|Y}, \hat{p}_{X|Y}) \leq \zeta\).

Finally, because of the choice \(\zeta < 8d\), and the bound (32), we have \(\mathbb{E}|V - \mathbb{V}| \leq \frac{1}{2}\). Thus, the acceptance probability \(\frac{1}{2} \mathbb{E}[\mathbb{V}] \geq \frac{1}{2} (\mathbb{E}[\mathbb{V}] - \mathbb{E}|V - \mathbb{V}|) \geq \frac{1}{4}\). So the expectation of iterations in rejection sampling follows as \(O(1)\).
C.3. Proof of Proposition 10

Proof (For TV distance) According to Theorem 6, if choosing \( \eta \leq \frac{1}{49L_1d^2(1+\log(1+24T/\delta))} \), we can guarantee \( \|\hat{\pi}^{X|Y}(-|y) - \pi^{X|Y}(-|y)\|_{TV} \leq \delta/(2T) \) for all \( y \). Then by Lemma 8, we have \( \|\hat{\mu}_T - \mu_T\|_{TV} \leq \frac{\delta}{2} \).

By Pinsker’s inequality, there is \( \|\mu_T - \nu\|_{TV} \leq \sqrt{2H_\nu(\mu_T)} \). Then by Theorem 1 (Chen et al., 2022, Theorem 3), Algorithm 1 returns a random point \( x_T \) that satisfies

\[
H_\nu(\mu_T) \leq \frac{H_\nu(\mu_0)}{(1 + \eta \beta)^{2T}} \leq \frac{\delta^2}{8}
\]

in \( T \geq \log \left( \frac{2}{\eta \beta} \right) / \log(1 + \beta \eta) \) steps. Thus \( \|\mu_T - \nu\| \leq \delta/2 \).

Putting two together, we have

\[
\|\hat{\mu}_T - \nu\|_{TV} \leq \|\hat{\mu}_T - \mu_T\|_{TV} + \|\mu_T - \nu\|_{TV} \leq \delta.
\]

Since \( \eta \beta = O(1) \), we have \( \log(1 + \eta \beta) = O(\eta \beta) \). Thus, plugging in the value of \( \eta \), we need

\[
T = O \left( \frac{L_1 \sqrt{d}}{\beta} \log \left( \frac{L_1 \sqrt{d}}{\beta \delta} \right) \log \left( \frac{\sqrt{H_\nu(\mu_0)}}{\delta} \right) \right)
\]

steps. Each step accesses only \( O(1) \) many \( f(x) \) in expectation because of Theorem 6.

(For Wasserstein distance) Since \( \nu \) is \( \beta \)-strongly-log-concave, it satisfies Talagrand inequality

\[
W_2(\mu_T, \nu) \leq \sqrt{\frac{2}{\beta} H_\nu(\mu_T)}.
\]

Next, Theorem 1 (Chen et al., 2022, Theorem 3) guarantees that if \( T \geq \log \left( \frac{2}{\eta \beta} \right) / \log(1 + \beta \eta) \) then

\[
H_\nu(\mu_T) \leq \frac{H_\nu(\mu_0)}{(1 + \beta \eta)^{2T}} \leq \frac{\beta \delta^2}{8}.
\]

Thus, \( W_2(\mu_T, \nu) \leq \frac{\delta}{2} \). On the other hand, according to Theorem 7, if choosing

\[
\eta \leq \min \left( \frac{1}{49L_1d^2(2 + \log(1 + 3100(d^2 + 2d)T^4/\delta^4))}, 1 \right),
\]

we can guarantee \( W_2(\hat{\pi}^{X|Y}(-|y), \pi^{X|Y}(-|y)) \leq \delta/2T \) for all \( y \). Then Lemma 9 guarantees that \( W_2(\mu_T, \hat{\mu}_T) \leq \frac{\delta}{2} \). Putting two pieces together, we get

\[
W_2(\hat{\mu}_T, \nu) \leq W_2(\hat{\mu}_T, \mu_T) + W_2(\mu_T, \nu) \leq \delta.
\]

Since \( \beta \eta = O(1) \), we have \( \log(1 + \beta \eta) = O(\beta \eta) \). So, plugging in the value of \( \eta \), we only need \( T = O \left( \frac{1}{\beta \eta} \log \left( \frac{2}{\eta} \sqrt{\frac{2H_\nu(\mu_0)}{\beta}} \right) \right) = O \left( \frac{L_1 \sqrt{d}}{\beta} \log \left( \frac{L_1 \sqrt{d}}{\beta \delta} \right) \log \left( \frac{1}{\beta} \sqrt{\frac{H_\nu(\mu_0)}{\beta}} \right) \right) \) steps. Each step accesses only \( O(1) \) many \( f(x) \) in expectation because of Theorem 7.

\[\square\]
C.4. Proof of Proposition 11

Proof According to Theorem 6, if choosing $\eta \leq \frac{1}{49L_2^\alpha d^{\alpha+1} \alpha^\alpha + (1+\log(1+24T/\delta))}$, we can guarantee $\|\hat{\pi}^{X|Y}(\cdot|y) - \pi^{X|Y}(\cdot|y)\|_{TV} \leq \delta/(2T)$ for all $y$. Then by Lemma 8, we have $\|\tilde{\mu} - \mu\|_{TV} \leq \frac{\delta}{T}$.

By Pinsker’s inequality, there is $\|\mu - \nu\|_{TV} \leq \sqrt{2H_\nu(\mu)}$. Since $f(x)$ is convex and $L_1$-smooth, by Theorem 1 (Chen et al., 2022, Theorem 2), Algorithm 1 returns a random point $x_T$ that satisfies

$$H_\nu(\mu) \leq \frac{W_2^2(\mu_0, \nu)}{T\eta} \leq \frac{\delta^2}{8}$$

in $T = \mathcal{O}(\frac{W_2^2(\mu_0, \nu)}{(\delta^2 \eta)})$ steps. Thus $\|\mu - \nu\| \leq \delta/2$.

Putting two together, we have $\|\tilde{\mu} - \nu\|_{TV} \leq \|\hat{\mu} - \mu\|_{TV} + \|\mu - \nu\|_{TV} \leq \delta$.

Thus, plugging in the value of $\eta$, we need

$$T = \mathcal{O}\left(\frac{W_2^2(\mu_0, \nu) L_1^{\alpha+1} d^{\alpha+1} \alpha^\alpha}{\delta^2} \log\left(\frac{W_2^2(\mu_0, \nu) L_1^{\alpha+1} d^{\alpha+1} \alpha^\alpha}{\delta^2} \right) \right)$$

steps. Each step accesses only $\mathcal{O}(1)$ many $f(x)$ in expectation because of Theorem 6.

C.5. Proof of Proposition 13

Proof According to Theorem 6, if choosing $\eta \leq \frac{1}{49L_1 \sqrt{d}(1+\log(1+24T/\delta))}$, we can guarantee $\|\hat{\pi}^{X|Y}(\cdot|y) - \pi^{X|Y}(\cdot|y)\|_{TV} \leq \delta/(2T)$ for all $y$. Then by Lemma 8, we have $\|\tilde{\mu} - \mu\|_{TV} \leq \frac{\delta}{T}$.

By Pinsker’s inequality, there is $\|\mu - \nu\|_{TV} \leq \sqrt{2H_\nu(\mu)}$. Then by Theorem 1 (Chen et al., 2022, Theorem 3), Algorithm 1 returns a random point $x_T$ that satisfies

$$H_\nu(\mu) \leq \frac{H_\nu(\mu_0)}{(1 + \eta C_{LSI})^2 T} \leq \frac{\delta^2}{8}$$

in $T \geq \log\left(\frac{2}{\delta} \sqrt{2H_\nu(\mu_0)}\right)/\log(1 + C_{LSI} \eta)$ steps. Thus $\|\mu - \nu\| \leq \delta/2$.

Putting two together, we have

$$\|\hat{\mu} - \nu\|_{TV} \leq \|\hat{\mu} - \mu\|_{TV} + \|\mu - \nu\|_{TV} \leq \delta.$$ 

Since $\eta C_{LSI} = \mathcal{O}(1)$, we have $\log(1 + \eta C_{LSI}) = \mathcal{O}(\eta C_{LSI})$. Thus, plugging in the value of $\eta$, we need

$$T = \mathcal{O}\left(\frac{L_1 \sqrt{d}}{C_{LSI}} \log\left(\frac{L_1 \sqrt{d}}{C_{LSI} \delta}\right) \log\left(\frac{\sqrt{H_\nu(\mu_0)}}{\delta}\right) \right)$$

steps. Each step accesses only $\mathcal{O}(1)$ many $f(x)$ in expectation because of Theorem 6. 
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C.6. Proof of Proposition 14

Proof According to Theorem 6, if choosing \( \eta \leq \frac{1}{49 L_{\alpha}^{\alpha+1} d^{\alpha+1} (1 + \log(1 + 24 T/\delta))} \), we can guarantee
\[
\left\| \pi^X|Y(-\cdot y) - \pi^X|Y(-\cdot y) \right\|_{TV} \leq \delta/(2T) \text{ for } \forall y. \]
Then by Lemma 8, we have \( \left\| \hat{\mu}_T - \mu_T \right\|_{TV} \leq \frac{\delta}{T} \).

Together with Pinsker’s inequality, Nishiyama and Sason (2020) implies that \( \left\| \mu_T - \nu \right\|_{TV} \leq \sqrt{2 \log((1 + \chi^2(\mu_T)))} \). Then by Chen et al. (2022, Theorem 4), Algorithm 1 returns a random point \( x_T \) that satisfies
\[
\chi^2 \nu(\mu_T) \leq \frac{\chi^2(\mu_0)}{(1 + C_{\Pi} \eta)^{2T}} \leq \exp(\delta^2/8) - 1
\]
in \( T \geq \frac{1}{2} \log \left( \frac{\chi^2(\mu_0)}{\exp(\delta^2/8) - 1} \right) / \log(1 + C_{\Pi} \eta) = \mathcal{O} \left( \log \left( \frac{\chi^2(\mu_0)}{\delta^2} \right) / \log(1 + C_{\Pi} \eta) \right) \) steps. Thus \( \left\| \mu_T - \nu \right\|_{TV} \leq \delta/2 \).

Putting two together, we have
\[
\left\| \hat{\mu}_T - \nu \right\|_{TV} \leq \left\| \hat{\mu}_T - \mu_T \right\|_{TV} + \left\| \mu_T - \nu \right\|_{TV} \leq \delta.
\]
Since \( \eta C_{\Pi} = \mathcal{O}(1) \), we have \( \log(1 + \eta C_{\Pi}) = \mathcal{O}(\eta C_{\Pi}) \). Thus, plugging in the value of \( \eta \), we need
\[
T = \mathcal{O} \left( \frac{L_{\alpha}^{\alpha+1} d^{\alpha+1}}{C_{\Pi} \eta} \log \left( \frac{L_{\alpha}^{\alpha+1} d^{\alpha+1}}{C_{\Pi} \delta} \right) \log \left( \frac{\chi^2(\mu_0)}{\delta^2} \right) \right)
\]
steps. Each step accesses only \( \mathcal{O}(1) \) many \( f(x) \) in expectation because of Theorem 6.

C.7. Proof of Theorem 16

Proof Recall that the return of Algorithm 2 follows the distribution \( \hat{\pi}^X|Y \), and the target distribution of RGO is \( \pi^X|Y \propto \exp(-g(x) - \frac{1}{2\eta}\|x - x_y\|^2) \). Following the same proof of Theorem 6, we have
\[
\left\| \pi^X|Y - \hat{\pi}^X|Y \right\|_{TV} \leq \frac{2\|V - TV\|}{|E|}, \quad |E| \geq 1, \quad \text{and } E[V - TV] \leq \mathbb{E}[\rho 1_{\rho \geq 2}].
\]

Denote \( \Delta = g(z) - g(x) \) and \( \bar{\Delta} = \Delta / \log 2 \), we have
\[
\mathbb{E}[\rho 1_{\rho \geq 2}] = \mathbb{E}[\exp(\Delta) 1_{\rho \geq 2}] = \mathbb{E}[\exp(\Delta \log 2) 1_{\Delta \geq 2}] = \mathbb{E}[\exp(\bar{\Delta} \log 2) 1_{\Delta \geq 2}]
\]
\[
\leq \sum_{i=1}^{\infty} \exp((i + 1) \log 2) \Pr(\Delta \geq i).
\]

Note that \( g(x) = f(x) - \langle f'(x_y), x \rangle \) satisfies that \( g'(x_y) = \sum_{j=1}^{n} (f'_j(x_y) - f'_j(x_y)) = 0 \), and \( \mathbb{E}[x] = x_y \). Moreover, \( g(x) \) also satisfies (4) because \( g_j'(x_1) - g_j'(x_2) = f_j'(x_1) - f_j'(x_2) \) for any \( x_1, x_2 \). We also have the inequality \( (1 - 0.5/a)^{-a/2} \leq 1.5 \) when \( a \geq 1 \). We plug \( \epsilon = 0.5 \) in Corollary 15, and obtain that, for \( \forall r > 0 \),
\[
\Pr[g(x) - \mathbb{E}g(x) \geq r] \leq \frac{3}{2} \sum_{j=1}^{n} \exp \left( -\frac{(1 + \alpha_j) \left( \frac{\alpha_j}{\alpha_j} \right)^{\frac{\alpha_j}{1 + \alpha_j}} \left( \frac{1}{\eta} \right)^{\frac{1 + 2a_j}{1 + \alpha_j}} \left( \bar{w}_j r \right)^{\frac{2}{1 + \alpha_j}}}{L_{\alpha_j}^{\alpha_j} d^{\alpha_j + 1} \eta} \right).
\]
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This further implies that
\[ \Pr[g(z) - g(x) \geq r] = \Pr[g(z) - \mathbb{E}g(z) + \mathbb{E}g(x) - g(x) \geq r] \]
\[ \leq \Pr \left[ g(z) - \mathbb{E}g(z) \geq \frac{r}{2} \right] + \Pr \left[ \mathbb{E}g(x) - g(x) \geq \frac{r}{2} \right] \]
\[ = \Pr \left[ g(z) - \mathbb{E}g(z) \geq \frac{r}{2} \right] + \Pr \left[ -g(x) - \mathbb{E}[-g(x)] \geq \frac{r}{2} \right] \]
\[ \leq 3 \sum_{j=1}^{n} \exp \left( -\frac{(1 + \alpha_{j}) \left( \frac{\alpha_{j}}{\alpha_{j}^{2} + \alpha_{j} \eta} \right) \frac{1}{\pi^{2}} \frac{2}{2 + \alpha_{j}} \left( \frac{w_{j} \log 2}{2} \right)^{2}}{L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}}} \right). \]

Thus \( \Pr[\Delta \geq \delta] \leq 3 \sum_{j=1}^{n} \exp \left( -\frac{(1 + \alpha_{j}) \left( \frac{\alpha_{j}}{\alpha_{j}^{2} + \alpha_{j} \eta} \right) \frac{1}{\pi^{2}} \frac{2}{2 + \alpha_{j}} \left( \frac{w_{j} \log 2}{2} \right)^{2}}{L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}}} \right). \) We choose

\[ w_{j} = \frac{L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}}}{\sum_{j=1}^{n} L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}}}. \] (34)

Since \( \frac{2}{2 + \alpha} \geq i \) for any \( i \geq 1, 0 \leq \alpha \leq 1 \), and the bound (23), we have that

\[ \sum_{i=1}^{\infty} \exp((i + 1) \log 2) \Pr(\Delta \geq i) \]
\[ \leq 6 \sum_{i=1}^{\infty} \sum_{j=1}^{n} \exp \left( \frac{w_{j} \log 2}{49 L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}}} \right) \]
\[ \leq 6 \sum_{i=1}^{\infty} \sum_{j=1}^{n} \exp \left( i - \frac{w_{j} \log 2}{49 L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}}} \right) \]
\[ \leq 6n \sum_{i=1}^{\infty} \exp \left( i - \frac{i}{49 \sum_{j=1}^{n} L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}}} \right) \]
\[ = 6n \left( \exp \left( \frac{1}{49 \left( \sum_{j=1}^{n} L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}} \right)^{2} - 1} \right) - 1 \right) \leq \frac{\zeta}{2}. \] (35)

by the choice

\[ \eta \leq \frac{1}{49 \left( \sum_{j=1}^{n} L_{\alpha_{j}}^{\alpha_{j} + 1} d_{\alpha_{j} + 1}^{\alpha_{j}} \right)^{2} (1 + \log(1 + 12n/\zeta))}. \]

Finally, by Lemma 3, the acceptance probability is \( \frac{1}{2} \mathbb{E}[\bar{V}] \). Since \( \zeta < 1 \), we have

\[ \mathbb{E}[\bar{V}] \geq \mathbb{E}[V] - \mathbb{E}[V - \bar{V}] \geq 1 - \frac{\zeta}{2} \geq \frac{1}{2}. \]
Thus, the expected number of the iterations for the rejection sampling step is $O(1)$. □

C.8. Proof of Theorem 17

Proof It suffices to prove the claim: If the step size

$$
\eta \leq \min \left( \frac{1}{49 \left( \sum_{j=1}^{n} L_{\alpha_j}^{-1} d^{2(\alpha_j+1)} \right)^2 \left( 2 + \log(1 + 192n(d^2 + 2d)/\zeta^2) \right)} \right),
$$

then Algorithm 2 returns a random point $x$ that has $\zeta$ squared Wasserstein-2 distance to the distribution $\pi^{XY}$. Furthermore, if $0 < \zeta < 8d$, then the algorithm access $O(1)$ many $f(x)$ in expectation.

Recall that the return of Algorithm 2 follows the distribution $\hat{\pi}^{XY}$, and the target distribution of RGO is $\pi^{XY} \propto \exp(-g(x) - \frac{1}{2\eta} \|x - x_y\|^2)$. Following the same proof of Theorem 7, we have

$$
W_2^2(\pi^{XY}, \hat{\pi}^{XY}) \leq 2 \left( \mathbb{E} \|x - x_y\|^4 \mathbb{E} |V|^2 \right)^{\frac{1}{2}} + \frac{2\mathbb{E}|V - V| \cdot \mathbb{E}[[\|x - x_y\|^2 V]]}{\mathbb{E} V},
$$

$$
\mathbb{E} \|x - x_y\|^4 \leq d^2 + 2d,
$$

$$
\mathbb{E}|V - V|^2 \leq \sum_{i=1}^{\infty} \exp(2(i + 1) \log 2) \Pr(\Delta \geq i),
$$

$$
\mathbb{E}[[\|x - x_y\|^2 V]] \leq 2\eta d.
$$

Applying the same concentration inequality and weight (34) in the proof of Theorem 16, we have

$$
\sum_{i=1}^{\infty} \exp(2(i + 1) \log 2) \Pr(\Delta \geq i)
\leq 12n \left( \exp \left( \frac{1}{49 \left( \sum_{j=1}^{n} L_{\alpha_j}^{-1} d^{2(\alpha_j+1)} \right)^2 \left( 2 + \log(1 + 192n(d^2 + 2d)/\zeta^2) \right)} \right) - 1 \right) (36) \leq \frac{\zeta^2}{16(d^2 + 2d)}.
$$

This, together with the inequalities (38), (39), gives that

$$
2 \left( \mathbb{E} \|x - x_y\|^4 \mathbb{E} |V|^2 \right)^{\frac{1}{2}} \leq \frac{\zeta}{4}.
$$

Now we bound the second term in (37). By the assumption (36), we have

$$
\eta \leq \frac{1}{49 \left( \sum_{j=1}^{n} L_{\alpha_j}^{-1} d^{2(\alpha_j+1)} \right)^2 \left( 2 + \log(1 + 192n(d^2 + 2d)/\zeta^2) \right)}.
$$
Thus, follow the same steps in bounding (35) and (24), we obtain
\[ \mathbb{E}|V - \bar{V}| \leq \frac{\zeta}{16d} \quad \text{and} \quad \mathbb{E}[\bar{V}] \geq \frac{1}{2}. \]

By the choice \( \eta \leq 1 \), the above bounds, and the inequalities (37), (40), we reach the result
\[ W_2^2(\pi^X, \hat{\pi}^X) \leq \zeta. \]

The expectation of iterations in rejection sampling also follows the proof of Theorem 7.

**Appendix D. RGO with approximate proximal optimization error**

In Algorithm 2 of Section 3, we assume that we can solve the step 2 exactly, which is to solve the stationary point of \( f_{\eta y}(x) = f(x) + \frac{1}{2\eta} \|x - y\|^2 \). However, it could be challenging to solve this optimization problem exactly when \( f \) is non-convex. In this section, we tackle this issue and present the complexity analysis when we can only obtain an approximate stationary point of it.

**D.1. Algorithm**

**Algorithm 3:** Rejection sampling implementation of RGO with proximal optimization error

1. **Input:** \( L_\alpha \)-\( \alpha \)-semi-smooth function \( f(x) \), step size \( \eta > 0 \), current point \( y \)
2. Compute an approximation solution \( x_y \) satisfying (42) by using Algorithm 3 in Liang and Chen (2022a). Denote \( g(x) = f(x) - \langle f'(x_y), x \rangle \), \( w = y - \eta f'(x_y) \).
3. repeat
   4. Sample \( x, z \) from the distribution \( \phi(\cdot) \propto \exp\left(-\frac{1}{2\eta} \|\cdot - w\|^2\right) \)
   5. \( \rho = \exp(g(z) - g(x)) \)
   6. Sample \( u \) uniformly from \([0, 1] \).
4. until \( u \leq \frac{1}{2} \rho \);
5. Return \( x \)

We will use Algorithm 3 as the RGO algorithm, and Lemma 3 still holds for this algorithm. We resort to Nesterov’s accelerated gradient descent method to compute \( w \) that is an \( s \)-approximation to \( x_y \), i.e., \( \|x_y - w\| \leq s \), see (Liang and Chen, 2022a, Algorithm 3). And we have the following lemma to guarantee a similar equivalence as in Lemma 2.

**Lemma 23** For any \( x_y \), sampling from \( \pi^X|Y(x|y) \propto \exp(-f(x) - \frac{1}{2\eta} \|x - y\|^2) \) is equivalent to sampling from distribution \( \propto \exp(-g(x) - \frac{1}{2\eta} \|x - w\|^2) \), where \( g(x) = f(x) - \langle f'(x_y), x \rangle \) and \( w = y - \eta f'(x_y) \). If we further assume \( x_y \) is an approximate stationary point to \( f(x) + \frac{1}{2\eta} \|x - y\|^2 \), i.e.,
\[ \left\| f'(x_y) + \frac{1}{\eta}(x_y - y) \right\| \leq \frac{s}{\eta}, \]
then we have \( \|x_y - w\| \leq s \).
Proof. We first show the potentials of two distributions are the same up to a constant.

\[ g(x) + \frac{1}{2\eta} \| x - w \|^2 = g(x) + \frac{1}{2\eta} \| x - y + \eta f'(x_y) \|^2 \]

\[ = g(x) + \frac{1}{2\eta} \| x - y \|^2 + \langle x, f'(x_y) \rangle - \langle y, f'(x_y) \rangle + \frac{\eta}{2} \| f'(x_y) \|^2 \]

\[ = g(x) + \frac{1}{2\eta} \| x - y \|^2 + \langle x, f'(x_y) \rangle + \text{constant} \]

\[ = f(x) + \frac{1}{2\eta} \| x - y \|^2 + \text{constant}. \]

We use \( f(x) = g(x) + \langle f'(x_y), x \rangle \) in the last equality. By the definition of \( g(x) \), we have that \( g'(x_y) = 0 \), thus

\[ \| x_y - w \| = \| x_y - y + \eta f'(x_y) \| = \eta \left\| f'(x_y) + \frac{1}{\eta} (x_y - y) \right\| \leq s. \]

\[ \square \]

D.2. Complexity analysis

We first investigate the complexity of the optimization algorithm to reach a small enough tolerance. Later, it turns out that the tolerance in (42) will be enough.

Lemma 24 Assume \( \eta = 1/(98L_0^{2+\alpha} d^{\frac{\alpha}{1+\alpha}} (1 + \log(1 + 12/\zeta))) \). Let \( x_y \in \mathbb{R}^d \) be an approximate stationary point of \( f_y^0 \), i.e.,

\[ \left\| f'(x_y) + \frac{1}{\eta} (x_y - y) \right\| \leq \frac{d^{\frac{1}{2(1+\alpha)}}}{7L_0^{\frac{1}{1+\alpha}} \eta}. \]  

(42)

Then, the iteration complexity to find \( x_y \) by Liang and Chen (2022a, Algorithm 3) is \( \tilde{O}(1) \).

Proof. According to Liang and Chen (2022a, Lemma A.2), \( f_y^0 := f(x) + \frac{1}{2\eta} \| x - y \|^2 \) satisfies that

\[ \frac{\beta}{2} \| u - v \|^2 - \theta \leq f_y^0(u) - f_y^0(v) - \langle (f_y^0)'(v), u - v \rangle \leq \frac{L}{2} \| u - v \|^2 + \theta, \quad \forall u, v \in \mathbb{R}^d, \]

with

\[ M = \frac{L_0^{\frac{2}{(1+\alpha)\frac{1}{1+\alpha}}}}{(1+\alpha)^{\frac{1}{1+\alpha}}}, \quad \beta = \frac{1}{\eta} - M, \quad L = \frac{1}{\eta} + M, \quad \theta = \frac{1 - \alpha}{2}. \]

Denote the upper bound in (42) as \( \rho := \frac{d^{\frac{1}{2(1+\alpha)}}}{7L_0^{\frac{1}{1+\alpha}} \eta} \). Since \( (1+\alpha)^{\frac{1}{1+\alpha}} \geq 1 \), by simple calculation, we can verify that

\[ 2\sqrt{2}(\beta + L)\theta/\sqrt{\beta} = \frac{2\sqrt{2}(1-\alpha)}{\eta \sqrt{\frac{1}{\eta} - M}} \leq \frac{2\sqrt{2}(1-\alpha)}{L_0^{\frac{1}{1+\alpha}} \eta \sqrt{98d^{\frac{\alpha}{1+\alpha}} (1 + \log(1 + 12/\zeta)) - 1}} \leq \rho. \]

37
Then by Liang and Chen (2022a, Lemma B.4), the number of iterations to obtain (42) is at most
\[
\frac{2\sqrt{L} + \sqrt{\beta}}{2\sqrt{\beta} \log \left( \frac{(\beta + L)^2 \|x(0) - x^*\|^2}{\rho^2} \frac{2\sqrt{L} + \sqrt{\beta}}{2\sqrt{\beta} + 1} \right)} = \tilde{O}(1),
\]
where \(x(0)\) is the initialization point in the optimization algorithm and \(x^*\) is a ground truth stationary point of \(f_y^n\).

Considering the error in solving the stationary point of \(f_y^n\), we will need another concentration bound for the sampling complexity proof. Compared with Theorem 4, this concentration inequality only has an additional coefficient
\[
\exp \left( \frac{s^2}{2\eta (d/\epsilon - 1)} \right)
\]
with all other terms intact.

**Proposition 25** Let \(X \sim \mathcal{N}(m_0, \eta I)\) be a Gaussian random variable in \(\mathbb{R}^d\), and let \(\ell\) be an \(L_\alpha\)-\(\alpha\)-semi-smooth function. Assume \(\ell'(m_1) = 0\), and \(\|m_0 - m_1\| \leq s\). Then for any \(r > 0\), \(0 \leq \alpha \leq 1\), one has
\[
\forall \epsilon \in (0, d),
\]
\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \inf_{\lambda > 0} \mathbb{E} Z \exp \left( \frac{s^2}{2\eta d \epsilon} \right) \left( 1 - \frac{\epsilon}{d} \right)^{-d/2} \exp \left( - \frac{C \epsilon^{1+\alpha} r^{\frac{2}{1+\alpha}}}{L_\alpha^{1+\alpha} d^{1+\alpha} \eta} \right),
\]
where
\[
C = (1 + \alpha) \left( \frac{1}{\alpha} \right)^{\frac{1}{1+\alpha}} \left( \frac{1}{\pi^2} \right)^{\frac{1}{1+\alpha}} 2^{1-\alpha}.
\]

**Proof** With the same procedure in the proof of Theorem 4, one can obtain
\[
\Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \inf_{\lambda > 0} \mathbb{E} Z \exp \left( \frac{s^2}{2\eta \lambda^2} \|\nabla \ell(Z)\|^2 \right) \exp(\lambda r).
\]
where \(Z \sim \mathcal{N}(0, \eta I)\) and \(\nabla \ell(m_1 - m_0) = 0\). In what follows, we denote \(m_1 - m_0\) by \(\iota\). Again, we proceed by considering three cases.

1. \(\alpha = 0\)

   Notice that \(\|\nabla \ell(Z)\|^2 \leq L_0^2\). By taking \(\lambda = \frac{4r}{\pi^2 \eta L_0^2}\), one could get
   \[
   \Pr(\ell(X) - \mathbb{E}(\ell(X)) \geq r) \leq \exp(- \frac{2r^2}{\pi^2 \eta L_0^2}).
   \]

   Note that for the case that \(\alpha = 0\), the result is the same as the one in Theorem 4.

2. \(\alpha = 1\)

   Assume \(- \frac{1}{2\eta} + \frac{s^2}{8} L_1^2 \eta \lambda^2 < 0\), then
   \[
   \mathbb{E} Z \exp \left( \frac{s^2}{8} \lambda^2 \|\nabla \ell(Z)\|^2 \right) \exp(\lambda r) \leq \mathbb{E} Z \exp \left( \frac{s^2}{8} L_1^2 \eta \lambda^2 \|Z - \iota\|^2 \right) \exp(\lambda r)
   \]
   \[
   = \left( \frac{1}{1 - \frac{s^2}{8} L_1^2 \eta \lambda^2} \right)^{d/2} \exp \left( - \frac{1/2\eta}{4 \pi^2 L_1^2 \eta \lambda^2} - 1 \|\iota\|^2 \right) \exp(-\lambda r).
   \]
Let \( \lambda = \frac{k}{L_d^0 d^2} \) and denote \( \pi^2 \alpha^2 \frac{d}{4d^2 L_d^0} \) by \( \epsilon \). Then,

\[
\Pr(f(X) - \E(f(X)) \geq r) \leq (1 - \frac{\epsilon}{d})^{-\frac{d}{2}} \exp\left(\frac{1/2n}{d/\epsilon - 1} \|e\|_2^2\right) \exp\left(-\sqrt{\frac{4\epsilon}{\pi^2} \frac{r}{\eta L_1 d^{1/2}}}\right), \forall \epsilon \in (0, d)
\]

Note that given the value of \( \epsilon \), \((1 - \frac{\epsilon}{d})^{-\frac{d}{2}} \) is bounded for \( d \). One can also observe that compared with the result in Theorem 4, the only difference is the additional term \( \exp\left(\frac{1/2n}{d/\epsilon - 1} \|e\|_2^2\right) \).

3. \( 0 < \alpha < 1 \)

By Young’s inequality, for any \( \omega > 0 \), one obtains \( \|Z - \ell\|^{2\omega} \leq \alpha\|Z - \ell\|^2 + (1 - \alpha)\omega \). Hence, with the assumption \( 1 - \frac{\pi^2}{4} L_0^2 \eta^2 \alpha^2 \omega > 0 \),

\[
\E Z \exp\left(\frac{\pi^2}{8} L_0^2 \eta^2 \lambda^2 \|\nabla \ell(Z)\|_2^2\right) \leq \E Z \exp\left(\frac{\pi^2}{8} L_0^2 \eta^2 \lambda^2 \|Z - \ell\|^{2\omega}\right)
\]

\[
\leq (1 - \frac{\pi^2}{4} \eta^2 \lambda^2 L_0^2 \frac{\alpha}{\omega})^{-\frac{d}{2}} \exp\left(\frac{1/2n}{1/\left(\frac{\pi^2}{8} \eta^2 \lambda^2 L_0^2 \frac{\alpha}{\omega}\right) - 1} \|e\|_2^2\right) \exp\left(\frac{\pi^2}{8} \eta^2 \lambda^2 L_0^2 (1 - \alpha) \omega^{1/\omega} \right) \exp(-\lambda r).
\]

One can notice that compared with the case \( \alpha \in (0, 1) \) in the proof of Theorem 4, the only additional term is \( \exp\left(-\sqrt{\frac{\epsilon}{\lambda^2}} \right) \). With the same suboptimal \( \hat{\lambda} \) and \( \hat{\omega} \) as in the proof of Theorem 4, we have \( \forall \epsilon \in (0, d) \),

\[
\Pr(\ell(X) - \E(\ell(X)) \geq r) \leq \left(1 - \frac{\epsilon}{d}\right)^{-d/2} \exp\left(\frac{1/2n}{d/\epsilon - 1} \|e\|_2^2\right) \exp\left(-\frac{C \epsilon \alpha^{\frac{1}{\alpha}} r^{\frac{1}{\alpha}}}{L_0^\frac{1}{\alpha^2} d^{1/\alpha} \eta}\right),
\]

with \( C \) being \((1 + \alpha) \left(\frac{1}{\alpha}\right)^{\frac{1}{\alpha}} \left(\frac{1}{\pi^2}\right)^{\frac{1}{1+\alpha}} 2^{1+\frac{1}{\alpha}}\).

Following the same procedures in Section 3, with the concentration inequality at our disposal, we can probabilistically bound the difference of \( \rho \) and \( \tilde{\rho} \), which determines the discrepancy between \( \pi^X \|Y \) and \( \pi^X \|Y \).

**Theorem 26 (RGO complexity in total variation)** If the step size \( \eta \leq \frac{1}{98 L_0^\frac{1}{\alpha^2} d^{1/\alpha} \left(1 + \log(1 + 12/\zeta)\right)} \), then for any \( \zeta > 0 \), Algorithm 3 returns a random point \( x \) that has \( \zeta \) total variation distance to the distribution proportional to \( \pi^X \|Y \). Furthermore, if \( 0 < \zeta < 1 \), then the algorithm access \( \mathcal{O}(1) \) many \( f(x) \) in expectation.
Thus, we plug in $\epsilon$ into $\Pr[\bar{\Delta} \geq a] = 0$. This further implies that $\Pr[g(x) - \mathbb{E}[g(x)] \geq r] \leq \frac{3}{2} \exp\left(\frac{s^2}{2d\eta} - \frac{(1 + \alpha) \left(\frac{1}{\alpha}\right)^{\frac{\alpha}{\alpha}} \left(\frac{1}{\pi^2}\right)^{\frac{\alpha}{1 + \alpha}} \frac{2^{1 + 2\alpha}}{\frac{1}{\pi} \log 2} \frac{2^{\frac{2}{1 + \alpha}}}{\frac{2}{1 + \alpha}} - \frac{s^2}{2d}\right) \frac{1}{\eta}\right)$. (45)

This further implies that

$$
\Pr[g(z) - g(x) \geq r] = \Pr[g(z) - \mathbb{E}[g(z)] + \mathbb{E}[g(x)] - g(x) \geq r] 
\leq \Pr[g(z) - \mathbb{E}[g(z)] \geq \frac{r}{2}] + \Pr[\mathbb{E}[g(x)] - g(x) \geq \frac{r}{2}] 
= \Pr[g(z) - \mathbb{E}[g(z)] \geq \frac{r}{2}] + \Pr[-g(x) - \mathbb{E}[-g(x)] \geq \frac{r}{2}] 
\leq 3 \exp\left(-\frac{(1 + \alpha) \left(\frac{1}{\alpha}\right)^{\frac{\alpha}{\alpha}} \left(\frac{1}{\pi^2}\right)^{\frac{\alpha}{1 + \alpha}} \frac{2^{1 + 2\alpha}}{\frac{1}{\pi} \log 2} \frac{2^{\frac{2}{1 + \alpha}}}{\frac{2}{1 + \alpha}} - \frac{s^2}{2d}\right) \frac{1}{\eta}\right).
$$

Thus $\Pr[\bar{\Delta} \geq a] \leq 3 \exp\left(-\frac{(1 + \alpha) \left(\frac{1}{\alpha}\right)^{\frac{\alpha}{\alpha}} \left(\frac{1}{\pi^2}\right)^{\frac{\alpha}{1 + \alpha}} \frac{2^{1 + 2\alpha}}{\frac{1}{\pi} \log 2} \frac{2^{\frac{2}{1 + \alpha}}}{\frac{2}{1 + \alpha}} - \frac{s^2}{2d}\right) \frac{1}{\eta}\right)$. Denote

$$
C_\eta := \frac{(1 + \alpha) \left(\frac{1}{\alpha}\right)^{\frac{\alpha}{\alpha}} \left(\frac{1}{\pi^2}\right)^{\frac{\alpha}{1 + \alpha}} \frac{2^{1 + 2\alpha}}{\frac{1}{\pi} \log 2} \frac{2^{\frac{2}{1 + \alpha}}}{\frac{2}{1 + \alpha}} - \frac{s^2}{2d}\right) \frac{1}{\eta} - 1.
$$

Since $\log 2 < 1$ and $i^{\frac{2}{1 + \alpha}} \geq i$ for any $i \geq 1, 0 \leq \alpha \leq 1$, we have that

$$
\sum_{i=1}^{\infty} \exp((i + 1) \log 2) \Pr[\bar{\Delta} \geq i] 
\leq 6 \sum_{i=1}^{\infty} \exp\left(i - \frac{(1 + \alpha) \left(\frac{1}{\alpha}\right)^{\frac{\alpha}{\alpha}} \left(\frac{1}{\pi^2}\right)^{\frac{\alpha}{1 + \alpha}} \frac{2^{1 + 2\alpha}}{\frac{1}{\pi} \log 2} \frac{2^{\frac{2}{1 + \alpha}}}{\frac{2}{1 + \alpha}} - \frac{s^2}{2d}\right) \frac{1}{\eta}\right)
\leq 6 \sum_{i=1}^{\infty} \exp(-C_\eta i) = \frac{6}{\exp(C_\eta) - 1} \leq \frac{\zeta}{2}.
$$

(46)
by the choice
\[
\eta \leq \left( \frac{(1 + \alpha) \left( \frac{1}{\alpha} \right)^{\frac{1}{1 + \alpha}} 2^{-\frac{1}{1 + \alpha}} (\log 2)\left(\frac{2}{\alpha} \right)^{\frac{1}{1 + \alpha}}}{L_{\alpha}^{\frac{\alpha}{1 + \alpha}} d^{\frac{\alpha}{1 + \alpha}}} - \frac{s^2}{2d} \right) \frac{1}{(1 + \log(1 + 12/\zeta))}.
\]
Since the bound (23) and the value of \( s \) in (44), the bound
\[
\eta \leq \frac{1}{98 L_{\alpha}^{\frac{\alpha}{1 + \alpha}} d^{\frac{\alpha}{1 + \alpha}} (1 + \log(1 + 12/\zeta))}
\]
suffices. This finishes the proof.

Finally, by Lemma 3, the acceptance probability is \( \frac{1}{2}E[V] \). Since \( \zeta < 1 \), we have
\[
E[V] \geq E[V] - E[V - V] \geq 1 - \frac{\zeta}{2} \geq \frac{1}{2}.
\]
Thus, the expected number of iterations for the rejection sampling step is \( O(1) \).

**Theorem 27 (RGO complexity in Wasserstein distance)** If the step size
\[
\eta \leq \min \left( \frac{1}{98 L_{\alpha}^{\frac{\alpha}{1 + \alpha}} d^{\frac{\alpha}{1 + \alpha}} (2 + \log(1 + 192(d^2 + 2d)/\zeta^4))} \right),
\]
then Algorithm 3 returns a random point \( x \) that has \( \zeta \) Wasserstein-2 distance to the distribution \( \pi^X \mid Y (\cdot \mid y) \). Furthermore, if \( 0 < \zeta < 2\sqrt{2d} \), then the algorithm access \( O(1) \) many \( f(x) \) in expectation.

**Proof** It suffices to prove the claim: If the step size
\[
\eta \leq \min \left( \frac{1}{98 L_{\alpha}^{\frac{\alpha}{1 + \alpha}} d^{\frac{\alpha}{1 + \alpha}} (2 + \log(1 + 192(d^2 + 2d)/\zeta^2))} \right),
\]
then Algorithm 2 returns a random point \( x \) that has \( \zeta \) squared Wasserstein-2 distance to the distribution \( \pi^X \mid Y \). Furthermore, if \( 0 < \zeta < 8d \), then the algorithm access \( O(1) \) many \( f(x) \) in expectation.

By Lemma 21 (Villani (2003, Proposition 7.10)) and triangular inequality,
\[
W_2^2(\pi^X \mid Y, \hat{\pi}^X \mid Y) \leq 2 \left\| \cdot - w \right\|_2^2 (\pi^X \mid Y - \hat{\pi}^X \mid Y) \right\|_{TV} = 2E \left( \right\| x - w \right\|_2^2 \left( \frac{V}{EV} - \frac{\hat{V}}{E\hat{V}} \right) \right)
\]
\[
\leq 2E \left\| x - w \right\|_2^2 \left( \left\| \frac{V}{EV} - \frac{\hat{V}}{E\hat{V}} \right\| + \left\| \frac{\hat{V}}{E\hat{V}} - \frac{\hat{V}}{\hat{V}} \right\| \right)
\]
\[
\leq 2E \left\| x - w \right\|_2^2 \left\| V - \hat{V} \right\| + \frac{2E \left\| x - w \right\|_2^2 \left\| \hat{V} \right\| \left\| V - \hat{V} \right\|}{EV\hat{V}} \right)
\]
\[
\leq 2E \left\| x - w \right\|_2^2 \left\| V - \hat{V} \right\| + \frac{2E \left\| x - w \right\|_2^2 \left\| \hat{V} \right\| \left\| V - \hat{V} \right\|}{E\hat{V}} \right)
\]
(20)}
Firstly, by Cauchy-Schwartz inequality,
\[ \mathbb{E}[\|x - w\|^2 | V - \mathbb{V}|] \leq (\mathbb{E}\|x - w\|^4 \mathbb{E}|V - \mathbb{V}|^2)^{\frac{1}{2}}. \]

Similar to (28) and (33), we have
\[ \mathbb{E}\|x - w\|^4 \leq d^2 + 2d \quad \text{and} \quad \mathbb{E}[\|x - w\|^2 | V - \mathbb{V}|] \leq 2\eta d. \quad (48) \]

On the other hand, following the same logic of bounding \( \mathbb{E}[V - \mathbb{V}] \) in Theorem 6,
\[ \mathbb{E}[V - \mathbb{V}]^2 \leq \sum_{i=1}^{\infty} \exp(2(i + 1) \log 2) \Pr(\Delta \geq i). \quad (49) \]

Note that the \( s \) value in (44) still holds. By the concentration (45), and the bound (23), we have
\[
\sum_{i=1}^{\infty} \exp(2(i + 1) \log 2) \Pr(\Delta \geq i)
\leq 12 \sum_{i=1}^{\infty} \exp \left( 2i - \left( \frac{(1 + \alpha) \left( \frac{1}{\alpha} \right) \frac{1}{1+\alpha} \left( \frac{1}{\pi^2} \right)^{\frac{1}{1+\alpha}} \left( \frac{d^{1/2}}{\pi^{1/2}} \right)^{2/\alpha} \left( \frac{i \log 2}{2} \right)^{2/\alpha} - \frac{s^2}{2d} \right) \frac{1}{\eta} \right)
\leq 12 \exp \left( 2i - \left( \frac{1}{49L_\alpha^{2+\alpha} d^{\alpha+\eta}} - \frac{s^2}{2d} \right) \frac{1}{\eta} \right) \leq \frac{12}{16(d^2 + 2d)^2}. \quad (47)
\]

This gives \( \mathbb{E}[\|x - w\|^2 | V - \mathbb{V}|] \leq \frac{\zeta}{4}. \) Next, following the same steps to bound (46) and (24), we obtain
\[ \mathbb{E}[V - \mathbb{V}] \leq \frac{\zeta}{16d} \quad \text{and} \quad \mathbb{E}[\mathbb{V}] \geq \frac{1}{2}. \quad (50) \]

The above three inequalities, together with (48), gives that \( W_2^2(\pi^X | Y, \hat{\pi}^X | Y) \leq \zeta. \)

Finally, because of the choice \( \zeta < 8d \), and the bound (50), we have \( \mathbb{E}[V - \mathbb{V}] \leq \frac{1}{4}. \) Thus, the acceptance probability \( \frac{1}{2} \mathbb{E}[\mathbb{V}] \geq \frac{1}{2}(\mathbb{E}[V] - \mathbb{E}[V - \mathbb{V}]) \geq \frac{1}{4} \). So the expectation of iterations in rejection sampling follows as \( O(1) \).

These two theorems show that the step size will have the same order as in Section 3. Thus all the results in Section 4 also follow if the RGO is realized by Algorithm 3.

**Appendix E. Extension to the convergence in \( \chi^2 \)-divergence**

We now extend our results in §3, §4, §D to the strong notion of \( \chi^2 \)-divergence. We do not modify the concentration inequalities nor the RGO algorithm, but only the proof of RGO step size. The new RGO results in \( \chi^2 \) with both accurate and inaccurate optimization step are shown in §E.1. Then in §E.2, we combine our RGO result with the techniques in Altschuler and Chewi (2023) to get the final convergence results in \( \chi^2 \).
E.1. RGO for semi-smooth potential

We first consider we can solve optimization step 2 accurately in Algorithm 2. This theorem is more general than Theorem 6 and 7, which are presented under the weaker metric TV or $W_2$.

**Theorem 28 (RGO complexity in $\chi^2$-divergence with accurate optimization step 2)** Assume $f$ satisfies (1). For $\forall \zeta > 0$, if

$$\eta \leq \left(\frac{49L^{\alpha + \frac{2}{\alpha}} d^{\alpha + \frac{2}{\alpha}} (2 + \log(1 + 522/\zeta))}{\alpha}\right)^{-1},$$

then Algorithm 2 returns a random point $x$ that has $\zeta$ $\chi^2$-divergence to the distribution proportional to $\pi^X(Y)$ ($\cdot | y$). Furthermore, if $0 < \zeta < 0.5$, then the algorithm access $O(1)$ many $f(x)$ in expectation.

**Proof** Recall that the return of Algorithm 2 follows the distribution $\pi^X(Y)$, and the target distribution of RGO is $\pi^X(Y) \propto \text{exp}(-g(x) - \frac{1}{2\eta}\|x - x_y\|^2)$. According to Lemma 3, we have

$$\chi^2_{\pi^X \mid Y}(\pi^X \mid Y) = \frac{\mathbb{E}[\mathbb{T}^2V^{-1}]\mathbb{E}[V]}{(\mathbb{E}V)^2} - 1 = \frac{\mathbb{E}[(V - \overline{V})^2V^{-1}]\mathbb{E}[V] - (\mathbb{E}[V - \overline{V}])^2}{(\mathbb{E}V)^2} \leq \frac{\mathbb{E}[(V - \overline{V})^2V^{-1}]\mathbb{E}[V]}{(\mathbb{E}V)^2}$$

We first bound the two expectations in the numerator. Denote $\Delta = g(z) - g(x)$. Following (8) in the proof of concentration inequality in Theorem 4, we have

$$\mathbb{E}[V] = \mathbb{E}_{x,z} [\rho] = \mathbb{E}_{x,z} [\exp(\Delta)] \leq \mathbb{E}_x [\exp(\pi^2\eta\|\nabla g(x)\|^2/8)]$$

$$\leq \left(1 - \frac{\pi^2L^2_\alpha \eta^2}{4w}\right)^{-\frac{d}{2}} \exp\left(\frac{\pi^2L^2_\alpha \eta (1 - \alpha)w^{\alpha / (1 - \alpha)}}{8}\right)$$

for $\forall w > 0$. By choosing $w = (1 - \alpha)^{-\frac{1 - \alpha}{\alpha}} (\eta d)^{1 - \alpha}$, the above term becomes

$$\left(1 - \frac{\pi^2L^2_\alpha \eta^{1 + \alpha} (1 - \alpha)^{1 - \alpha}}{4d^{1 - \alpha}}\right)^{-\frac{d}{2}} \exp\left(\frac{\pi^2L^2_\alpha \eta^{1 + \alpha} d^\alpha}{8}\right).$$

We further choose $\eta \leq \frac{1}{2L^{\alpha + \frac{2}{\alpha}} d^{\alpha + \frac{2}{\alpha}}} \leq \left(\frac{8 \log(1.2)}{\pi^2 L^2 d^\alpha}\right)^{\frac{1}{1 - \alpha}}$, so the above term is smaller than

$$1.2 \left(1 - \frac{2\alpha (1 - \alpha)^{\frac{1 - \alpha}{\alpha}} \log(1.2)}{4d}\right)^{-\frac{d}{2}} \leq 1.2 \exp\left(2\alpha (1 - \alpha)^{\frac{1 - \alpha}{\alpha}} \log(1.2)\right) \leq 2.$$

We use the inequality $(1/(1 - x))^{1/x} \leq \exp(2)$ if $0 \leq x \leq 0.5$ above. So we obtain $\mathbb{E}[V] \leq 2$.

When $\overline{V} = \mathbb{E}[\rho \mid x]$ is small, $\rho$ is likely to be small and thus $V - \overline{V} = \mathbb{E}[(\rho - 2)1_{\rho > 2}]$ is also small. We bound the term $\mathbb{E}[(V - \overline{V})^2V^{-1}]$ by splitting it into

$$\mathbb{E}(V - \overline{V})^2 \leq \mathbb{E}(V - \overline{V})^2 1_{V \leq \frac{1}{2}} + \mathbb{E}(V - \overline{V})^2 1_{V > \frac{1}{2}} \leq \mathbb{E}(V - \overline{V})^2 1_{V \leq \frac{1}{2}} + e\mathbb{E}(V - \overline{V})^2.$$
Following the same logic of (29) in the proof of Theorem 7, we can get that if

$$\eta \leq \frac{1}{49L_\alpha \frac{d}{e^2}(2 + \log(1 + \frac{522}{c}))},$$

then $eE(V - V)^2 \leq \zeta/16$. We then notice that when $V \leq 1/e$, by the definition of $V$ and Jensen inequality, it holds that $g(x) - E[g] \geq 1$. To bound the term $E\left(\frac{(V - V)^2}{V}\right) \mathbf{1}_{V \leq \frac{c}{e}}$, we write

$$E\left(\frac{(V - V)^2}{V}\right) \mathbf{1}_{V \leq \frac{c}{e}} \leq \frac{1}{e} E\left(\frac{(V - V)^2}{V}\right) \mathbf{1}_{V \leq \frac{c}{e}} \leq \frac{1}{e} E\left(\frac{(V - V)^2}{V}\right) \mathbf{1}_{g(x) - E[g] \geq 1}.$$

Moreover, since $g(x) - E[g]$ is always no less than 1, with $c = 0.2$, we have

$$\Pr(\Delta > r|x) \leq 1.5 \exp\left(-c\frac{(g(x) - E[g] + r)}{L_\alpha \frac{d}{e^2} \eta}\right) \leq 1.5 \exp\left(-c\frac{(g(x) - E[g] + r)}{L_\alpha \frac{d}{e^2} \eta}\right)$$

for $\forall r > 0$.

Denote $\tilde{\Delta} = \Delta / \log 2 = (g(z) - g(x))/\log 2$, and $S = L_\alpha \frac{d}{e^2} \eta$. We can write

$$\frac{V - V}{V} = \frac{E[(\rho - 2) \mathbf{1}_{\rho > 2}|x]}{E[\exp(\Delta)|x]} \leq \frac{E[\exp(\Delta) \mathbf{1}_{\rho > 2}|x]}{E[\exp(\Delta)|x]} = \frac{1}{E[\exp(\Delta) \mathbf{1}_{\rho > 2}|x]} + \frac{2 \sum_{i=1}^\infty \exp(i \log 2) \Pr(i \leq \Delta \leq i + 1|x)}{\exp(-1 + E[g] - g(x)) \Pr(-1 + E[g] - g(x) \leq \Delta \leq 1|x)}$$

$$\leq \frac{2 \sum_{i=1}^\infty \exp(i \log 2) \Pr(\Delta \geq i|x)}{\exp(-1 + E[g] - g(x)) \Pr(\Delta \geq 2|x) - \Pr(g(z) - E[g] < -1)}$$

$$(51) \sum_{i=1}^\infty \exp(i \log 2) \exp\left(-c\frac{(g(x) - E[g] + i \log 2)}{L_\alpha \frac{d}{e^2} \eta}\right) \exp\left(\frac{g(x) - E[g]}{L_\alpha \frac{d}{e^2} \eta}\right)$$

$$\leq \exp(-1 \log 2)(1 - 1.5[\exp(-c\frac{(g(x) - E[g] + i \log 2)}{S}) + \exp(-\frac{c}{S})])$$

$$\leq 1.5 \exp\left(-\left(\frac{c}{S} - \frac{1}{\log 2}\right)g(x) - E[g]\right)$$

$$\leq 1.5 \exp\left(-\left(\frac{c}{S} - \frac{1}{\log 2}\right)\left(g(x) - E[g]\right)\right)$$

$$\leq \exp\left(-\left(\frac{c}{S} - \frac{1}{\log 2}\right)\left(g(x) - E[g]\right)\right).$$

where we use the condition $g(x) - E[g] \geq 1$ in the last inequality. By choosing

$$\eta \leq \left\langle 8L_\alpha \frac{d}{e^2} \max\{1.5 + \log(1 + 7/\sqrt{\zeta}), \log(30)\} \right\rangle^{-1},$$

under the condition $g(x) - E[g] \geq 1$, we guarantee that $1 - 1.5[\exp(-c\frac{1+\log 2}{S}) + \exp(-\frac{c}{S})] \geq 0.8$ and $15 \exp\left(-\left(\frac{c}{S} - \frac{1}{\log 2}\right)\left(g(x) - E[g]\right)\right) / (\exp(\frac{c\log 2}{S} - \log 2) - 1) \leq \zeta$, thus $\frac{(V - V)^2}{V} \leq \zeta$ / 16. So we obtain that

$$E\left(\frac{(V - V)^2}{V}\right) \mathbf{1}_{V \leq \frac{c}{e}} \leq \zeta/16,$$

and thus $E\left(\frac{(V - V)^2}{V}\right) \leq \zeta$. 
To bound $\mathbb{E}\mathcal{V}$, we notice that if $\chi^2_{X|Y}(\hat{\pi}_X^Y) \leq 0.5$, then $\|\hat{\pi}_X^Y - \pi_X^Y\|_{TV} \leq 1$, thus by (24), we get $\mathbb{E}\mathcal{V} \geq \frac{1}{2}$. Combining it with the bounds $\mathbb{E}[V] \leq 2$ and $\mathbb{E}(\mathcal{V} - \mathcal{V})^2 \leq \frac{\zeta}{8}$, we get $\chi^2_{X|Y}(\hat{\pi}_X^Y) \leq \zeta$.

The expected number of the iterations for the rejection sampling step is $O(1)$ because the acceptance probability is $\frac{1}{2} \mathbb{E}[\mathcal{V}]$ (Lemma 3).

We then consider the case where we can only solve the optimization step 2 inaccurately. The corresponding algorithm and analysis have been discussed in §D. The following theorem extends the results of Theorem 26 and 27 in §D.

**Theorem 29 (RGO complexity in $\chi^2$-divergence)** Assume $f$ satisfies (1). For $\forall \zeta > 0$, if

$$
\eta \leq \left( 98L_\alpha^{2} d^{\frac{2}{n+1}} (2 + \log(1 + 522/\zeta)) \right)^{-1},
$$

then Algorithm 3 returns a random point $x$ that has $\zeta$ $\chi^2$-divergence to the distribution proportional to $\pi_X^Y(-|y)$. Furthermore, if $0 < \zeta < 0.5$, then the algorithm access $O(1)$ many $f(x)$ in expectation.

**Proof** Following the proof with accurate optimization, we get

$$
\chi^2_{X|Y}(\hat{\pi}_X^Y) \leq \frac{\mathbb{E}[(V - \mathcal{V})^2 \mathcal{V}^{-1}] \mathbb{E}[V]}{(\mathbb{E}V)^2}
$$

When bounding $\mathbb{E}V$, without loss of generality, we assume $w$ is 0, i.e., the mean of $x$ and $z$ is 0, and $g'(x_y - w) = 0$. Denote $\Delta = g(z) - g(x)$, and $\iota = x_y - w$. Following (8) in the proof of concentration inequality in Theorem 4, we have

$$
\mathbb{E}[V] = \mathbb{E}_{x,z}[\mathcal{V}] = \mathbb{E}_{x,z} [\exp(\Delta)] \leq \mathbb{E}_x [\exp(\pi^2 \eta \|\nabla g(x)\|^2/8)]
$$

$$
\leq \left( 1 - \frac{\pi^2 L_\alpha^{2} \eta^2 \alpha}{4w} \right)^{-\frac{d}{2}} \exp \left( \frac{\pi^2 8 L_\alpha^{2} \eta (1 - \alpha) w^{\frac{\alpha}{1 - \alpha}}} {\exp \left( \frac{\|\iota\|_2^2/(2\eta)}{\frac{8^2 \eta^2 L_\alpha^{2} \alpha}{\pi^2 \alpha w^{\alpha} d^{\alpha} - 2\eta}} \right)^{-1}} - 1 \right)
$$

for $\forall w > 0$. The only additional term compared to proof of Theorem 28 is the right-most term above. By choosing $w = (1 - \alpha)^{-\frac{1}{\alpha}} (\eta d)^{1-\alpha}$, and denote $b = (1 - \alpha)^{-\frac{1}{\alpha}}$, the above equation becomes

$$
\left( 1 - \frac{\pi^2 L_\alpha^{2} \eta^{1+\alpha} (1 - \alpha)^{\frac{1-\alpha}{\alpha}}} {4d^{1-\alpha}} \right)^{-\frac{d}{2}} \exp \left( \frac{\pi^2 8 L_\alpha^{2} \eta^{1+\alpha} d^{\alpha}} {\exp \left( \frac{\|\iota\|_2^2/2}{\frac{8^2 \eta^2 L_\alpha^{2} \alpha}{\pi^2 \alpha w^{\alpha} d^{\alpha} - 2\eta}} \right)^{-1}} \right)
$$

Recall that (44) still holds, i.e. $\|\iota\|_2^2 \leq s := \frac{d^{\alpha+\beta}}{\eta L_\alpha^{\alpha}}$, since we use the same Algorithm 3. We further choose $\eta \leq \frac{1}{2L_\alpha^{\alpha + \beta} d^{\alpha+\beta}} \leq \left( \frac{8 \log(1.2)}{\pi^2 L_\alpha^{2} d^{\alpha}} \right)^{\frac{1}{1+\alpha}}$, so the above equation is bounded by

$$
2 \exp \left( \frac{\alpha^2 \pi^2 \|\iota\|_2^2 \eta^{\alpha} L_\alpha^{2}} {4b^{2} d^{1-\alpha}} \right) \leq 3.
$$
So we obtain \( E[V] \leq 3 \). Next, we bound the term \( E[(V - \bar{V})^2 V^{-1}] \):

\[
\frac{E (V - \bar{V})^2 V}{V} \leq E (V - \bar{V})^2 V 1_{V \leq \frac{1}{\eta}} + E (V - \bar{V})^2 V 1_{V > \frac{1}{\eta}} \leq \frac{E (V - \bar{V})^2 V}{V} 1_{V \leq \frac{1}{\eta}} + eE (V - \bar{V})^2.
\]

Following the same logic of (49) in the proof of Theorem 27, we can get that if

\[
\eta \leq \frac{1}{98 L_{\alpha+\delta}^{\frac{2}{\alpha+\delta}} d^{\frac{\alpha}{\alpha+\delta}} (2 + \log(1 + \frac{622}{\zeta}))},
\]

then \( eE (V - \bar{V})^2 \leq \zeta/(24) \).

We then notice that since \( V \leq 1/e \), by the definition of \( V \) and Jensen inequality, it holds that \( g(x) - E[g] \geq 1 \). The term \( E (V - \bar{V})^2 1_{V \leq \frac{1}{\eta}} \) satisfies \( E (V - \bar{V})^2 1_{V \leq \frac{1}{\eta}} \leq \frac{1}{e} E \left( \frac{V - \bar{V}}{V} \right)^2 1_{g(x) - E[g] \geq 1} \). Moreover, since \( g(x) - E[g] \) is always no less than 1, we can apply the inequality (45). With \( c = 0.2 \) and \( \|x_y - w\| \leq s \), we have

\[
Pr(\Delta > r | x) \leq 1.5 \exp \left( \frac{s^2}{2d\eta} - c \cdot g(x) - E[g] + r \right) \frac{4}{L_{\alpha+\delta}^{\frac{2}{\alpha+\delta}} d^{\frac{\alpha}{\alpha+\delta}} \eta}
\]

for \( \forall r > 0 \).

Denote \( \bar{\Delta} = \Delta / \log 2 = (g(z) - g(x))/\log 2 \), and \( S = L_{\alpha+\delta}^{\frac{2}{\alpha+\delta}} d^{\frac{\alpha}{\alpha+\delta}} \eta \). We can write

\[
\frac{V - \bar{V}}{V} \stackrel{(52)}{\leq} 2 \sum_{i=1}^{\infty} \exp(i \log 2) Pr(\bar{\Delta} \geq i | x) \leq \frac{2 \sum_{i=1}^{\infty} \exp(i \log 2) Pr(\bar{\Delta} \geq i | x)}{\exp(\frac{1+g(g(g(x))}}{\log 2})[1 - Pr(\bar{\Delta} > \log 2 | x) - Pr(g(z) - E[g] < -1]}
\]

\[
\leq \frac{3 \sum_{i=1}^{\infty} \exp(i \log 2) \exp \left( \frac{s^2}{2d\eta} - c \cdot g(x) - E[g] + i \log 2 \right) \exp(g(x) - E[g])}{\exp(-\frac{1}{2\log 2})(1 - 1.5[\exp(\frac{s^2}{2d\eta} - c \cdot g(x) - E[g] + i \log 2) + \exp(\frac{s^2}{2d\eta} - \frac{S}{2})])}
\]

\[
\leq \frac{15 \sum_{i=1}^{\infty} \exp(i \log 2 - \frac{1 \log 2}{\log 2}) \exp(g(x) - E[g])}{1 - 1.5[\exp(\frac{s^2}{2d\eta} - c \cdot g(x) - E[g] + i \log 2) + \exp(\frac{s^2}{2d\eta} - \frac{S}{2})]}
\]

where we use the condition \( g(x) - E[g] \geq 1 \) in the last inequality. By the choice \( s \) in (44) and

\[
\eta \leq (16 L_{\alpha+\delta}^{\frac{2}{\alpha+\delta}} d^{\frac{\alpha}{\alpha+\delta}} \max \{1.5 + \log(1 + 7/\sqrt{\zeta}), \log(30)\})^{-1},
\]

under the condition \( g(x) - E[g] \geq 1 \), we guarantee that \( 1 - 1.5[\exp(-c 1 \log 2/S) + \exp(-c \S/2)] \geq 0.8 \)

and \( 15 \exp(-c \S/2 - \log 2 - 1) \leq \zeta \). So we obtain that \( E (V - \bar{V})^2 1_{V \leq \frac{1}{\eta}} \leq \frac{\zeta}{24} \),

and thus \( E (V - \bar{V})^2 V \leq \frac{\zeta}{12} \).
To bound $\mathbb{E}V$, we notice that if $\chi^2_{\pi_X|Y}(\hat{\pi}_X|Y) \leq 0.5$, then $\|\hat{\pi}_X|Y - \pi_X|Y\|_{TV} \leq 1$, thus by (24), we get $\mathbb{E}V \geq \frac{1}{2}$. Combining it with the bounds $\mathbb{E}[V] \leq 3$ and $\mathbb{E}((V-\bar{V})^2) \leq \frac{\zeta}{12}$, we get $\chi^2_{\pi_X|Y}(\hat{\pi}_X|Y) \leq \frac{\zeta}{1}$. The expected number of the iterations for the rejection sampling step is $O(1)$ because the acceptance probability is $\frac{1}{2}\mathbb{E}[\bar{V}]$ (Lemma 3).

E.2. Complexity bounds of proximal sampling for semi-smooth potentials

The following Propositions 30, 31 extend the results in Proposition 10, 13, 14 to $\chi^2$-divergence notion. Moreover, they only assume we have inaccurate optimization step 2. Our proofs in this section use the same techniques from Altschuler and Chewi (2023, Theorem 5.1-5.4).

Proposition 30 (Convergence in $\chi^2$ for well-conditioned targets) Suppose $f$ is $\beta$-strongly convex and $L_1$-smooth. Let $\delta \in (0, 1), \eta = \tilde{O}\left(1/(L_1 \sqrt{d})\right)$. Then Algorithm 1, with Algorithm 3 as RGO step and initialization $x_0 \sim \mu_0$, can find a random point $x_T \sim \hat{\mu}_T$ such that $\chi^2_\nu(\hat{\mu}_T) \leq \delta$ in

$$T = O\left(\frac{L_1 \sqrt{d}}{\beta} \log \left(\frac{L_1 \sqrt{d}}{\beta \delta}\right) \log \left(\frac{\sqrt{R_{2,\nu}(\mu_0)}}{\delta}\right)\right)$$

steps. Furthermore, each step accesses only $O(1)$ many $f(x)$ queries in expectation.

Proof Recall that the distributions of the iterations $y_t$ and $x_t$ of the ideal proximal sampler are $\psi_t$ and $\mu_t$ respectively (see the discussion at the beginning of §4). Denote the $Y$-marginal of $\pi_{XY}$ as $\pi^Y$. By analyzing the simultaneous heat flow, Chen et al. (2022, §A.4) shows that the forwards step of the proximal algorithm is a contraction in Rényi divergence, i.e.

$$R_{2,\nu}(\psi_t) \leq \frac{R_{2,\nu}(\mu_t)}{(1 + \eta \beta)^{1/2}}. \tag{54}$$

We assume that for $\forall y \in \mathbb{R}^d$, we have

$$\chi^2_{\pi_X|Y}(\cdot|y)(\hat{\pi}^X|Y(\cdot|y)) \leq \zeta$$

using $O(1)$ many $f(x)$ queries in expectation. Then according to the data-processing inequality for Rényi divergence (Altschuler and Chewi, 2023, Lemma 2.3), strong composition rule for Rényi differential privacy (Altschuler and Talwar, 2022, Lemma 2.9), we have

$$R_{2,\nu}(\hat{\mu}_{t+1}) \leq R_{2,\pi_{XY}}(\text{law}(\hat{X}_{t+1}, \hat{Y}_t))$$

$$\leq R_{2,\nu}(\hat{\psi}_t) + \sup_{y_t \in \mathbb{R}^d} R_{2,\pi_{XY}(\cdot|y_t)}(\hat{\pi}^X|Y(\cdot|y_t))$$

$$\leq R_{2,\nu}(\hat{\psi}_t) + \log(1 + \zeta) \tag{55}$$

Combining (54) and (55) gives

$$R_{2,\nu}(\hat{\mu}_{t+1}) \leq \frac{R_{2,\nu}(\hat{\mu}_t)}{(1 + \eta \beta)^{1/2}} + \log(1 + \zeta).$$
Iterating this bound for $T$ times gives

$$R_{2,\nu}(\hat{\mu}_T) \leq \frac{R_{2,\nu}(\mu_0)}{(1 + \eta \beta)^{T/2}} + \log(1 + \zeta) \sum_{t=0}^{T-1} \frac{1}{(1 + \eta \beta)^{t/2}} \leq \frac{R_{2,\nu}(\mu_0)}{(1 + \eta \beta)^{T/2}} + \log(1 + \zeta) \frac{1}{1 - \frac{1}{1 + \eta \beta}}$$

This error is at most $\delta$ if

$$T = \mathcal{O} \left( \frac{1}{\log(1 + \eta \beta)} \log \left( \frac{R_{2,\nu}(\mu_0)}{\delta} \right) \right), \quad \zeta = \Theta(\delta \eta \beta).$$

According to Theorem 29, plugging in the necessary step size $\eta = \mathcal{O} \left( \frac{1}{L_1 \sqrt{d \log(L_1 \sqrt{d}/(\delta \beta))}} \right)$ finishes the proof. $lacksquare$

**Proposition 31 (Convergence in $\chi^2$ for non-log-concave targets)** We use Algorithm 1 with Algorithm 3 as RGO step. Let $\delta \in (0, 1)$, and $\nu \propto \exp(-f)$.

1) If $\nu$ satisfies $C_{LSI}$-LSI and $L_1$-smooth, then we need $T = \mathcal{O} \left( \frac{L_1 \sqrt{d \log(L_1 \sqrt{d}/(\delta \beta))}}{C_{LSI}} \right)$ to have $\chi^2_\nu(\hat{\mu}_t) \leq \delta$.

2) If $\nu$ satisfies $C_{\text{PI}}$-PI and $f$ is $L_\alpha$-$\alpha$-semi-smooth, then we need $T = \mathcal{O} \left( \frac{L_\alpha^{1/2} d \pi \Gamma(\alpha/2)}{C_{\text{PI}}} \log \left( \frac{L_\alpha^{1/2} \pi \Gamma(\alpha/2)}{C_{\text{PI}} \delta} \right) \right)$ to have $\chi^2_\nu(\hat{\mu}_t) \leq \delta$.

Furthermore, each step accesses only $\mathcal{O}(1)$ many $f(x)$ queries in expectation.

**Proof** 1) The proof is the same as of Proposition 30 since (54) also holds under LSI:

$$R_{2,\pi,\nu}(\psi_t) \leq \frac{R_{2,\nu}(\mu_t)}{(1 + \eta C_{LSI})^{1/2}}.$$

2) Chen et al. (2022, §A.4) shows

$$\chi^2_\nu(\psi_t) \leq \frac{\chi^2_\nu(\mu_t)}{(1 + \eta C_{\text{PI}})}.$$ (56)

In the same time, (55) still holds as it does not use the LSI assumption. Recall that $R_{2,\nu} = \log(1 + \chi^2_\nu)$. Combining (56) and (55) gives

$$\chi^2_\nu(\hat{\mu}_{t+1}) \leq \left( \frac{1 + \zeta}{1 + \eta C_{\text{PI}}} \right) \chi^2_\nu(\hat{\mu}_t) + \zeta.$$

Iterating this bound for $T$ times gives

$$\chi^2_\nu(\hat{\mu}_T) \leq \left( \frac{1 + \zeta}{1 + \eta \beta} \right)^T \chi^2_\nu(\mu_0) + \zeta \sum_{t=0}^{T-1} \left( \frac{1 + \zeta}{1 + \eta \beta} \right)^t \leq \left( \frac{1 + \zeta}{1 + \eta \beta} \right)^T \chi^2_\nu(\mu_0) + \frac{\zeta}{1 - \frac{1 + \zeta}{1 + \eta \beta}}.$$

This error is at most $\delta$ if we choose

$$T = \mathcal{O} \left( \frac{1}{\log((1 + \eta C_{\text{PI}})/(1 + \zeta))} \log \left( \frac{\chi^2_\nu(\mu_0)}{\delta} \right) \right), \quad \zeta \leq \frac{\delta \eta C_{\text{PI}}}{2(1 + \eta C_{\text{PI}} + \delta/2)}.$$

Plugging in the choice of $\eta$ in Theorem 29 finishes the proof. $lacksquare$
**Remark 32 (Convergence stability)** In the convergence analysis, an interesting question is whether we can allow the number of iterations to go to infinity. Lemma 8, 9 do not guarantee stability since the RGO accumulation error linearly depends on the iterations $T$. However, the proof of Lemma 9 can be easily strengthened when $\pi$ is strongly-log-concave to bound accumulation error. Moreover, with the techniques in Theorem 5.1-5.4 of Altschuler and Chewi (2023), our Proposition 30, 31 now ensure stable convergence.