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Abstract

In the problem of quantum channel certification, we have black box access to a quantum process
and would like to decide if this process matches some predefined specification or is e-far from this
specification. The objective is to achieve this task while minimizing the number of times the black
box is used. Here, we focus on optimal incoherent strategies for two relevant extreme cases of
channel certification. The first one is when the predefined specification is a unitary channel, e.g., a
gate in a quantum circuit. In this case, we show that testing whether the black box is described by
a fixed unitary operator in dimension d or e-far from it in the trace norm requires ©(d/e?) uses of
the black box. The second setting we consider is when the predefined specification is a completely

depolarizing channel with input dimension d;, and output dimension d,. In this case, we prove

that, in the non-adaptive setting, ©(d2 dL,? /e2) uses of the channel are necessary and sufficient to

verify whether it is equal to the depolarizing channel or e-far from it in the diamond norm. Finally,
we prove a lower bound of Q(d?doy/€?) for this problem in the adaptive setting. Note that the
special case dj, = 1 corresponds to the well-studied quantum state certification problem.

Keywords: Quantum testing, testing identity, quantum channel, adaptive strategies.

1. Introduction

We consider the problem of quantum channel certification which consists in verifying whether a
quantum process to which we have black box access behaves as intended. A valid process in quan-
tum theory is modeled by a quantum channel. A quantum channel with input dimension dj, and
output dimension do; is a linear map C%n*din —; CdoutXdout gatisfying some positivity and nor-
malization conditions (see Section 2 for details). Given a complete description of a known quantum
channel Ay and N copies of an unknown quantum channel " that can be either Ny or e-far from
it, at each step 1 < ¢ < N, we can choose an input quantum state, send it through the unknown
process A then measure the output quantum state. After collecting a sufficient amount of classical
observations, our goal is to decide in which case is the quantum channel N with high probability
and while minimizing N. We also call this problem testing identity to the quantum channel Nj.
This testing task is important for many reasons. Firstly, the building blocks of a quantum com-
putation are unitary gates. It is thus important to understand the complexity of checking that an
unknown channel implements a given gate as specified. Secondly, quantum channel certification
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is the natural generalization of the quantum state certification. Indeed, if the channels are con-
stant quantum states, then testing them becomes equivalent to testing those states. It might seem
at first sight that using the Choi—Jamiotkowski isomorphism, quantum channel certification can be
obtained by applying quantum state certification algorithms to the corresponding Choi states. How-
ever, there are at least two reasons this is not true: first, in models where an auxilliary system is
not allowed the Choi state cannot easily be prepared from a black box implementing the channel
and second, the natural notion of distance for channels does not correspond to the trace distance
between Choi states. Finally, quantum process tomography, the problem of learning completely a
channel in the diamond norm is costly (Surawy-Stepney et al., 2022; Oufkir, 2023), and our hope is
that certification can be done with fewer copies than full tomography.

In this paper, we focus on two extreme cases, No(p) = Ny (p) = UpU' is a unitary channel

where U is a unitary matrix and Ny (p) = D(p) = Tr(p) 72— is the completely depolarizing channel.

dout

Contribution. We propose an incoherent ancilla-free testing algorithm for testing identity to a
fixed unitary channel Ny in the trace distance using O(d/ 52) measurements (here d;, = doyt = d).
The tester chooses a random input state and measures with the corresponding POVM conjugated
by the unitary U. This result is stated in Thm. 1. The standard inequality relating the 1-norm of a
Choi state and the diamond norm of the channel only implies an upper bound O(d?/e%). We ob-
tain the quadratic improvement in the dimension dependency by proving a new inequality between
the entanglement fidelity and the trace distance to the identity channel (Lem. 10). Moreover, we
establish a matching lower bound of §2(d/e?) for testing identity to a fixed unitary channel in the
trace distance. This lower bound applies even for ancilla-assisted strategies. For this, we construct
a well-chosen distribution of channels e-far from the identity channel. After a sufficient number
of measurements, the observations under the two hypotheses should be distinguishable, i.e., the
(Kullback-Leibler) KL divergence is €2(1). However, we can show that for this particular choice
of distribution over channels, any adaptive tester can only increase the KL divergence by at most
O(£?/d) after a measurement no matter the dependence on the previous observations. The lower
bound is stated and proved in Thm. 11.

Concerning the certification of the completely depolarizing channel D(p) = Tr(p)ﬁ, we pro-
pose an incoherent ancilla-free strategy to distinguish between N' = D and N is e-far from it in
the diamond distance using O(d?,dL5 /e?) measurements (see Thm. 5). For this we show how to
reduce this certification problem to the certification of the maximally mixed state (testing mixed-
ness) ﬁ. We choose the input state |¢)(¢| randomly and we compare the 2-norm between the
output state NV (|¢)(¢|) and the maximally mixed state ﬁ. We show that with at least a proba-
bility (1), we have Y = |N(|¢)(¢]) — I/dout]|3 > €%/(4doutd?,). This inequality is sufficient
to obtain the required complexity, however, it requires some work to be proved. First, we show a
similar inequality in expectation using Weingarten calculus. Then we control the variance of the
random variable Y carefully in a way that this upper bound depends on the actual difficulty of the
problem, mainly the expectation of Y and the diamond distance between N and D. Next, we obtain
the anti-concentration inequality using the Paley-Zygmund inequality.

On the other hand, we establish a lower bound of € (dZ d%% / (log(dindout /£)*€?)) for testing iden-
tity to the depolarizing channel with non-adaptive strategies (Thm. 6). For this, we construct a
random quantum channel whose output states are almost O(g/d;y, )-close (in the 1-norm) to the max-
imally mixed state ﬁ except for a neighborhood of an input state chosen randomly whose output

is e-far from ﬁ in the 1-norm. Then we use LeCam’s method (LeCam, 1973) as in (Bubeck et al.,
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Table 1: Lower and upper bounds for testing identity of quantum channels in the diamond and trace
distances using incoherent strategies. N is the unitary quantum channel Ny (p) = UpU'
and D is the depolarizing channel D(p) = Tr(p) dfm. Our proposed algorithms (upper

bounds) are ancilla-free while the lower bounds hold even for ancilla-assisted algorithms.

2020) with some differences. First, we need to condition on the event that the input states chosen
by the testing algorithm have very small overlaps with the best input state. This conditioning is the
main reason for the additional logarithmic factor we obtain in the lower bound. Next, with a con-
struction using random matrices with Gaussian entries rather than Haar distributed unitaries, we can
invoke hypercontractivity (Aubrun and Szarek, 2017, Proposition 5.48) which allows us to control
all the moments once we upper bound the second moment. In the special case di, = 1, this recovers
a result of (Bubeck et al., 2020) while significantly simplifying their analysis. Furthermore, a lower
bound of Q(dizndout / 52) is proved for adaptive strategies (Thm. 7) using the same construction. In
this proof, we use Kullback-Leibler divergence instead of the Total-Variation distance. We refer to
Table 1 for a summary of these results.

Related work. Testing identity to a unitary channel can be seen as a generalization of the usual
testing identity problem for discrete distributions (Valiant and Valiant, 2016) and quantum states
(Chen et al., 2022f). However, in the worst-case setting, testing identity to the identity channel
requires €2(d/c?) measurements in contrast to testing identity to a rank 1 quantum state or a Dirac
distribution which can be done with only O(1/£?) measurements/samples. Also, in the definition
of testing identity to a unitary channel problem, we don’t require the unknown tested channel to be
unitary. In this latter setting, efficient tests can be designed easily if an auxiliary system is allowed.
This can be found along with other tests on properties of unitary channels in (Wang, 2011). We also
refer to the survey (Montanaro and de Wolf, 2013) for other examples of tests on unitary channels.
Since a unitary channel has a Choi rank equal to 1 and the depolarizing channel has a Choi rank
equal to dindoyt, this work is a first step to obtain instance-optimal quantum channel certification
as for the classical case (Valiant and Valiant, 2016) or quantum states (Chen et al., 2022f). On the
other hand, testing identity to the completely depolarizing channel is a generalization of identity
testing of distributions (Diakonikolas et al., 2017) and testing mixedness of states (Bubeck et al.,
2020; Chen et al., 2022d). In particular, if the input dimension is dj, = 1, the channels are constant
and the problem reduces to a testing mixedness of states of dimension dy,. In this case, we recover
the optimal complexity of (Bubeck et al., 2020; Chen et al., 2022d). Another noteworthy work is
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unitarity estimation of (Chen et al., 2022a). In this work, it is shown that ancilla-free non-adaptive
strategies could estimate Tr(7%) to within & using O(d’ /) measurements where J) is the Choi
state of the channel V. In particular, this estimation can be used to distinguish between N' = Ny
for which Tr(J%) = 1 and N' = D for which Tr(J%:) = 1/d*>. A matching lower bound (in
d) is given for adaptive strategies in (Chen et al., 2022a) improving the previous lower bound of
(Chen et al., 2022c). This complexity may seem to contradict our results but this is not the case.
Indeed, such a test cannot be used for testing identity to a fixed unitary channel for instance since we
can have two unitary channels that are e-far in the diamond distance. Finally, we note that testing
problems for states were also studied for the class of coherent or entangled strategies where one can
use arbitrary entangled measurements: see e.g., (Bddescu et al., 2019) for state certification in this
setting. In this article, we focus on incoherent strategies where entangled inputs to the different uses
of the channel or entanglement measurements are not allowed.

2. Preliminaries

We consider quantum channels of input dimension dj, and output dimension dy,;. We adopt the bra-
ket notation: a column vector is denoted |¢) and its adjoint is denoted (¢ = |¢)!. With this notation,
(p|1) is the dot product of the vectors ¢ and ¢ and, for a unit vector |¢) € S%, |$)(¢| is the projector
on the space spanned by ¢. The canonical basis {e;};c[q is denoted {[i)}icq = {lei) }iciq)r A
quantum state is a positive semi-definite Hermitian matrix of trace 1. The fidelity between two
quantum states is defined F(p,0) = (Tr,/\/f)aﬁ)% It is symmetric and admits the simpler
expression if one of the quantum states p or o has rank 1: F(p, |¢){(¢|) = (| p|d). A (din, dout)-
dimensional quantum channel is a map N : Céin*din — Cdout*dout of the form N'(p) = 3, A pAL

(Kraus decomposition) where the Kraus operators { A}, satisf Al A, = 1. For instance, the
p P Y 2.k Ak

identity map idg(p) = p admits the Kraus operator {I;} and the completely depolarizing channel
1 R

vV dout |/L> <] | }jE[din]viE[dout]
U, the corresponding unitary channel Ni;(p) = UpUT admits the Kraus operator {U'}. We denote
by Haar(d) the Haar probability measure over the compact group of unitary d x d matrices. A
Haar random vector is then any column vector of a Haar distributed unitary.

D(p) = Tr( p)ﬁ admits the Kraus operators { . Given a unitary matrix

We define the trace distance between two quantum channels N and M as the trace norm of their
difference: dry (N, M) := max, [|[(N — M)(p)||1 where the maximization is over quantum states

and the Schatten p-norm of a matrix M is defined as || M|h = Tr ( MM p). In some situations,

it can be helpful to allow an auxiliary system and apply the identity on it. In this case, we obtain
the diamond distance which is defined formally as do (N, M) := max, [lidg @ (N — M)(p)|1
where the maximization is over quantum states p € C?*?¢ @ C%»*din_ Note that because of the
Schmidt decomposition we can always suppose that d = dy,. The trace/diamond distance can be
thought of as a worst-case distance, while we can define an average case distance by the Schatten
2-norm between the corresponding Choi states. We define the Choi state of the channel N as
Iy =1d@N(|¥)(¥|) where | V) = \/% S>%in |4) @ i) is the maximally entangled state. The map
J : N — id @ N(]¥)(¥|) is an isomorphism called the Choi—Jamiotkowski isomorphism (Choi,
1975; Jamiotkowski, 1972). Note that for any quantum channel N, ) is positive semi-definite and
satisfy Tro(Jy) = %. Moreover, any K satisfying these conditions is called a Choi state and we
can construct a quantum channel A such that 7y = K.



QUANTUM CHANNEL CERTIFICATION

We consider the problem of testing identity to a fixed channel. Given a fixed quantum channel
N and a precision parameter € > 0, the goal is to test whether an unknown quantum channel N is
exactly Ny or e-far from it with at least a probability 2/3:

H() Z./\/ = No VS. H1 : diSt(./\/,No) > €

where dist € {d,, d1,}. Hy is called the null hypothesis while H is called the alternate hypothesis.
An algorithm A is 1/3-correct for this problem if it outputs H; while H is true with a probability at
most 1/3 and outputs Hy while H is true with a probability at most 1/3. If 0 < dist(N, Np) < &,
the algorithm A can output any hypothesis. The natural figure of merit for this test is the diamond
(resp. trace) distance because it characterizes the minimal error probability to distinguish between
two quantum channels when auxiliary systems are allowed (resp. not allowed) (Watrous, 2018).

A testing algorithm can only extract classical information from the unknown quantum channel N/
by performing a measurement on the output state. In this article we only consider incoherent strate-
gies. That is, the testing algorithm can only use one copy of the channel at each step. In other
words, for a (diy, doyt) dimensional channel, the testing algorithm could only use dj, dimensional
input states and d,,; dimensional measurement devices. Precisely, a d-dimensional measurement is
defined by a POVM (positive operator-valued measure) with a finite number of elements: this is a
set of positive semi-definite matrices M = { M, }.c x acting on the Hilbert space C? and satisfying
Exe v M, = 1. Each element M, in the POVM M is associated with the outcome x € X. The
tuple {Tr(pM,) }»cx is non-negative and sums to 1: it thus defines a probability. Born’s rule (Born,
1926) says that the probability that the measurement on a quantum state p using the POVM M will
output z is exactly Tr(pM, ). Depending on whether an auxiliary system is allowed to be used, we
distinguish two types of incoherent strategies.

* Ancilla-free strategies. At each step ¢, the learner would choose an input dj,-dimensional
state p; and a dg,t-dimensional measurement device M; = {Mi}xe x,- It thus sees the
outcome x; € X; with a probability Tr(N (pt)M}ét). If the choice of the state p; and mea-
surement device M, can depend on the previous observations (x1,...,z;_1) the strategy is
called adaptive, otherwise it is called non-adaptive (see Fig. 1 for an illustration).

* Ancilla-assisted strategies. At each step ¢, the learner would choose an input dape X din-
dimensional state p; € CancXdanc @ Cin*din (for some arbitrary dane) and a dane X dout-
dimensional measurement device M; = {M!},cx, It thus sees the outcome z; € X; with
a probability Tr(idg,,. ® N (py)ML). If the choice of the state p; and measurement device
M, can depend on the previous observations (x1, ..., 2:—1) the strategy is called adaptive,
otherwise it is called non-adaptive (see Fig. 2 for an illustration).

Note that we can see an ancilla-free strategy as a special case of an ancilla-assisted strategy
with d,,. = 1. But it turns out that ancilla-assisted strategies have an advantage over ancilla-free
strategies for some problems e.g., (Chen et al., 2022b,c). However, in this article, we show that
ancilla-free strategies suffice to achieve the optimal complexity for testing identity to a fixed unitary
channel or to the depolarizing channel.

3. Testing identity to a unitary channel

In this section, we focus on the problem of testing identity to a fixed unitary channel in the diamond
and trace distances. Given a fixed unitary U and a precision parameter € > 0, the goal is to



FAwzl FLAMMARION GARIVIER OUFKIR

P1 — P1 — X1

M M5!

O T et T I N B

xX
My MESN
T1,-.-,TN-1

ox — oy | s — o

Figure 1: Illustration of an ancilla-free incoherent non-adaptive (left) and adaptive (right) strategies
for testing identity of quantum channels. The observations (z1,...,zy) are then pro-
cessed with a classical algorithm to answer Hy or H;.

distinguish between the hypotheses:
Ho:N=Ny=U-U" vs. H:dist(N,Ny)>e

with at least a probability 2/3 where dist € {d,,d1,}. Since we consider a unitary channel, the
input and output dimensions should be equal di, = doyt = d.

Reduction to the case U = I. Knowing the unitary channel Ny is equivalent to knowing U. We
can thus reduce every testing identity to Ny to testing identity to A7 = idy by conjugating the
measurement device by U. This is possible because the trace/diamond distance is unitary invariant:
dist(N, Nyy) = dist(UTNU, id) and Tr(UTN (p)UM) = Tr(N (p)UMUT) for all p and M. From
now on, we only consider the case U = T and we call this particular testing problem to V] = idy
simply “festing identity to identity”.

Given the nature of the diamond and trace distances, under the alternate hypothesis, a channel
N could be equal to the identity channel except on a neighbourhood of some state. In addition,
this state is unknown to the learner. When the algorithm is allowed to use an auxiliary system, it
can prepare the Choi state 7 of the channel N (which essentially captures everything about the
channel) by taking as input the maximally entangled state |¥)(W|. Under the null hypothesis Hy,
the Choi state is exactly Jig = id ® id(|¥)(¥|) = |¥)(¥| while under the alternate hypothesis H1,
the Choi state s has a fidelity with |¥) (V| satisfying:

do(N,id)?

4d?
where we use a Fuchs—van de Graaf inequality (Fuchs and Van De Graaf, 1999) and the standard
inequality relating the diamond norm between two channels and the trace norm between their cor-
responding Choi states: || Ty — Jm|l1 > W (e.g., Jencova and Pldvala (2016)). Thus, a

Tr(id & N(W){(W]) [9){W]) = (I, [0)W]) < 1~ [T — Full? <1
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Figure 2: Illustration of an ancilla-assisted incoherent non-adaptive (left) and adaptive (right) strate-
gies for testing identity of quantum channels. The observations (x1,...,xy) are then
processed with a classical algorithm to answer Hy or Hj.

measurement using the POVM My = {|U)(¥|,I — |¥)(¥|} can distinguish between the two
situations. However, if the tester is not allowed to use an auxiliary system it can neither prepare
the Choi state 7 nor measure using the POVM My. Instead, we use a random d-dimensional
rank-1 input state. Indeed, this choice is natural because the expected fidelity between the input
state |¢)(¢| and the output state N'(|¢) (¢|) can be easily related to the fidelity between Choi states:
IE|g)~Haar [FN([6)(2]), [0)(8]))] = %Nd’lqjm (see Lem. 8 for a proof). This Lemma is
well known because it relates the average fidelity Iy wtiaar [F(N (|9)(6]), ) (#|))] and the entan-
glement fidelity F(J), |¥)(¥|). If we measure using the measurement device M, = {|¢)(¢|,I —
|¢)(#|}, the error probability under Hy is 0, and under Hy is gy paar[(2| N (|0)(9]) [9)] =
I 4) ~taar [F (N (|0)(91), [¢) (¢])]. The algorithm is detailed in Alg. 1.
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Algorithm 1: Testing identity to identity in the diamond/trace distance

N = O(d/e*) (replace with N = O(d/<?) for testing in the trace distance).

fork=1:Ndo
Sample ¢}, a Haar random vector in S%.
Measure the output state N (|¢) (¢x|) using the POVM { o) (dx|, I — |dx) (dk|}-
Observe Xj ~ Bern(1 — (¢g| N'(|ox) (dk|) |k ))-

end for

if 3k : X}, = 1 then return N is e-far from id else return N = id.

We can upper bound the error probability under H; using the well-known Lem. 8 and our Lem. 10:

1+ dF(In, |V)(P]) dr: (N, id)? do(N,id)*

= <1- <12

Observe that the standard inequality |[Jn — Jmll > W implies:
Ey [FWN(|9) (o)), o) (0])] < 1 — difzf\éﬁ); which has a better dependency in the diamond

distance but a worst dependency in the dimension d. This simple lemma (Lem. 10), which relates
the entanglement fidelity and the trace/diamond distance when one of the channels is unitary might
be of independent interest. To obtain a 1/3 correct algorithm it suffices to repeat the described
procedure using N = O(d/e?) copies of |¢)(4| in the case of trace distance and N = O(d/e*)
copies of |¢)(¢| in the case of diamond distance. Indeed, for instance for the trace distance, the
probability of error under H; can be controlled as follows:

N
Py, (error) = Py, (Vk € [N] : X = 0) = [ [ Pr, (X) = 0)
k=1

< (1—€2)N < exp <—82N> < 1

- 4(d+1) - 4d+1)) — 3
for N = 4log(3)(d+1)/e%? = O(d/e?) !. A similar proof shows that O(d/s*) copies are sufficient
to test in the diamond distance. This concludes the correctness of Alg. 1. A matching lower bound
of N =Q (8%) is proved in App. B. For this we construct a random quantum channel e-far from
the identity channel in the trace/diamond distance but looks similar to the identity channel for the
majority of the input states. Then we compare the observations under the two hypotheses using
the KL divergence. Interestingly, the analogous classical problem, testing identity to identity has
a complexity ©(d/e). Thus, for this task, when going to the quantum case, the dependence on the
dimension d remains the same whereas the dependency in the precision parameter € changes from
e to 2. In fact, obtaining the correct 2 dependence is the main difficulty in this lower bound.
It requires a carefully chosen construction inspired by the quantum skew divergence (Audenaert,
2014) and a fine analysis using Weingarten calculus. We summarize the main result of this section
in the following theorem.

Theorem 1 There is an incoherent ancilla-free algorithm for testing identity to identity in the trace
distance using only N = O (E%) measurements. Moreover, this algorithm can also solve the testing

1. All the logs of this paper are taken in base e and the information is measured in “nats”.



QUANTUM CHANNEL CERTIFICATION

identity to identity problem in the diamond distance using only N = O ( ) measurements. On the
other hand, any incoherent adaptive ancilla-assisted strategy requires, in the worst case, a number
of measurements satisfying N = ) ( ) to distinguish between N' = id and do(N,id) > € (or
dry(N,id) > €) with a probability at least 2/3.

4. Testing identity to the depolarizing channel

In this section, we move to study the problem of testing identity to the completely depolarizing
channel Ny = D in the diamond distance. Given a precision parameter ¢ > 0 and an unknown
quantum channel A/, we would like to test whether Hy : N' = D or H; : d, (N ,D) > ¢ with a
probability of error at most 1/3. If N' = D, the tester should answer the null hypothesis Hy with a
probability at least 2/3 whereas if d,(N, D) > &, the tester should answer the alternate hypothesis
H, with a probability at least 2/3. The alternate condition means that

do(N', D) > £ <= 3|¢) € ST *n : |lidy,, @ N(|0)(¢]) — ida,, @ D($)(])]l1 = e

in

This inequality implies a lower bound of the 1-norm between the Choi states: || Ty — Ipl1 > £

The simplest idea would be to use this inequality and reduce the problem of testing channels to test-
ing states. Actually, this kind of reduction from channels to states has been used for quantum pro-
cess tomography (Surawy-Stepney et al., 2022) and shadow process tomography (Kunjummen et al.,

2021). The Choi state of the depolarizing channel D is Jp = 7 Zz‘;‘ 1) (g @ Te(J2) (4]) dfm =
Ig,, ®Iq

I
i douot“t = dindout 5o by applying the previous inequality, we obtain for a quantum channel A

in@out

e-far from the depolarizing channel D: HJ N — . Then, we can apply a reduction to

I
dindout 1 Z d
the testing mixedness of quantum states (Bubeck et al., 2020) to design an ancilla-assisted strategy

415415 d3-541.5 . . .
requiring O ( (;') A 0‘)“) =0 ( in 0‘“) measurements since the dimension of the states 7 and

v~ is dindoyt and the precision parameter is f- However, this approach has two problems.
1n“ou 1n

First, we need to be able to use an auxiliary system to prepare the Choi state s, which is an addi-
3.5 1.5

tional resource. Next, the complexity O (%), as we shall see later, is not optimal. If one tries
to reduce to testing identity of states in the 2-norm (App. E) one obtains a slightly better bound but
still not optimal and requires using an auxiliary system.

Inspired by the testing identity to identity problem (Sec. 3), when we do not know one of the
best input states, we choose it to be random. Let |¢>> be a Haar random vector. If the input state is
|¢) (9], the output state under Hy is D(|$)(¢|) = 7 — and under Hyis N(|¢)(¢]). So it is natural to
ask what would be the distance between N (|¢) <¢)|) and . Note that in general, it is much easier
to compute the expectation of the 2-norms than the 1- norms For this reason, we start by computing
the expectation of the 2-norm between N (|$)(¢[) and ;- — (see Lem. 13 for a proof).

Lemma2 Let M =N —Dand Jpm = 1d®M(|\IJ)<\I/]) We have:

M3+ 2, [Tl i

E|¢ ~Haar (HM(|¢><¢|)H ) dm(din + 1) B dll’l + 1

1Tpall3 -

We now need to relate the 2-norm between the Choi state of the channel A/ and the Choi state of
the depolarizing channel || 7y — Jpl|2 with the diamond distance between them do (N, D). This is
done in the following Lemma whose proof can be found in App. C.1:
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Lemma 3 Let N1 and N3 be two (diy, dout )-quantum channels. We have:

dO(NlaNQ)
— > —.
Hj/\ﬁ j/\f2H2 = din\/@
2
Let N be a channel satisfying d,(N,D) > ¢ and X = H/\/’(|¢><¢|) - ﬁ e obtain from
Lem. 2, 3:
E(X)=E Y [
— é)~Haar dout 2 o dln +1 dindout 2 - 2di2ndout .

If we could show that X is larger than Q(IE (X)) with constant probability, then we can reduce our

problem to the usual testing identity of quantum states in the 2-norm (quantum state certification
1 1 1 7 1 1 Vv dout — d12ndc1)u5t
in App. E) and obtain an incoherent ancilla-free algorithm using O ( vz ) = O (e
measurements. Establishing this turns out to be the most technical part of the proof as is summarized

in the following theorem.

Theorem 4 Let \QS) be a Haar distributed vector in S% (or any 4-design). Let X =
HN (lo)(]) — .We have:

dout

Var(X) = O ([E(X)).

This Theorem is the most technical part of the paper and we believe that it can be generalized for
any difference of channels with a similar approach. Moreover, applying this inequality along with
the Paley-Zygmund inequality are sufficient for our reduction: we only need to repeat our test O(1)
times to reduce the error probability to 1/3 for testing identity to the depolarizing channel.

Sketch of the proof. We observe first that Var(X) = Var (Tr [V (|6)(9]))* ]) Then using

Weingarten calculus (Lem. 31,33), we can compute the expectation

2 1
E <(Tr[(N(I¢><¢I))2D ) " din(din + 1)(din + 2)(din + 3) 2 F)

aESy

where for o € &y F(o) = Y w0 Tral(Al 15) (il A, AL A1 A1) (j] A, AL, Ap) and
Tro (M, ..., My) = I;Tr(Iiec; M;) for @ = I1;C; and Cj are cycles. Letm = HN d“‘ I ‘2

ut
IN = g—a= ||,- Next, we upper bound the function F as shown in Table 2. This is the
n“ou 2
hardest step of the proof and requires a fine analysis for many of the F'(« ) s. A particularly useful
trick we use repeatedly is known as the replica trick and says that if F = 57 =1 (D) @13) (@ (i])

is the flip operator then we have for all A, B € C™? : Tr((A ® B)F) = Tr(AB) and simi-
larly Tr(A ® B) = Tr(A)Tr(B). Moreover, another trick we need frequently is to use the partial
transpose to make appear the positive semi-definite matrices MM = Ek ! Al A ® AT[ll and

MM =%, y AkA ® AR A" where M = Y, A, ® Ay is defined using the Kraus operators { A}
of the channel N. Furthermore we can prove the approximation HM T — ﬁ | W) (| H1 < 5np?

andn = diy

where |U) = F Z i) ® |i) is the maximally entangled state (see Lem. 17). This is used for

10
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] Permutation o \ Upper bound on F'(«) \ Reference ‘
2
(13) (o +n?)
id, (132), (314), (24)(13) din/dow 0 4 7y 5t | (Lem. 19)
a2 )
(312), (134) (i +m?) (o +0?)
2
(1234) ( i m2>
(24), (1432) ;é + 2%y o5t (Lem. 20)
(142), (243) % + 5 4 5pt | (Lem. 18)
(14), (12),(23), (34), (1324), &,
(1423), (1243), (1342) e+ g+ s | (Lem. 22)
(12)(34), (14)(23), (234), (124) d2 +2 j m? + m?n? (Lem. 21)

Table 2: Upper bounds on the function F' for different input permutations.

= (142) and (24). An application of the data processing inequality on the previous approximation
gives: HTrg MTM) — ]I‘
out that applying such approximation will not give a sufficiently good upper bound of F'((12)(34))
because it can be written as F'((12)(34)) = Tr ((M]WT)T2 - M(I) o 7-Tr(M (I)?)

which depends instead on the matrix A/ M. In this case we proceed by prOJectlng M M onto the
hyperplane orthogonal to |¥). This can be interpreted using representation theory. In fact, the space
spanned by |¥) and its complementary are irreducible representations that decompose the space
(C?) ®2 for the action of U ® U where U is a unitary matrix. On the other hand, changing the
Kraus operators Ay <> U Ay or A <> AU in the expression of the channel A does not affect the
variance of X because Haar measure is invariant under left and right multiplication with a unitary
matrix. The detailed proof of these bounds can be found in App. C.3.

dout . < 5n? which is used for the permutations v = id and (14) . It turns

We have now the required tools to design and prove the correctness of an algorithm for testing
identity to the depolarizing channel.

Theorem 5 There is an incoherent ancilla-free algorithm requiring a number of measurements
N =0 < in 0‘”) to distinguish between N' = D and do(N', D) > € with a success probability
2/3.

As explained before, our algorithm is a reduction to the testing identity of quantum states. For
the convenience of the reader we include this latter with a proof of its correctness in App. E. Note
that we need to test quantum states in the 2-norm which is different than the usual quantum state
certification (Bubeck et al., 2020). The algorithm for testing identity to the depolarizing channel is
described in Alg. 2.

We remark that Alg. 2 uses the channel only on a constant number of random input states
{|¢x){(dk|}x- One could think that querying the channel A/ on more diverse inputs could lead to
a more efficient algorithm. However, it turns out that Alg. 2 is basically optimal as we prove a
matching lower bound up to a poly-logarithmic factor.

11
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Algorithm 2: Testing identity to the depolarizing channel in the diamond norm
M = 2200.
fork=1:Mdo
Sample ¢, a Haar random vector in Sin

Test whether hg : N'(|ég) (dr|) = dout orhy : H/\f |ok) (DK|) — dout , 2 i
testing identity of quantum states Alg. 3, with an error probability § = 1 /(3M), that answers
the hypothesis h;, , ix, € {0,1}.

end for

if 3k : i, = 1 then return N is e-far from D else return N’ = D.

using the

Theorem 6 Lete < 1/32, di, > 80 and doyt > 10. Any ancilla-assisted non-adaptive algorithm
for testing identity to the depolarizing channel (for both trace and diamond distances) requires, in
the worst case, a number of measurements satisfying:

2 j1.5
N = Q dlndout .
10g(d1ndout/5)282

This theorem shows that our proposed Alg. 2 is almost optimal in the dimensions (diy, doyt) and
the precision parameter ¢ thus the complexity of testing identity to the depolarizing channel is
(dl2 dL5 /e%) which is slightly surprising. Indeed, we can remark that the complexity of test-
ing identity of discrete distributions and quantum states is the square root (for constant €) of the
complexity of the corresponding learning problems in the same setting. This rule does not apply
for quantum channels since we know from (Surawy-Stepney et al., 2022; Oufkir, 2023) that the
complexity of learning quantum channels in the diamond distance with non-adaptive incoherent
strategies is ©(d3 d3,,/€?).
Sketch of the proof. Under the null hypothesis A/ = D. Under the alternate hypothesis, we
construct randomly the quantum channel ' ~ P of the form: N'(p) = D(p) + m (ul pluyU

where |u) is a standard Gaussian vector and U has Gaussian entries: for all i < j € [dout], Uj; =
Uij ~ 1{i # j}N.(0,16/doy) conditioned on the event G = {||U|}1 > dout, ||U]|s0 < 32}. Note
that the usual construction applied on the Choi state gives a sub-optimal lower bound in the trace
or diamond distances. Using a concentration inequality of Lipschitz functions of Gaussian random
variables (Wainwright, 2019), we show that with a high probability A is e-far from D in the trace
and diamond distances. Then we use LeCam’s method to lower bound the T'V distance between the

distribution of the observations under the two hypotheses: TV (]P,ID““’IN HE/\/NPIPJI\}"“’IN ) > %

where I1,..., Iy are the observations the algorithm obtains after the measurements and N is a
sufficient number of measurements for the correctness of the algorithm. We can suppose w.l.o.g.
that the input states are pure p; = |¢;) (1| and the measurement devices are given by POVMs of
the form M, = {AL |¢! }(¢L |}. Also, we can write

‘wt> =A®I ‘\I/din> ’

d
i) =B, ®I|¥, ) where [¥;)= Z

12
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Then we condition on the event £ that w satisfies ||u|2 > d% and

T t,t 4
vie[N]: PL=3" ML (ul ATBE BYT Ay |u)

< (7Tlog(N))*d? d® )

— in“out*

it,Jt

Note that P! is a polynomial of degree 8 in the entries of u. We can prove that the event £ occurs
with a probability at least 9/10 using a concentration inequality deduced from the Hypercontractiv-
ity of Gaussian polynomials (Aubrun and Szarek, 2017, Corollary 5.49) and a union bound. Observe
that the union bound here adds only a factor of log(/V)* because for a non-adaptive strategy, there
are at most NV couples of inputs/measurements. To carry out the analysis, we need to bound the
moments of the random variables:

Te(B Ay |u) (u] A]BLU)
lul3Te( By A AL BY)

ZU,V) = 2B, [0 0| where @l

Since Z; is a polynomial of degree 2 (in the entries of U and V') of expectation 0, the Hypercontrac-
tivity (Aubrun and Szarek, 2017, Proposition 5.48) implies for all k € {1,..., N} : E (|Z;|F) <

EFE (Zf)k/ 2, Hence, it is sufficient to upper bound the second moment which can be done using

the inequalities (2): |E (Zf) <0 <M). By a contradiction argument and grouping all these

di a3
1n2 out d2 d(l)f)t d2 d15t
elements, we can prove that N log(N)* > Q (T) and finally N > (W) . The

detailed proof can be found in App. D.1.

This proof relies crucially on the non-adaptiveness of the strategy. A natural question arises then,
can adaptive strategies outperform their non-adaptive counterpart? We do not settle completely this
question in this article. Yet, we propose a lower bound for adaptive strategies showing that, if a
separation exists, the advantage would be at most O(v/dout ).

Theorem 7 Let ¢ < 1/32 and doy > 10. Any incoherent ancilla-assisted adaptive algorithm
di2nd0‘Jt +dc1)u5t )
Zinout Tout

for testing identity to the depolarizing channel requires, in the worst case, N = €} ( .

measurements.

The proof of this theorem uses the same construction as the one for the non-adaptive lower
bound. The main difference is the use of the KL divergence to compare the observations
(I1,...,In) under the two hypotheses instead of the TV distance. On the one hand, the data
processing implies that KL (IPID““’INHIENNPIPJI\}’“"IN) > %log(2). On the other hand, us-
ing Jensen’s inequality and inequalities of the log function we upper bound the KL divergence:
KL (IP%""’IN H E /\/NPIPJI\I/ ,..-,IN) < %. These two inequalities implies d? doys part of the lower

bound. The d.;5 part of the lower bound follows easily from the hardness of quantum state certifi-

cation (Chen et al., 2022d). The detailed proof can be found in App. D.2.

5. Conclusion and open problems

We have generalized the problem of testing identity to quantum channels. We have in particular
identified the optimal complexity ©(d/e?) for testing identity to a unitary channel in the adaptive

13
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setting. Moreover, we have shown that the complexity for testing identity to the depolarizing chan-
nel in the non-adaptive setting is é(d?ndéft /€2). These results open up several interesting questions:
can the gap between non-adaptive and adaptive strategies for certification of the depolarizing chan-
nel be closed? How to achieve the instance optimality (as in (Valiant and Valiant, 2016; Chen et al.,
2022f))? This would allow to adapt the complexity to the tested process Ny. Another interesting
issue deals with the fact that 4-designs can replace Haar distributed unitaries in Alg. 2. But can the
same complexity be achieved for 3 (and lower) designs? Finally, it would be interesting to consider
general strategies allowing entanglement between the uses of the channel, as was done for states in

(O’Donnell and Wright, 2015).
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Appendix A. Deferred proofs of the analysis of testing identity to identity Alg. 1
Lemma 8 Let |¢) be a random Haar vector of dimension d. We have

1+ dF(JIv, |¥)(¥|)
14+d '

Eg [FNV (1) (1), [9)(o])] =

Proof Using Lem. 31 and Lem. 33, we have

Ey [PV (16)(9]); 16)(9)))] ZEU (o] U 40 (0) (0] Ut AL |0)

(Tr(ARAL) + Tr(4;) Tr(AD))
- Z d(d+1)

_ d+ S Te(AR? 1+ dF (I, [9)(¥))
N d(d+1) B 1+d

where we use Lem. 9.

Lemma9 Let N be a quantum channel of Kraus operators { A }x. Let S = >, |Tr(Ag)|?. We
can relate the average fidelity and S as follows:

F (T, [9)(¥]) = 5.
Proof We have:
1 s ,
F(T, [0)N(%]) = 25 > Gilid @ N (k) (Ul) 1) = Z il 1K) (U1 19) LN () () 15)
1,5,k gkl
S
dQZ GIN D) GD1) = 5 3 (01 Ae i) G AL L) = dQZmAk ==
i,k
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Lemma 10 We have for all quantum channels N :
dry (N,id)? <1 do(N,id)*
4d - 16d

Proof The following inequality permits to prove the second inequality (Watrous, 2018, Theorem
3.56, rephrased)

F(In, [0)(¥]) <1 -

do (N, id)”
5 :
It remains to prove the first inequality. For this, let ¢ = dry(N,id) = max|ycga [N (|)(B]) —

|@) (@] |]1. Let |¢) be a unit vector satisfying the previous maximization, we show that using
Fuchs—van de Graaf inequality (Fuchs and Van De Graaf, 1999):

df[‘r(/\/, id) >

2

(61 M (19)(61) 8) = FV(18)(9]) 16)(0]) < 1~ FIN(8)l) ~ el I3 <1 =

On the other hand, we use the Kraus decomposition to describe the quantum channel N (p) =
> Ak ,oAL. We can write the previous fidelity in terms of the Kraus operators:

(DN (D) (D)) [0) =Y (0] Ak |9) (0] AL |¢) = Z\ (6] Ay, |9) |2

k
Hence:
2 e?
D 1ol Axle) P <1 - 3)
k
Let |¢1) = |¢) and we can complete it to have an ortho-normal basis {|¢;)}% ;. Moreover, we

have F( 7y, |¥)(¥]) = ﬁ >k | Tr(Ag)|? (Lem. 9). By applying the Cauchy-Schwarz inequality

and using the inequality (3):
<> dl (¢l Ag |¢i) 2

d
ST ITH(AD 2 = 30 (3 (60l A l6)
k k li=1 ki

d
=d> " [(6n] Ag o) P+ d >3 (6] Ag i) 2
k

=2 k
<d(1—¢e?/4)+d(d—1) = d(d — */4)

2

because for all 7 > 2:

S il Arloa) 2 <D (0il AL Ak ) = (@il D AfAg ) = 1.
k k k

Finally, F(Jx, |9) (¥]) = 4 3, [T(AQP < 1 - 2. .
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Appendix B. Lower bound for testing identity to identity

In this section, we establish a general lower bound for any algorithm (possibly adaptive) for testing
identity to identity using ancilla-assisted strategies.

Theorem 11 Any incoherent adaptive ancilla-assisted strategy requires a number of steps satisfy-

ing:
d
)

to distinguish between N' = id and d,(N,id) > € (or dr(N,id) > €) with a probability at least
2/3.

This theorem shows that Alg 1 has an optimal complexity.

Proof Under the null hypothesis Hy, the quantum channel AV = id. Under the alternate hypothesis
Hjy, we can choose N so that d,(N,id) > d1(N,id) > e. A difficult to test channel is a channel
sending almost every vector of a basis to itself. With this intuition, we choose V' € Haar(d), and

construct the channel Ny (p) = %p + %UVpU‘T, where Uy satisfies:

VI—2V|0) + eV [1) ifl=0
UyVI) =< VI—e2V 1) —eV]0) ifl=1
Vi) otherwise.

Taking a mixture of the identity channel and the unitary channel Uy - U‘T, in the definition of Ay is
crucial in this proof and is inspired by the quantum skew divergence (Audenaert, 2014). We need to
show first that such a channel is e-far from the identity channel. Indeed, let |¢) = V' |0), we have:

Aoy id) 2 dr Ny id) > [ N (1) () — () oD,
= 3101+ Jov Iovetol - oo

1

V1001V =TV oyl Vit ||
0)0] = (Vi=e2jo) +<[1)) (VI—e2 (o +e 1) |
£210)(0] — V1= £2(10) {1] + 1) {0]) — 2 1)1]|| =e.

NI~ N =N~

Hence a 1/3-correct algorithm should distinguish between the identity channel and Ny with at least
a probability 2/3 of success. This algorithm can only choose an input p; which we can suppose (by
the convexity of the KL divergence) of rank 1, that is p; = |¢;)(¢¢| at each step ¢ and perform a
measurement using the POVM M, = {A! |¢!)(¢!|}iez, on the output quantum state id ® N (py).
Note that the identity channel id acts on the ancilla space. These choices can depend on the previous
observations, that is, the algorithm can be adaptive. Let I<y = (I,...,In) be the observations
of this algorithm where N is a sufficient number of steps to decide correctly with a probability at
least 2/3. We can compare the distributions of the observations under the two hypotheses using the
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Kullback-Leibler divergence. Let P (resp. Q) be the distribution of (11, ..., Iy) under Hy (resp.
Hy). The distribution of (I, ..., Ix) under Hy is:

N
_ {Hm a\pt\ass»} {HA o) } |
t=1 U15e0iN 11,..,IN

On the other hand, the distribution of (11, ..., Iy) under H; conditioned on V is:

o —{HA i o Ay ()|, >}

Moreover, we can write each rank one input state and measurement vector as follows:

UlyesN

) = Ay @T|w) and |¢f,) = Bf, @ Iw)
where |w) = Zgzl |ii) and the matrices Ay € C%n<*? and Bf, € Cr*? verify:
Tr(AA]) =1 and Te(B! B =1.

Note that we have for all , for all X € Cnc*danc we have 3, AL BT X B!, = Tr(X)L Indeed,
the condition of the POVM M, implies:

Xol=XalY X [of) e \_ZAtXBt®H|w)(w|B”®]I
2
hence by taking the partial trace on the first system we obtain

(X)T="Y" N, (I BEIXBL [i) i) (5]

Zt7 7.]

Finally
Zx* B X B! = Tr(X)L

By taking X = T and the partial trace on the second system we obtain

Z N BB =dly,,.

Recall that for an adaptive strategy, for all ¢ € [N], p; and M; = {A! |¢! )(¢! |}i, depend on
(41,...,4¢—1). So, the KL divergence between P and @)y can be expressed as follows:

KL(P|Qv) = Buep(~ log) (vaz )

(¢}, |1d @ Nv (pe) |¢F,)
= E; —1 !
Z <N Og ( <¢74t‘ Pt ’¢lt>

N .
(¢! |id @ Ny (py) [@t,)
_ Eic(—1 t t
Z _t( Og) ( <¢§t‘ Py ‘¢§t>
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where we use the notation for ¢ € [N],  Ei<t(X(i1,...,0)) =
id@Ny (pt) |#!

(e,
depends only on (i1, ..., 1i).
Let £ be the event that the algorithm accepts Hy, we apply the Data-Processing inequality on the
KL divergence (see Prop. F.3):

t

t
D it [Thes Zk (g ‘pk|q§ ) X(i1,...,i) and the fact that the term <¢

KL(P[|Qv) = KL(P (€) [|Qv (£))

>KL<3H3> %1 ()—élog@):%]og@)

where KL(p||q) = KL(Bern(p)|| Bern(q)). Hence

IE)VNHauar( KL(PHQV) 1Og( )

Let Myy =1—Uy and Sy =1— %MV. We can write the logarithmic term in the expression of
KL(P||Qv) as follows:

(¢, id © Ny (pe) |9, >>
—1lo
( g)< (ot | pe |0L,)
= (—log) (¢8| (3or + @@ Uy)p(T@ UY)) |,
<¢€t‘ Pt ‘¢1t>

R((g1,| (Lo My)pe|9f,) | 1(e}| (I ® My)p(l@ M) |¢!)
— _1 _ t t - t t
o 1 B e e
—(tog) [1- 1 (¢! | (T My)p(I® St ) 1 (¢! |1® Sv)p(I® M) L)
For ¢t € [N] and i<y = (i1,...,1¢), define the event G(t,i<y) =

{< Eloe|el) < Z%Tr(AIBftBZTAt)}. We can distinguish whether the event G is satisfied
or not:

al Llid® N !
Ey ~Haar(a) KL(P[|Qv) = Z]EVNHaar(d)Eigt(l{g(taigt)} + 1{G“(t,i<t)})(— log) <<¢“‘1< fj ptv‘;it; ‘¢Zt>> :
t=1 4 43

Let us first analyze the setting when the event G holds. Fix ¢ € [N], observe that we have the
inequality:

ooy [ (0011 @ Ny (o) [7,) ({8 Gt 3T U UY)) |4,)
‘ lg)( AT A AN,
=(—1og><1 (o] GUE Und s 0)) [61)

§+ <¢Zt‘pt‘¢lt>

) <log(2) < 1.
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Then we can control the expectation under the event G as follows:

d @ Ny (
EVNHaar(d)EiStl{g(t,igt)}(—]og) << Zt|1 & Ny pt ‘¢ >>

AR
< By Haar(a) Bi<t—1 Z N, (84, ] pe|9%,) L{G(t i<e)}

< EVNHaar z<t 1 Z A ( Tr ATBt Bt TA )) 1{g(t,i§t)}

S]EVNHaLar z<t 1Z>\ < ATBt ft’TAt))

62

62
= By naar(a)Ei<t—1 <d2 Tr(ATdAt)> = By ~Haar(d) Bi<t—1 <d> = (4)

where we use the fact that under the event G we have (¢! | p; |¢f ) < szTr(AIBft Bft’T Ap),
Tr(ATAt) = 1and 3, N, B}, BtT = dI which is an implication of the fact that M; =

{)‘t ‘¢t><¢t‘}zezt is a POVM.
On the other hand under G(t, i<;), we will use instead the inequality

(—log)(z) < (1 —x)+ (z — 1) validforall z ¢ [%, +oo>.

(ot
&

N (9t,|Gasvv)pasu)
(o

%) _ %) <

1
> =2
it

We apply this inequality for z =

, the

D=

it>

first term of the upper bound is:

(¢4 [id @ Ny (po) |81,
(ot peet,)
1(g!,| (Te My)p(T@ S) [¢t)  1(gL,| (1@ Sv)p(l® M) |¢!)

(1—-z)=1-

e CAAEN T CAAES
R (0| (T My) o) (] 1@ ST) [#,)
(&%, e |@t,)
R (w] (BET Ay @ My) [w) (w] (A] B!, @ S§,) |w)
(w] (BT Ay ® 1) [w) (w] (A B, ® 1) [w)
RTe(BLT A M ) Tr(A] B! Sy)
T T(BYA)TH(A]B)

)
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and by using first the inequality (z + y)? < 2(22 + y?) and then the Cauchy Schwarz inequality
applied for the vectors /p; ’¢§t> and \/py. M‘T/ ’¢§t> we can upper bound the second term as follows:

e ((@lideAve]el)
( ”‘( ARy 1)

(9%((%\ (I® My)pi[81,))  1(gL| (1@ My)p(le M) \¢>€t>>2

(@1,] pe |95, 2 (@1,] pe |95,
<o (1 o My o) 1\ (140l 0e My)p(e M) [e!) )
- AT 2 AT
(e My M) [6h) | (146] A0 My)p(Le M) |¢h) )
< +2(=
CALALY 2 CALAY
B AN TABL M) 1 (Te(BY A TH(AL B 31y ) | ©
Te(B A Tr(A]B) 2\ m(BA)TH(A]BY)

Let us compute the expectation of (5). Let M, S such that My = VMV and Sy = VSVT.
Concretely

1—Vi—e? e 0 14 e b 0
and S = 2 2
O Od_Q O ]Id72

Note that Tr(M) = 2(1 — V1 —¢€2), Tr(S) =d — 1 + 1 — €2, Tr(M ST) = Tr(M'S) = 0 and
MMY" = M+ M= MTM. Let e’ = (1 — /1 —¢2) = ©(c?), we have by Weingarten calculus
(Lem. 31):

EVNHaar(d) (

RTr(BLA M )ﬂ(AIBftsw) ‘
Tr(B. A Tr(Al BY)
1

= REy o 2| BT AV MV |2) (y| Al Bt VSVT
(B A AIBL) V ~Haar(d) (mzy:( | B;;' A |z) (y| A B;, ly)

1 t,t
= RS We(aB)Tra(M T, 8)Trgas (12) (yl Al BL, ly) (x| B Ay)
Tr(Bf;TAt)TI'(AIBZtt) a,Be6, z,Y t

d(d? — 1)Te(B; T A)Tr(A] BY)
2¢/(d — &')(d|Tr(A] B! )|> — Tr(Al B!, BT Ay))

a d(d? — 1)Tr(BLT AT (Al BY)

9¢2 2e2Tr(A] B!, B)TAy)

T d (2 - 1)T(BTA)Tr(AlBY)

22

g <Tr(MSw(dTr(AIBng;*At) — | Te(A] B! )[?) + Te(M)Te(S)(d| Te(A] BY)|? — Tr(A]BY, B} Ay))
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Recall the notation Bi<t(X (i1,...,it)) = >, [Ty A < ‘pk ‘(ﬁ Y X (i1, ..., 0). If we
take the expectation IE;<; under the event G(¢,i<;), we obtaln

R (ot | (1@ My)p (I S, |t
EVNHaar(d)Eigtl{gc(t,’it)} ( <¢ t‘ ( <¢t ‘Vp)tp((;t > V) ‘gb t>>

E R (¢, | M@ My)p (1@ 51) | ),)
V~Haar(d) <¢§ ‘ o ‘QZ)? >

< E;j<;1{G°(t,i:)}

2¢? 2e2Tr(A]BL BT A
< B 1{G°(ti0)} | = + <httﬂ
d (@ - 1)Tr(BS A Te(A] BY)

- E %2 . 2c2Tr(A] B, BT Ay)
ST (@ - ym(Bh A (A BY)

2e2Tr( A B!, BYT Ay)
(2 = 1) (¢}, o1 |01,)

7+El<t 12)‘ t‘Pt‘¢§t>X

2 2
- % + B, 1d2 ZM Tr(Af B!, B! A,)
2¢2 2¢2 be
=4 " Eigt—lﬁﬂ(AIdAt) <= )

where we use Y, A Bj, BtT = dT and Tr(A,A]) = 1. We move to the expectation ;< of the
first term of (6), it is non negatlve so we can safely remove the condition 1{G“(t, ;) }:

2(¢! | (Te My)p(I® M) |9,)
(81| pe[#f,)

2(¢f,| L@ My)p (1o M) |¢},)
Ay

= EvEici—1 Y 2, (¢}, | (L& My)p(T® M{) |¢h,)

it
= Bic; 1 By 2Tr((1© My)p (1@ M)
= Bicy 1y 2Tx | (}1 ® (My + M‘T/)) o]
8¢’ Re2

= - <=
=Ei<i1 7 7 (®)

EvE;<.1{G(t,i)}

< EylEi<

because By My, = 20=V1=¢?) Vl Gl %H.
Concerning the expectatlon of the second term of (6), we apply again the Weingarten calculus
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(Lem. 31) after denoting C' = AJ Bl :

Byt (Tr(Bf;TAtJ\fJ ) Tr(4] B,ZMV>>2 _ 1 Byotaan( Te(B; A >22Tr<AI B, My)*
(¢, | pt|¢%,) 2 (8t | pe|oL)

1 Z By taar(@) Tr([t) (x| CTVM TV |2) (2] CVMVT |2) (y| CTVM TV [y) (t| CVMVT)

e (@] pe| @)’

1
= > S Wa(aB)Trp(M T MM M Ty (8) (2] C1. [2) (2] C. =) (] CT. ) (2] ©)
2 <¢7zt‘ pt ’¢1t> $7y)z7t a:ﬁ€64

We can remark that for all & € &, there is € &, such that :

Y Tral|t) (] CT, |2) (=] O, |2) (| CT, ly) (] )| = | Trs(CT, C,CT, )

I’y7z7t

< max{Tr(CCT), |Tr(C)[*}?

where the last inequality is only non trivial for 8 = (ijk). For instance if 3 = (123) we have by the
Cauchy Schwarz inequality:

Trg(CY,C,CT,C) = Tr(CTCCHTr(C) < \/ Tr(CCtCCH)Te(CO|Tr(C))|
< Tr(CChH32Tr(0))
< max{Tr(CCT), | Tr(C)[*}¥* max{Tr(CCT), |Tx(C) |*}'/2
= max{Tr(CC"), |Tr(C)|?}2.
Moreover, it is clear that when 3 is not a 4-cycle, we have |Trg(M, M ", M, M )| < O(e*) since it
can be written as a product of at least two elements each of them is O(?). In the case 3 is a 4 cycle
we have Te(MM TMM ") = Te(MMM " MT) = Tr((M + M T)? ) =2(2 - 2V1 —£2)2 < 84

On the other hand, we know that for all (o, 8) € &3, |Wg(af)| < 2 2 (Collins and Sniady, 2006)
SO

Yo > WeaB)Tra(M T, M, M", M)Traq(Jt) (2] O, [2) (2] C,]2) {y| T, [y) {¢] ©)

z,Y,2,t a, €6,

<0 <d4 max{Tr(CC"), | Tr(C )\2}2> .

Therefore we have:

Te(BL A M) ) Te(A] BY, My) e max{Tr(CCT), | Tr(C)[?}2
IE“VrvHaLar(d) <O 5 .
2 <¢lt‘pt|¢lt> d4<¢£t‘Pt’¢§t>

Recall that C' = AI Bft, now, if we take the expectation IE;<; under the event

2

G110 = { 61| mu|ot,) > St Blan b = {moye > Sneen |
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we obtain:

Te(BLT A MY )Te(A] BY, M
R G i W)

< El<t1{g t l<t }O

e max{Tr(CCT), | Tr(C )|2}2)
d* ¢t }Pt‘@f) >

d*( \ptw d* (¢}, | pe|0l,) (O] o1 ]@f,)
5 Tr(CC’T)2>

S

= Ez<t1{g t 7J<t }O +

& @me>xwﬂ¢m2
. d2Tr(C’CT)
a+ g ¢t ’Pt‘fﬁ > g2

(‘f)
I

2
< Ei 1{G(t,i<)}O ) (under G | Te(0))? > ZQTr(CCT)>

e2Tr(Al B! BV A, ))

4
Bicy )N, (L] pi|61,) O (d“ d2<¢'?|2ptt\:5->
it "

et €23, AL Tr(A]BL BT Ay)
<]Ei§t1(9<d4>+(9< ¢ it . ‘

gt e2Tr(AldAy) de? g2
SE@10<&>+O<ﬁt:E@lo(@>zo(d> ©

where we use Y, A, B, ftT = d I and Tr(AtAT) = 1. By adding up (7), (8) and (9), we obtain:
(¢! |id @ Ny (pe) |¢t))
(05, ] pe| %)
1o My)p(I® S} [64))  1(¢l,| (L@ My)p(I® M) |6f,)? )
(¢4, | pe|9f,) 2 CAA Sy
10 My)p (1@ M) |g1,) <62>
CAVAES

d
Therefore using this upper bound and the upper bound (4) we get an upper bound on the expected
KL divergence:

EigtEVNHaar(d) 1{gc(t7 igt)}(— log) (

R({ Pt
< Ei By caar(@) H{G(t,i<t)} ( (CAl

t
+ EigtEVNHaar(d)l{gc(t, Z.St)} <2< Ztl (

WE

tlid @ M ¢
IE)VNHaLar(d) KL(P”QV) = <¢Zt‘ ! V(pt) ‘QS t>>

Ei<tBy Haar(@) (1{G(t,i<t) } + 1{G (¢, i<s) })(— log) ( AR

o~
Il

1
g2 g2 Ne?
— —|=0(—.
1O<d>+0(d> < d>
Finally since Ey < paar(a) KL(P||Qv) > log(2) we conclude:

v-a(z)
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Appendix C. Deferred proofs of the analysis of testing identity to the depolarizing
channel Alg. 2

C.1. Proof of Lem. 3

Lemma 12 Let N and N> be two quantum channels and di, (resp. dout) be the dimension of their
input (resp. output) states. We have:

do(NlaNZ) < din V doutHJJ\G - j./\/2||2-

Proof Denote by M = N7 — Ny and J = Jum = Jn, — JIn,- Let |¢) be a maximizing unit
vector of the diamond norm, i.e., ||id @ M(|¢)(¢|)||1 = do(N1,N2). We can write |¢) = AR |¥)
where |U) = ﬁ Zfi:r‘l i) ® |i) is the maximally entangled state. |$) has norm 1 so Tr(AfA) =
din (U] ATA @ T|U) = diy(¢|¢) = din. We can write the diamond distance as follows:

ds (N1, N2) = [lid @ M(|¢) (@)1 = [lid @ M(A@T|W)(T| AT @T)|,

= [[(A@Did @ M(IT)(T))(AT @ D1 = [(A@ DIm(AT @ D)1

Jm is Hermitian so can be written as : Ty = Y, A; [¢4)(¢;|. Using the triangle inequality and the
Cauchy Schwarz inequality, we obtain:

(A DIu(AT @ D) =

(A®I) Z i ) (0] (AT @ 1)

1

< S NIIA © D il (AT © D1 < \/Z A%\/Z (il (AT A D) )’

<171 \/Z (il (ATAATA © 1) ) = T2/ Tr(ATAAT A )

= | Tll2 /ot TH(ATAATA) < [Tt llo/don (Tr (ATA))2 = diy /Ao | Taa 2

C.2. Proof of Lem. 2
Lemma 13 Let 7 = id @ N(|¥)(¥|) be the Choi state corresponding to the channel N

din 2 2 2
2) ) (Tr (VD) - o) + a2, 2) o HJ— :

I
I = Tdows 2

I

dout

2 din(din + 1) - din +1 dindout

B (HN(\¢><¢\> -

2
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Proof We write

I

out

2 dout

E<WM@@%— )—E@wwwwwn—

then if we use the Kraus decomposition of the quantum channel NV (p) = >, AkpAL, we can
compute the following expectation using Weingarten calculus (Lem. 31 and Lem. 33):

2
B (Tr(WV(|6){s)?) =B (Tr <Z Ar |6)(0] AL) ) = 3B (Tr(Ax o)l ALA o)l A]))
k k,l

1
T dm(dn 1) > Tr(ALAATAY) + Y TY(AkADQ)
1 \Yin k,l Tl

2
1
=— | T EAAT E Tr(A, A2
din(din + 1) r(k ) k> ' e l)>

k.l

= din(dilﬁl) Tr(N(M?) + > Tr(AkAj)2)

k.l

9 d: 2 d2
Observe that Tr(N (I)*) = Tr (N (I) — don, H) + Zous

2
(T (zjmf ) o ST GIN) (D)

1n ij

= ST (AR Gl ALA) A = 5 S Tl A) P

mi]kl in gy

hence:

E (Tr(V (I9)(¢])? ( (Z/M(b ¢|AT )
di

. 1 in dlzn 2 2
= (@t D) (Tf (v~ d> F o T >)
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Finally,

I 2

dout

1

dout
1 din \?  d? 1
= |Tr I) - —1I —in 4 2 (g2 | -
din(din + 1) ( (N( ) dout ) + dout * " r(j )> dout

1 (m(wm-mg : + & Tr(g?) — in
N din(din + 1) dout in dout

E (HN<|¢><¢\> -

) — E (T () (6))) —

2

1 N(T) Gin | 2+d2 J L
= r — : — .
din(din + 1) dout " dindout 2
|
C.3. Proof of Thm 4
2
Theorem 14 Let |¢) be a Haar distributed vector in S%. Let X = HN(|¢><¢|) - dilut ) We have:

Var(X) = O (]E (X)2> .

Proof Recall that X — HN (|6)(8]) — -

2
7 . We can observe that:
out 2

Var(X) = Var (e (V(16) ) ~ - ) = Var (T V().

dout

We use the Kraus notation N (p) = >, Ay ,oAL and d = dj,. By the Weingarten calculus (Lem. 31
and Lem. 33), we can compute the expectation:

2
E <<Tr (N(|¢>><¢\))2)2) =E ((TrZAk [6)(¢] AL AL16) (9] A?) )
k,l

= 3 B (TeA] 15) (il Ax l6) (6] ALA16) (6] AT i) (5] Aw 10)(] A Ar 6)(@])

ij kKU
1
= Tro (A} 5) (i] Ay, ALAL AT i) () A, AL Ap
Z Z/d(d+1)(d+2)(d+3)z I'( l|j><Z’ ky AL, l’z><]| k' 41, l)
©,J kK"l acSy
1
= Tra (A} 17) (6] Ar, AL AL A] 18) (] Av, AL Av)
d(d+1)(d + 2)(d + 3) agu,j,;,w ! R k
1
= F
d(d+ 1)(d+2)(d + 3) a§4 (@)
where  for « € G4 we adopt the notation  F(«a) =

S iwa s TralAY 17) (6] A, AL AL AL LG) (] Aw, AL Ar)  where  Trg(My,...,M,) =
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II;Tr(I;ec; M;) for a = TI;C; and C; are cycles. It is thus necessary to control each of
these 24 terms in order to upper bound the variance. Furthermore, we need to be careful so that our
upper bounds on { F(a)},cs, depend on the actual parameters of the testing problem. Recall that
the expected value of X can be expressed as follows:

2

2) .

M2 = HN(]I) . j—HHQ and 7 = dig
We state a useful Lemma relating 7, M and the Kraus operators { A}«

I
din dout

1 din 2 2
E (X) = m (Tr <N(H) — dout ]I) + din

Let us define M = N — D, m = ||[M(I,

in

R
j dindout 2

Lemma 15 Let ) = diy||J — 1/(dindout)||2 and M = N — D, we have:
P = Y I Tr(ALAD P —
s =i M) (D)3

Proof Recall that we use the Kraus representation of the channel N'(p) = >, Ay pAL. We can
2
express 7°:

2

2
1n . din
7 =g - | = i) - P (S Gle i ulag) -
out |[2 out igk out
I N t vz din
= D Tr(Awli) Gl ALA) (1 A]) — 7 = ST ITr(ALA) P — 7
gkl o kL on

We move to the second point, we have J — I/(dindout) = Inv — Ip = Im = id @ M(|¥)(¥]) so

2
= diy Tr(id © M(|P)(¥]))* = Tr(id ® M(dim |¥)(¥]))* = Tx (Z ) {yl @ M(|z) <y\)>
—ZTI M(ly) (z])) ZIIM ) (yl)II3-

On the other hand, when dealing with some F(a)’s, we will need to have some properties of the
matrix ), Ap ® Aj.

Lemma 16 Let M =Y, Ap®Ag. Let {\;}; be the set of the eigenvalues of MM (in a decreasing
order) corresponding to the eigenstates {|¢;) }i. We have:
Mo 2

Z )\ - dout
A2 dout Dois1 A S %,

d2 2,2
2= (@ D)P) < 2 + 20,
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o (¥ MM W) =

out

Proof Wehave Y, \i = Tr(MTM) =Y, Tr(ALA)Tr(A] 4;) = >k ITr(A6 A2 = =
by Lem. 15. Recall the definition of the unnormalized maximally entangled state /diy, \\Il> =
>, |i) ® i), we can compute its image by the matrix M TM:

MIM (Vi |9)) = 3" AL A iy @ AL Ay = Y (a ALA |8 (] AL A i) |oy)

i,k,l z,y,i,k,l
= > (@l ALA ) GLA] Ag L) |oy) = D (@l AN (D) AR ly) Joy)
I,y,i,k,l xvyvk

therefore

TNV
din - dindout B dout

1
(W MIM W) = = (i| AN (D) Ag |i) =
Mk

where we used the Cauchy Schwarz inequality. This implies that the largest eigenvalue verifies
A > d‘“ thus >, 1 A +n?2 =\ <0t

We move to prove the third point. Recall the notation M(p) = (N — D)(p) = 3, AxpAL —
Tr(p) %. We have on the one hand:

dout

MIM(Vdin [0)) = Y~ (] AIN (D Ak [y) |ay) = ZTr y) (1)) |zy)
z,y,k
=" T W (DM(y) (2]) [ay) +ZT1‘ y) (z))) lzy)
T,y
= Tre(MDM(]y) <a:\)>|acy>+zdout V(DI |zz)
T,y

= 3" Te(M@MM(Jy) () ley) + w;mf

On the other hand, using the spectral decomposition of MM, we can write:

> Te(MIDM(ly) () [ey) +
Y

\Emf MM (\/diy | ) = Z&-@«ml@) |5 -

Therefore

din
i Y rZTr M) (@) |zg) — 3 Nl W) [63)

i>1

A (1Y) 1) —
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Taking the 2-norm squared on both sides, then applying the triangle inequality, the fact (z + y)? <

2(x? + y?) and the Cauchy-Schwarz inequality we obtain:

2 2 d12n din 2
ML)+ % = 227 A1 {41 [9)]
out out
2
:HWZTr M(Jy) (=) [ey) = Nilel ) |¢s)
i>1 2
2
< ‘rZTr M(ly) () lzy) D (i) [¢s)
i 9 i>1 2
2 2
<2 FZT‘r M(Jy) ) ley) | +2{ D Xileil®) |63)
9 1>1 2
<7Zm M(Jy) @) +2) N
i>1
2 5 9
men
<o ZIIM MZIM(|y) xl)!§+2<zki> < ——+2".
1n z,y l>1 mn
Observe that the LHS can be lower bounded as follows:

2 d; din & a2
A1) 2 + — 22 2= (N — )12 4 )2
o)+ g~ 2 Al = (3= ) [ + g — (o)

d12n 2
> (1= [0,
out
Finally, we deduce from the two previous inequalities:
d2 2m?n?
2 (1 (o W)P) < =25 2,
out in

We move to the fourth point. We have:

MM (/i |9) =3 AeA] i) @ A Al i) = Y (x| ApA] i) (y] ARA] Ji) |2y)

i,k,l z,y,i,k,l
= > (x| Al i) (] AAL [y) [ey) =D (2| N (D) [y) [oy)
,Y,8,k,l x,y

—Z 7| M) y) [2y) + 2 din [9).

Hence:

(| MM |P) = —
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The first and fourth points will be used in the proof of Lemma 21. The first three points imply that
the matrix Mt (when normalized) is close to the maximally entangled state in the 1-norm.

Lemma 17 Let M =Y, A ® Ay and |V) = \/% Z?;‘l i) @ |i). We have:
+ din 2
MM - < 5.

d 1

(W) (]

out

Proof Let |¢1) the eigenvector of MM corresponding to the largest eigenvalue. Using the
Fuchs—van de Graaf inequality (Fuchs and Van De Graaf, 1999) and Lem. 16:

d 2m2n?2 d
out m=n +2n4 S 4 ().utn2

) (@r] = [} (W] [[1 < 2¢/1 = [(¢n]¥)[* <2 A o

where we use the Cauchy Schwarz inequality and Lem. 15:
m?® = Te(M(D)?) = Y Te(M(ID)(E)M(15) ()
i.J
< DT M) = din Y Te(M(Ji)(i)?) < din
i, i

By the triangle inequality and Lem. 16 we deduce:

d:
MM — 2

out

d;
do

(W) (]

din
< [artar = 2 oo
1 dout

X + Zt | 11) (1] — W) (V| I

din
<)\ - + E )\i+47’]2:5772.
out 51

This Lemma will be used in the proofs of Lemmas 18, 20, 19 and 22. We move now to upper bound
different values of the function F'.

Lemma 18 We can upper bound F((142)) and F((243)) as follows:

din/dout + 772 + 772 4

F((142)) = F((243)) < + 5

dout dout
Proof Recall the notation M(p) = (N —D)(p) = >, AkpAL - Tr(p)ﬁ. We will first write
F((142)) as a sum of an ideal term reflecting the null hypothesis (N = D) and an error term
reflecting the difference between N and D. The ideal term is computed exactly and depends on
dimensions di, and doy. The error term can also be splited to a simple error depending on 7
and doy and a more involved term that depends on the Kraus operators { Ay} and the difference
of channels M. To control this latter error, we first write it in a closed form in terms of M,
M=>,4® AL and the flip operator IF. Then we can use the spectral decomposition of the
matrix MTM — % | W) (¥| in order to decompose this error term into a combination of negligible
elements. The final step requires to control the #; norm of the coefficients of this combination which
is done using Lemma 17.
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We have:

F((142)) = ) Tr(ApA] ApAf A AL A A]) = ZTr N (AT AN (ALA}))
kLK

= Z Tr(M (A Ap)N (AL A)) + Tr(D(A} Ak)N(ALAl))
= Z Tr(M (A Ap) M(AT A)) + Te(D(A] A )N (AL A})) + Tr(M(A] A,)D(ALA)))

T T
THALAR) 1 ) 4 TEAAD

out out

_ZTr M(Af A M(ALAY) + Te(M(A] Ar))

Tr(A] Ag)
dout

772 + din/dout
dout .

—ZTr M(ATA)M(ALA)) + Tr(A A))

—ZTr M(A] A ) M(ALA)) +

It remains to control the sum » ;. ; Tr (/\/l(AUlk)./\/l(AT A)) . LetTo: X ®Y = X ®Y " be the

partial transpose operatorand M = >, A;® A. Let F = Zl =11 ®17))((j]®(i]) be the flip op-
erator, we have Tr(A® BI) = 37, . ) A; j B Tr([i) (@ k) ([ F) = 32, ; x; AijBraTr(ld) (| ®
k) (jl) = >_; ; AijBji = Tr(AB) which is known as the replica trick. We have using the replica
trick:

ZTr M(ATAYM(ALA)) = Tr(M(A] A1) @ M(ALA)F)
k,l

o stos (S tao ia) o)

(/\/l ® Mo Ty (Z AlAp ® AfAk) 1@)

kil

T‘r(M@MoTQ MTM)]F)
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Let [¢) be a unit vector, we can write [¢) = 3, duy|7) ® |y) then we can express:

| Tr (M@ Mo To(|p)()F) | = | Y duydeiTr (M@ Mo To|z) (2| @ [y) (t])F)

I?y7’z7t

= | Y GuybeaTr (M@ M(J2) (] ® |t) (4 )

x?yIZ?t

= D buybeaTr (M) (z]) @ M(|t) (y)F)

x’y?’z?t

= D buybeiTr (M) () M(|t) <y|))‘

x?sz?t

IN

D 1bugydal? Y ITe (M(J2) () M(It) (y)) |2

x7y7z7t $7y7z’t

> M) (=DIBIM) (I =77

x,Y,2,t

where we use the Cauchy Schwarz inequality and Lem. 15. On the other hand, we can compute:

Tr(M @ M o To(|®)(¥|)IF) ZTr M @& M o To|ii) (jj])F)
4.
_ 7
= ZTr M7 D) =~

Then, we can decompose the Hermitian matrix MM — % | W) (| = >, pi|ts)(1s]. Hence
Lem. 17 implies:

Z Te(M(A] A ) M(ALA)) = Tr (M ® Mo TQ(MTM)IF)

din
=d “Tr (M@ Mo To([0)()F +ZuzTr (M & Mo Ts([4:) (i )F)
ou
. 772
< I = +T'MTM—dmt|\If>< P o
Finally,
d; 2 d;
A‘}—n Yin +/’7 2
F((142) = Y7 Tr(M(A] A M(ALA) + 2 — < ot : +d”t+5n4.
k,l ou ou ou
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Lemma 19 We can upper bound F(id), F/((132)), F'((314)) and F((24)(13)) as follows:

din/dout + 772 + 772 + 5774‘

F(id) = F((132)) = F((314)) = F((24)(13)) <

dout dout

Proof For the identity permutation, the function F' can be expressed as follows:

Fid) = > Te(ApA} A A))Te(AL, Ap)Tr(A] A))

ke L,k U
= > T(ly) il Al Aw Al Ag |d) (] ALA)Te(AL Ap)
kLK U i
= > D Tr(N (1) ¢l AL Aw)N (1) (31) Tr(4], Av)
KU 1,5
= ST S THA() G AL A M) GIYTRAL A) + 37 ST THV() G AL A YD) (1) Tr(AL Ap)
kU 1,9 KU 4,9
N 1 \
=> ) TV IMMMWWWWAMEE:tNMWMMMM%M
KLU i koa ot
= 37 ST T 15) (1 A} A )M GDYT(AL Ap) + 37 S Tr(A) Ay ) Tr( AL Ap)
KU i wp dout
W g + 1n/dout + 7]2 .
= Z Z Tr(M Ak/)/\/l(h) (7)) Tr(AL Ay) + — (because M is a trace less channel)
K i out
R . . din dou + 772
=Zﬁwmemwmwwgi
i,j ou
where N = 3, Tr(4;, Al)ATAk Let us introduce N = N — dom = >, P |Vz) (V| (this is

possible because N is Hermitian) so that we can write using Lem. 15:

D TR M) il )My () = D2 Tr(MU) ] K) M) ZTr M) (1)
i i out
2
= D ua (M) Gl ) () MUJ) ) + d’zm
2,7,
2
= 2 i) M) (M) 1) + i
2
= 2 (i) M) (kD) il ) ME) (1)) +
ik out
2
<5 3 bl M) DB + 1 al i} M GIB) +
ik out
= Tr|N|n? + ant
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We can see the matrix N = 3, Tr(ALAl)AZrAk as a partial trace of MTM:

Tro(MTM) = Try (Z AJAy® Al A | =" Te(A] A) Al Ay
k.l k,l
T

AJAD AT A, =

Moreover d = Try(|¥)(¥|) so by the data processing inequality (the partial trace is a valid quan-
tum channel) and Lem. 17, we deduce:

~ din din
TrN]:‘Trg(MTM)—d tTrg(\W}( SHMTM—d t|\1:><\m < 5.
ou ou 1
Finally,
. . . . din/dout + 772 din/dout + 772 772 4
= D T (M) G N)M(Ji) {3])) + R < SRRy gt
i7j ou ou ou

Lemma 20 We can upper bound F((24)) and F((1432)) as follows:

d2 2
F((24)) = F((1432)) < 2 i

+ 250,
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Proof Recall that (¥ MTM [¥) = TNVEY — d . m® we yse the fact that Tr(X)Tr(Y) =
Tr( X ®Y):

F((24)) = > Te(ALAA] Ap)Tr(ARAf A Al
Lk U

= Y (AL AAL Ay ® AT ALA] Ap)
kLK U

=Tr [ D AlA@AJAL ] [ D AlA @ Al A,

k,l k,l
To To
=Tr [ Y AlA @ AL A > AlA® AL A
k.l k,l
= Te(MTM)T2(MTM)™2 = Te(MTM)(MTM)
d; d;
=Tr (MTM - y\p><x11|> MM + 2 Te(|U) (W) MTM)
dout dout
t din t din
=Tr (MM — — |U)(U| | ( MM — — |T)(¥|
dout dout
din ( din ) d? m?
+ U| (MM - V) (0] ) [0) + 2 + ——
dout < | dout ’ >< | | > d?)ut dOUt
d; P& 2m?
< <Tr Mty — G |\11><\11\D + o g 2T
dout dout dout
d? 2m?
< By + 25n*
dout dout
where we have used the fact that Tr (AT2 BT2) = Tr(AB) and Lem. 17. [ |

Lemma 21 We can upper bound F'((12)(34)), F'((14)(23)), F'((234)) and F((124)) as follows:

F((12)(34)) = F((14)(23)) = F((234)) = F((124)) < jjﬂ + 2jmtm2 +Pm?.

37



FAwzl FLAMMARION GARIVIER OUFKIR

Proof Using the expression of F'(«) for the permutation « = (12)(34) and the fact that
>k AlAk = I, we have:

F((12)(34)) = Y Tr(ApALA AL Ay AL Ay AT) =" Te(AJN (D A AN (D) Ay)
k,l

kLK I

=" Tr(AIMDAALN (D AL) + din ZTr (A] AL ATN(T) Ay)
Kl dout

=" Te(A] M) A ALM(T) Ar) +

k.l out 41

Tr(A] M) A, AT A) + i ZTr (ALN(I) Ay)

din
=" Tr(A] M@ A ALM (D) Ay) + y ™ Tr(MDN (D)) + y Tr(N(1)?)
kl out out
i i diy o din 2
= Tr(AJ M@ AALM(T)Ay) + 2ot 2d tT r(M(I)%)
k,l out ou
Then, if we focus on the first term,
we can use the replica trick again to obtain:
Tr(AJMDAAIMD A) = > Tr(Ap AL M(I) ® A A]M(DF)

>

k,l

(Z ARAl @ AJAT - M(]I)®2IF> =Tr (Tg (Z ARA] ®AkAlT) -M(I[)®21F>

k,l k,l

— Ty ((MMT)T2 : M(H)®2F>

—Tv (((11— 1w (W ()Mt - y\y><\m)) M(H)®2F> +Tr <(MMT |x1/><\m)T2 ~M(]I)®21F)
((

T2 T2
w1 (|w) (el MMT) -M(H)®2]F> T <(y\p><xp| Mt |\11><\1/y> -M(]I)®2]F) .
We can simplify the latter terms. First we have | ) (\IJ|T2 =TFand F? =Tso
T
i ( (1w 01 pert ) 01) " - M) ) = (] M9 T ()™ - M (n)°2)

= (U| MM |¥) Tr (FEM(D)®?F) = (¥| MM @) Tr (M(D)®?) = (| MM |¥) Tr (M(I))* = 0.
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Next by Lem. 16 we have MM |¥) = \/;7 >y (IN(D) [y) [zy) so

i ((arar? o) M) = o X ANl T (o) a2 - M0
_ dlng: (@ N(D) |y) Tr (|2) (2] @ |2) (y| - M(D)ZT)

g:z (| N(D) |y) Tr (|z) (2] M(T) |2) (y| M(I))

_ dl Z (| N(T) |y) Tr (|z) Tr(M(T)) (y| M(T)) =

Similarly we prove:

Ty ((|w><w )" ‘M@)@?F) — = Y N ) Tr ((22) fonl)™ - MODF)
T,Y,2
— = Y N ) T (1) (ol @ [9) (] - MDF)
T,Y,2
= = 3 N 1y) Tr (=) o] MUD) Iy) 21 M)

meZ

= = 3" N ) (5] M) o) THMD) = 0

Now the matrix (I — |U)(¥[)MMT(I — |¥)(¥|) is Hermitian and positive semi-definite so can
be written as (I — |[U)(U[)MMT(T — [)(¥]) = 3, \i |¢i)(¢i, and for each 4, we can write the
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Schmidt’s decomposition of |¢) = >, ¢z |zy). Therefore

S malMOAALMD A = Tr ( (- 10D 9w M@=
k,l

= Z AiTr (T2 (|¢z><¢l’) : ( ®2IF Z Z Ai®z y¢z ¢Ir (T2 (|xy> <Zt|) ( )®2IF)

i T,Y,2,t

=D > Aituy e Tr (|2) (2| @ [t) (y] - MD)F?F)

= Z th Niay @zt Tr (|2) (2] M(I) @ [t) (y| M(D)F)

= ZZ Ny T (|2) (2] MUD) [#) (y| M(D)

= ZZ Nithoy Bz (2| M) [1) (y| M(T) |2)

<Z§;t”¢w‘ EAMDIF+3] 3, Mloeill | MO )
<Z§;tkl¢wl | (=] M(T) |2) \2+Z§;tﬂ¢zt| | (y| M(T) |) |2

= T (1= @) () MM (T~ [2)(¥)| Tr(M(D)?)
By Lem. 16 we have (V| M MT |¥) = m - and Tr(MMT) = ii‘t + n? so we have:
T (1 [0) (@) MM (I~ |\1f><\11|>\ = Te(l — [ W) ()M M - [0)(¥]) =

Finally

F((12)30)) < - 1o

out dOllt

m? + n2m2.

This concludes the proof for F'((12)(34)). [

Lemma 22 We can upper bound F((14)), F((12)), F((23)) and F((34)) as follows:

2 A m2
F((149)) = F((12)) = F((23)) = F((39)) < -+ T

Proof Recall the notation N = 3, Tr(AkAzr)ALAZ. We can write the spectral decomposition of
the Hermitian matrix:

]I 1 1n
N - = Try (ZA,TAk@@A?Ak I‘If \P) ZA i) (D3] -

k.l
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Then using the triangle inequality and the fact that ) -, ALA;C =1

F(14) = > Tr(AfA)Te(A] AL AL Ay Al A) = > Te(NALN (D) Ap)

kU k!

_ ; Te(N AL MDA + jt Tr(N) = Tr(N (N)M(T)) + joi;‘t (V)

= Te(M(N)M(D)) + ‘ii;‘t Tr(N) = Tr <M <N - dfut> M(]I)> + Tr(il\ju(tﬂ)Q) + CZ; Tr(N)
- (j+n) + 2D +2A Te(M(163) (6 M)

< () + T(;”( + 30 WM DI MO

<o (i) i o (o) = e

because for all unit vector |¢) = . ¢; \z> we have using the Cauchy Schwarz inequality, the
AM-GM inequality, and Lem. 15:

1MUY (@NIIE = D didjondiTr (M(é) GHMI(IK) (1)) < D [didsdrdul IMI8) ()2 M(IR) (D)2

',jkl igdel
<3 Z @il PIIM () QD113 + 5 Z [0l M(Jd) (G113 = ™.
1,7,k i,9,k,l

Moreover, using the data processing inequality and Lem. 17 :

Tr|N — = Tr [Ty ZA}AkeaAIAk— in W) (|
dout kil out
<Tr|Y Al @ AT Ay — in O (0|| = Tr (MM — dm (0)(W|| < 512,
k,l out out
This concludes the proof. |

For the remaining permutations, we can obtain a closed form for the function F'. For the transposi-
tion (13), the image of the function F' can be expressed as follows:

F(3) = S0 (A |j) (il AkA] [i) (j] A ) Te(ALA)T(AL, Ay)

i,5,k,LE 1!
= ) Tr(AwA})Tr(AcA])Tr(A]A)Tr(A], Ay)
kLK
2
12 dn | 5\
Z|TT(AI~:A1)| = T+n :
k,l out
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Then, we remark that the permutations (312) and (134) have the same image:

F((312)) = F((134)) = > Tr(A] [i) (j| Aw A |5) (i| AR ALA)Tr(AL Ap)
2,9,k LK 1!
= Y Tr(ApA})Tr(A AL A AN Tr(AL Ay)
k,LE U

= " Tr(AAJAAD) D Te(Ap A
k,l k,l

din d2 din
= Tr(N (D)%) ) = (2 m? ) ()
dout dout dout

Next, the image of the cycle (1234) has also a closed expression:

F((1230) = > Te(Al 15) Gl AvALAIA] i) (] Aw AL Ar)
1,9,k LK 1!
= ) Tr(ApALAA])Tr(Ap Al Ay Al)
kLK U

=mmmﬁf=(ﬂ+mﬂ%

dout

To sum up, we have proved so far that:

Lemma 23 Letm = ML)l = [N(I) = D)2 and = din || T — g4 - We have:
] Permutation o \ Upper bound on F'(«) \ Reference ‘
2
(13) (o +?)
id, (132), (314), (24)(13) un/dow 07 4 7y 5yt | (Lem. 19)
(312), (134) (i +m?) (o +?)
d2 2\ 2
(1234) <d—t +m )
dz2 2
(24), (1432) 7t 2m- 4 25n* (Lem. 20)
| 2
(142), (243) in/dow ™ 1”4 54| (Lem. 18)
(14)’ (12)’ (23)’ (34)’ (1324)7 d?n din .2 m> 3
(1423), (1243), (1342) By T dows T T e T 5mr | (Lem. 22)
(12)(34), (14)(23), (234), (124) df’ + 2%7% + m?2n? (Lem. 21)
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Therefore we have the following upper bound on the second moment using the inequality m? < dn?:

1
T T DTy 2 T

acSy
< daye +6d3 + 2d2 dowym? + 2d% dowen® + 11d2, + 10dindouem? + 10dindouen
B dgutdin(din + 1)(din + 2)(din + 3)
. Odin + dym + 2d5,0° + 12dowm® + 4003’ + 8103, " + 12douen’

d2 i din(din + 1)(din + 2)(din + 3)

E ((TV(16)(#))°) = -

Recall that for the random variable X = Tr (./\/'(\d)) (9]) — dfut>2 = Tr (N (|o){(9]))* — dolut we
have:

I 2
j - dindout

Cdwr) L 2
(mfvo-£) -4 ) - L (M) + ) = T
din (din + 1) T din(dm 1) T Galdn + 1)

E(X) =

Since Var(X) = Var (X + ﬁ) it can be upper bounded as follows:

Var(X) = B ((Tr(V([6)(6)%)*) = (B (Tr(V(|6)(6])))”

_ dd +6d3 + 2d2 dowym? + 2d2, down? + 11d%, + 10dindowym? + 10dindouen?

2 o din (din + 1) (din + 2)(din + 3)
| 6din + d2 i + 242,07 + 12douem® + 40d2, mn® + 812, 0" + 12dowsn® ( m? + 12 L1 >2
o din(din + 1) (din + 2)(din + 3) din(din + 1) dout
- <8Odiznn4 + 10d2,m*n? + 40d-2n773m>

1

A2 (dip 4+ 1)2(din + 2)(din + 3)

Therefore the upper bound on the variance becomes using the inequalities (m? + 7?)2 > 4m?n?
and (m? 4+ n?)? > 2mn? (successive AM-GM):

Var(X) _ <80d?nn4 + 10d% m?n? + 40di2n773m>
E(X)? =\ (din + 2)(din + 3)(n? + m?)?
2 774 2 02,2 2 3

d 2 men £ nm
< 80 1038 — 4+ 408 —— < 105.
-t + 4d2 m?n? + mn3

Theorem 24 There is an incoherent ancilla-free algorithm using a number of measurements satis-

Sying

2 j1.5
N=0O <dindout>

22
to distinguish between N = D or do(N', D) > & with a probability of success at least 2/3.
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Proof Complexity. We start by showing that Alg. 2 uses O(d?,d’;> /%) measurements. Note that

in“out

Alg. 3 requires O(v/dout log(3M) /n?) to test whether a dou-dimensional quantum state p satisfies

p = dfut or |[p — dfm ) > n with an error probability 1/(3M). We apply this test for the state

N(|¢)(¢|) , which is a doyut-dimensional quantum state, and n = ﬁ. So the testing identity

of states algorithm will use a number of measurements O(d?Z d’5 log(3M)/€?). Since we repeat

this test a number of M = O(1) times, the total number of measurements is O(d2 dt5 /?).

Correctness. It remains to show that Alg. 2 is 1/3-correct. For this, we need to control two error
probabilities. The first one, under the null hypothesis Hy, the channel N' = D so for all k € [M],

N(1ow)(dr]) =

Therefore

Py, (error) = Py, (3k € [M] : i, = 1)

M M
< Prylie =1) gz
k=1 k=1

The second error probability concerns the alternate hypothesis Hi. In this case, the channel N is
e-far from the depolarizing channel D. For a given k € [M], let us lower bound the probability of

being under h; at step k of the algorithm. Let X}, = HN |br) (Dr|) — . Recall that Thm. 4
says:

Var(Xy) < 105E (X})?

Therefore, the Paley-Zygmund inequality implies

1 1 1
P(XkZ2E(Xk)) Zl—Wzl—ilZm_
Va1 8x 105
Recall also that E (X}) = (H/\/’ |ok) (@ %H ) > 3 d2 (Ineq 1). Therefore, with a prob-
I

which means we are under the

ability at least 1073, we have HN |ok) (¢ |)

, 2 i
N (o) (oxl) — 7

dout

> R CR—
- 2din\/dout }’

alternate hypothesis hi. Denote the good event of Ej = {’
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the probability of error under H; can be controlled as follows:

Py, (error) = Py, (Vk € [M] : i, =0) = HIPHl i = 0)

::]:

(P, (ix = O|Eg)P (Ek) + P, (i, = 0| Ey)P (Ej))

e
Il
—

IN
&

(Phl (Z,z€ = O)IP (Ek) + P (Ek))

b
Il
—_

IN
=

(P, (i, = 0| ER)P (Ey) + 1 — P (Ey))

i
I

Il
=

(1 =P (Eg) Pp, (ix, = 1| E}))

1 \\M 103\ 1
< —1073. _ = < Z
<0 (o) <(-7) =3

for M = 2200 = O(1). This concludes the correctness of Alg. 2. [ |

i
I

Appendix D. Lower bounds for testing identity to the depolarizing channel
D.1. Proof of Thm. 6

Theorem 25 Let ¢ < 1/32, di, > 80 and doyy > 10. 2 Any incoherent ancilla-assisted non-
adaptive algorithm for testing identity to the depolarizing channel (in both the trace and diamond
distances) requires, in the worst case, a number of measurements

voof )
log(dlndout/5)252

Proof Construction. Under the null hypothesis Hj the quantum channel is N'(p) = D(p) =
Tr(p) %. Under the alternate hypothesis H;, we choose the quantum channel A/ ~ P of the form:

I € _ _
dout + dot (] p|w) U

where |w) = W |0), W ~ Haar(di,), and U satisfies

N(p) = Tr(p)

Upe =0 for all x € [doyt),
Uyw = Uy ~ Ne(0,0%) = N(0,06%/2) +iN(0,02/2) forallz <y € [dout),

where the parameter o would be chosen later and we condition on the event

g= {HUHl > dout, HUHOO < 32}

2. We didn’t try to optimize these conditions.
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We call this distribution P and use the notation (w,U) ~ P. If we don’t condition on the event G,
the distribution of U is denoted Py and we write U ~ Py. Random constructions with Gaussian
random variables were used for proving lower bounds by Chen et al. (2022d,e). Note that A is trace
preserving since Tr(U) = 0. In order to prove that V' is a quantum channel, it remains to show that
N is completely positive which is equivalent to show that the corresponding Choi matrix is positive
semi-definite. For this we can express the Choi state of the channel \V:

In = din];out dmdout ’ji;! VGl e 0| W T 1i) Gl W |0y U
- dincﬂlout dmdout ZJ:‘ (Gl @ (@l w o) (o W)U
- din]CIlout + dinflout W10 {0l wheu
= L+ S wleU

where D = dindout-

Observe that || |w) (w| @ Ul|oo = ||U]|ec < 32 thus Jyy > 01if € < 1/32. So under the event G, the
map N is a quantum channel. The parameter o should be chosen so that d, (N, D) > . Recall that
|w) = W |0), the definition of the diamond distance implies

do(N, D) > dTr(Nv D) = ml;aXH(-N_ - D)(P)H1
> [[(NV = D)(|w) ()]l =

10Ul = €
dou
where we use the fact that under the event G we have ||U||; > doyt. Note that the lower bound we
prove in this theorem holds for the stronger condition given by the trace distance.

Now we move to show that the event G occurs with high probability.

Lemma 26 There is a constant ¢ > 0 such that we have:

dout o?

082
P (U1 = E(|U]1) | > 5) < exp <_>

Proof The function U — ||U]||1 is v/dout-Lipschitz w.r.t. the Hilbert-Schmidt norm. Indeed, by the
triangle inequality and the Cauchy Schwarz inequality |||U ||y — ||V 1] < |U = V|1 < V/dout||U —
V|2. The concentration of Lipschitz functions of Gaussian random variables (Wainwright, 2019,
Theorem 2.26) yields exactly the desired statement. |

Next, we need a lower bound on the expectation of ||U||1. By the Holder’s inequality:

3
E(HUH%) > (d?)uto ) . doutvdouta

E((|U]x) = >
E (lU]13) 4dg 0t 2

It is sufficient to choose o = \/7 sothat E (||U||1) > 2dous and by Lem. 26, we have HU||1 > dout

with a probability 1 —exp(—(d2;)). It remains to see that, for this choice of ¢ = \/T the event
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{IU]lso < 32} also occurs with high probability. Indeed, let S be a 1/4-net of S%ut of size at most
gdout By the union bound:

P ([Ulloo > 32) =P (36 € $%* : (6] U |6) = |Ullocs U0 > 32)

1
P (36655 @U10) > 10l U] > 32)
S |S‘]P (<¢‘ U |¢)> > 16) S Sdoute_Sdout S €_4dout.

Finally, with a probability at least 1 — exp(—$(d2,;)) — exp(—Q(dout)) the event G is satisfied and
we have a quantum channel N that is e-far in the diamond distance from the depolarizing channel
D. A 1/3-correct algorithm A should distinguish between the channels N and D with a probability
of error at most 1/3. Let N be a sufficient number of measurements for this task and I5, ..., Iy be
the observations of the algorithm A. The Data-Processing inequality applied on the TV-distance
gives LeCam’s method (LeCam, 1973):

TV ( pl- ’INH]PI“ JN) > TV (Bern(Pp, (A = 1))|| Bern(Py, (A = 1))
1
> TV(Bern(1/3)|| Bern(2/3)) = 3
Now, we need to upper bound this TV distance with an expression involving N, diy, doyt and €.
Upper bound on the TV distance. The non-adaptive algorithm .4 would choose at step ¢ the
input p; and the measurement device M; = {\! ‘¢§> (ot ] }iez,. Observe that we can always reduce
w.l.o.g. to such a POVM. Under the null hypothesis Hy, the quantum channel A = D so the
probability distribution of the outcomes is exactly:

{H)\ (¢!, |id @ D(py) \%>}

On the other hand, under the alternate hypothesis H, the probability of the outcomes is exactly:

PN = {H)\ Jid @ N(py) |l >}

Recall that D = d;,doyut and

U150 iN

115N

I ]I
= — and
Jp D IN = )
We can suppose w.l.o.g. that each input state is pure because of the convexity of the TV distance.
That is, for t € [N], we write p; = |¢¢) (¢:|. Moreover, we can write each rank one input state and
measurement vector as follows:

[Yr) = Ay ®1[Pq,) and |¢],) = B @1|¥q,,)

|w><w\ ® U.

where |V 4) = ﬁ 2?21 |ii) and the matrices Ay € CneXdin and B! € CdancXdout verify:

Tr(AA]) = din and Tr(B!, BL) = dous.

47



FAwzl FLAMMARION GARIVIER OUFKIR

Note that we have for all ¢, for all X € Cdenc®danc wa have ; AL Bft’TX B! = doutTr(X)Lg,,,-
Indeed, the condition of the POVM M, implies:

X®]I_X®HZ ‘_Z)\tXBt ®]I’\de0ut><‘lldout‘BtT®H

it

hence by taking the partial trace

LSO GIBYXBL i) i) (1.

out .
1t,2 7]

Finally

S N, BITX B!, = dou (X)),

By taking X = I and the partial trace on the second system we have
Z )\t Bt Bt T Out]Idanc

Now we can re-write the distribution of the observations under the null hypothesis as follows:
I,

Ph-In = {H)\ .| 1d @ D(py) | ¢}, >}

U150 0iN

N
:{HA (Wil ( ”A@H)JD(AIBL®H)\\Pdwt>}

115N

t
={H5 o | ( ”AtAIBamwdou»}

—{HDJ“W%M%BD} ,

i—1 out

11, 0IN

115N

and under the alternate hypothesis as follows:

=
2

- ;\immmwz»}

=
ey
i
z
|
——
~
I

015 IN

=
R

“
I
—

(Wi (BETA @ )TN (A] B, @ 1) |‘1’dout>}

i1y

I
(B A D (4 5 ol e U) ([, 1) |wdout>}

U15eIN

Il
—N— ——
ﬂ: =
et

=

A sAf
(e T8 AL BL) + S (0 (B 4wl AL, @ U) 0a,,)) }

out

i
I\
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So, we can express the TV distance as follows:

QTV( 11, :INH]PIL JN)

5>\t
N out
N
i Ty(BITAA]BY)
=1 out
N it Tt
(¥ By Ay |lw)(w| Ay B, @ U) |V
b pH<1+edout sl (B8] 4 )0 LB, ) dm>>_1
t=1 ( it AtAtBit)
. e T (142 BEI AW ABLON
= BN ~P —
t=1 ( ftTAtAIB’ft)

where we use the notation E< v (X (41, ..., in)) = >, o (Ht | Dd. al — T ( ZTAtAIBft)> X(i1,...,iN).

\‘ZLLHQ' We condition on the event £ that «

Let u be a standard Gaussian vector such that |w) =
satisfies:

L |lu|l2 > dln and

7log(N))*
2. vm[m:ﬁg%

where P! is defined as

t,
pt — Z )‘lztt)‘ﬁt ( | {w] AIBftBjtTAt jw) [* )
w 2 72 t, t,

o~ Ddg, TY(BZ.tTAtAIBft)Tr(BjtTAtAIB;t)

t o\t Tt t,T 4
Pt . Z )‘zt)‘]t ’ < ’A B B A ’u> ’ .
u D2d3diy, \ Te(BLT A, ATBt )Tr(B”A AlBL)

out

ity Jt

Note that under the event £, we have P! < 6*P!. We claim that for d;, > 80, we have with
probability at least 9/10, the event £ is satisfied. The proof of this claim is deferred to Lemma 27.
Now, we can distinguish whether the event & is verified or not in the TV distance. Let

N A Tt
; Tr(B;" Ay |w){w| A} B U
ViU = H (1 +e- <I>t g > where @Z“U - ( it tt|T ) |T t Py )
t=1 ; Tr(Bi; AtAtht)

By the triangle inequality:

Ewirr ] (1 L Tr(Bf;*Attr:uxwL Al BZU)> }
=1 Te(B;' At AL B

< E<n B, yop HEN Wi wu — ]| + Ban [Ew,oyop [H{E} (Viwu — 1)]|

<EBan [Ewu)op H{EH Yiwr — V]| + B<nEgw,u)op [H{E}(Viwu +1)]

=B [Eqwv)p [H{ENWiwu — D)]| + 2P (€)

E<y
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where we use the fact that ), A BZTX B} = douTr(X)Iand

N N A Tt
AL Tr(B;" A |w)(w| A; B} U)
o= 3 (T tt A, AT Bt : i il
ESN\I/z7w7U = ( Ddout TI‘(Bit AtAtB“)> H <1 +e Tr(Bt’TAtAIBt )
1t Tt

11,00 \E=1 t=1
N
A el
_ i A T pt it Bty
= HZ <Ddout Tr(B; AtA B;,) + Ddor ( A |w) (w| A} B;, ))

t=1 14

N
-11 (1 + % CTr(Ay |w) (w] AI)Tr(U)) =1
t=1

It remains to upper bound the expectation E< y ‘]E(w7U)N7) [L{EH(V; w0 — 1)] ‘ . For this, we follow
(Bubeck et al., 2020) and apply the Cauchy Schwarz inequality and Holder’s inequality:

(E<n [Ewuyp [1{E (i — D) + P (E)?
< By (Eqy~p [L{EW) TG00 —1)])° + P (€)?
= E<NE(u,0)~pEv)~p1{E(w )}‘I’inl{g( NVizv

< Egw,i)~np H{E (W) YE vywpH{E(2 }HE“ (1 t+e- (I)t it ) (1 L. b 7,t>
= Ewu)~pHEWN B v)~p LHE(: }H < : Eth)iflb‘I)iz\a) ( because Ezt(I)Z)“U =0)

. .\ N
< max By pl (€ )} EG ) pl{EE)) (14 B el )

o 2 Ev,vopy Bu,-1{E(w)}1{E(2)} (Hg ‘Ezt%’m”t )N

1
< w8, v B HE)ER) (1 + 2 ‘]E“@j;t(]cbt it

) N
Note that at the last two inequalities, we don’t require anymore that U satisfies ||U||oc < 32 and

|U|l1 > dous. This is possible because the integrand is positive and P (G) > 1 — e~ ?dout),

For t € [N], let Z; be the polynomial in {Uj ;, V,J}ZCJ"“1 defined as follows:

Z; = 7B, @0 LY,

e? it TRt it
Te(B AA] B
Z ( t )> ( Tr(BLTA,A[BY) Tr(BYT A, A} B )

_ QZ< X, > Tr(B;; At |w) (w] A]BLU)Tx (BT Ay |2) (2| AIB},V)
Do Tr(B; A, Al B! )

Note that Z; is a polynomial of degree 2 of expectation 0. The Hypercontractivity (Aubrun and
Szarek, 2017, Proposition 5.48) implies for all k € {1,..., N}:

E(|12:") < KB (22)"?.
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This means that we only need to control the second moment of Z;. We have:

Eu,v(Z2}) = 'Euy

> AL (m(BE;*At jw) (w] A B U)Tx(B;; 4, |2) (2] AIBZV))
= D22, Tr(Bft’TAtAIBZ)
Te(BYT Ay Jw) (w] AJBLU)YTe(BYT A, [2) (2 A[BL, V)
' ( Te(B} A AlBY) )

LetZ;, j,(w) = Ey [Tr(Bft’TAt |w)(w] AIBftU)Tr(B;-;TAt |w)(w] AIB;tU)], we have :

E (ZQ) 4 § : /\ft )‘ﬁt ( Eit,jt (w)E’it,jt (Z) )
uv\4y) =¢€ 2 12 t, t,
D23, \ Te(B)T A Al B ) Te(BLT A AT B )

it,J¢ out
For given 4, j;, we can upper bound the expectation Z;, j,:

Eip g, (w) = By [Te(B}T Ay lw)(w| A} BLU)Tr(BST Ay [w) (w] AJBE,U)]
= Y B (UsyUsy) Te(BE A fw)(w] ALBY, |2) (y)Te(BLT Ay |w) (w] A]BS, |2) ('])

m7y?m/7y/
16 Tt t,t Tt 1A
< e S ol AL B ) w413} 1) 01 B e
16 t ottt t ot pht
— i (w AtBitBjt Ay |w) (w] A B, By Ay |w)
16
= 2%l ALBYBY A P
out

Therefore we can upper bound the expectation of Z7 as follows:

E (Z2) o4 )\?Lt )\Et Eit,jt (w)Eit,jt (2)
Uvies) = E
= D2 \ Te(BY A A] B! )Te(BLT A, A] B )

) t,
_ <162> > ML (| (w] ALBL BT A [w) 2] (2| ALBY BT A |2) 2
d? D22 Te(B} A Al B! ) Te(BY A, A] B )

out out

it,Jt
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This implies an upper bound for every moment, thatis for k = 1,..., N, we have:
Euw,-1{€(w)}1{E(2)}Evv (1 Z:/")

) : ot ; £ k/2
< Fuw,:1{E(w)}1{E(2) K" | &* 162) Z N ([(w] AL B, By Ay |w) ] (2] AyBf, B; Ay |2) |
< B, D242 Te(B} A Al B! ) Tr(B} A, A B!

out

< K Buw1{€(w)}1{E(2)} |*

, , k/2
16 ) 5 AL, <| (w| AlB} BT A, |w) |* + | (2| Al B}, B} A |2) |4) ]
2 2
~~ D?d Te(B!T A Al B ) Te (BT A, Al BY))

(
(
= E'Euw,1{E(w)}1{&(2)} | (
(

L out lm]t out
k/2
162> (Pt + PY) {
dc2)ut 2
k/2
1 2 4 Pt Pt
< FEar e | (1481) Pt P
dout 2
- k/2 k/2
162 - 6%\ [ (7log(N))* Ce*log(N)*
< K'Euw.1 1 4 < pRlZEESVT)
n 7 {g(w)} {E(Z)} © < dc2)ut >< d;lndOUt ) o dfndgut

where C' > 0 is a universal constant and we used that we are under the events £(w) and £(z).
Now, grouping the lower bound and upper bounds on the TV distance, we obtain:

2 2

(1 — e~ Uou) )2 (1752 + 1902> < (1 — e~ Uow) 2 [(2 vV (]ng"JN H]PQ;'JN) 9P (E))2 +P (5)2]
< (1 — e How))2 [(]Egzv |E ) [HE (Wi — D]|)* + P (5)2}
< maxF (1 +|Z:)™)

N k/2 N I AT 2 k
N\ . . [ Ce*log(N)* C'Ne?log(N)?
Sm?xkzo<k>k ( d4d3 Z d2d15

in"out k=0 inout

where we used (]IX) < N;:k ¢ and €' = /Ce. If N log(N)? < flé‘ic",“g the RHS is upper bounded

by Sy 1o = 101 but the LHS is at least (1 — e~ (ou))2 (% + W) > 1.02 for dou; > (1)

2
which is a contradiction. Hence N log(N)? > fgfic?,“g and finally:

d2 dl 5
N >0 inout .
- <10g(dmd0ut/e)252>

We move to prove our claim:

Lemma 27 Let di, > 80. We have with probability at least 9/10, the event & is satisfied.

Proof Fix t € [N], denote (3, j) = (it, ji), Xi = BZ.TAt and recall that |w) = ”‘"ﬁ such that w is a
standard Gaussian vector. Recall that the event £ is u satisfies:
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1. HUHQ Z% %din and

7log(N))*
2. Vte[N]:Pﬁﬁﬁ%

where P! is defined as

Py N ABLB A s~ Ay ([l XX ) 1
Y D2, \ Te(BL AALBL ) TH(BY A ALBL) ) 47 DR dGdy, \ XGRS
First note that with high probability [|ul|2 > 14/2din. Indeed, the function u — ||ul|2 is Lipschitz

so P (J|lullz <E(|ull2) — s) < e =*/2 (Wainwright, 2019, Theorem 2.26). On the other hand we

s : B(ull3)” 3 2
have by Holder’s inequality IE (||ull2) > () — T > 1/ 5din hence

1 /2 1 /2 d
P (IIUIIz <3 3din> <P (MIz —E(llullz) < =54/ 3din> < o/,

For the second point in the event £, we can see that P, is a Gaussian polynomial in the entries of
u of degree 8. So we can use the concentration inequality of Gaussian polynomials (Aubrun and
Szarek, 2017, Corollary 5.49), for any s > (26)1/4 we have:

P (|P~E(P)| > sy/Var(P)) < exp <_j81/4>

so with probability at least 1 — ﬁ we have:

P < E(P) + (elog(N)/2)*y/Var(P) < 5log*(N)\/E (P2?).

Let us control the expectation of P? = P2, recall that we denote (7, j) = (i, j;) and X; = B;f Ay,

2
Aidj _ _
E(P?) = (ZW (12112611 ] X ) |4)> ]
i, out™in
_E AiNj Ak AL 21 121 X =212 xix. 4wl XTx AN 16
=B| > S (K22 1X5 152 1Kkl 201X157] (wl X)X [w) 1] (w] X(X0 fw) | (flll2”)
i3kl out“in

25 AN Daces T‘ra(XJXjaX;XiaXJvaX;XivXlinleTXthin’XlTXk)' 8
o Do, (din + T)![(din — DI HIXGZ1XG 131 Xkl311013 "
- 8NN Tra(XTXG, XX, XTXG, XX, X0, XT X0, XX, XX
< max .

a€8y Lot DA, G131 X5 131X 131 X013

Then we claim that:
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Lemma 28 Let A = XJXj and B = X;Xl, we have for all a € Gg,
ITro (A, AT, A, AT, B, BY, B, B)|1/?
< max{|Tr(A)[*, Tr(AA")?} max{|Tr(B)|*, Tr(BB")?}
< X131 X 131 X 311X 13-
Sketch of the proof. The strategy to prove this lemma depends on «, we can give an outline:
* Traces containing one element remain unchanged.

* If we have two successive A (or B) in a trace term, we upper bound this trace with a 2-norm
Tr(AAY) times the operator norm of the remaining elements. Then we can upper bound the
operator norms with the 2-norms.

* Otherwise, we have successive (A, B) (with possible adjoint) inside the trace term. We can
apply a Cauchy Schwarz inequality then we find two successive A or B and apply the previous
strategy.

For instance we have for a = (1)(5372648):
Tr(A)Tr(BABA'BTATBY) < |Tr(A)|Tr(BB')|ABATBTAT|| o
< |Tr(A)[Te(BBY)|| BB ||| AAT||3
< | Tr(A)|Tr(BB") Tr(BB') Tr(AAT)?/?
< max{|Tr(A)[*, Tr(AA"?} max{|Tr(B)|*, Tr(BB)?}.

Another example for o = (15372648):

Tr(ABABATBYATBY) < Tre(ABABB'T AT Bt AN /2Ty (BABAAT BT AT BT)1/2

< Te(BBY)|[AAT|%, || BB|lo0 < Tr(BBT)*Tr(AAT)?.

Using Lemma 28, we have:

SN Tra(XT X, X T, X, XTxG, XX, X)X, X[ X, X[ x|

E (P? < max .
(7)< w3 gt BEHPAHPAHEYE
8INA AR - : : n
< max 3 W \/|Tra(XZ.TXj7Xin7XZ.TX]-,Xin,Xle,X;Xk,Xle,X;XkM

7]7 7 OUt

8INA AR
<y D4d4 o max{| Tr(X] X;)|2, Tr(X]X; X1 X;) } max{| Tr(X] X;)|%, Te(X] X, X Xi) }

ik, out

So we have 4 cases to consider, two of them are similar. Let us define four subsets of indices:

= {(i,. k1)« | Te(X[ X)) 2 > To(X[ X XTX5), [ Te(X] X)) > Te(X] X X[ X))
:4umw|Mﬂ&ﬁ<mﬂ&@mmmﬁmWsm@&w&m
= {i, .k, 1) £ | Te(X )P > (XXX XG), | ()] 1)12 < Tr(X] XX X))
= {(i, . k1) « | Te(X[ X)) < To(X]X; XTX5), | Te(X] X)) > Te(X] XX X))
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For the first case where the indices (4, j, k,1) € C1, we have:

81NN AR
> ?281 ~maxf{ | Te(X] X5) |2, Tr(X] X; XTX5) b max{| Tr(X] X)) 12, Tr(X] X, X[ X))
i,j,k,1eCy out
8INA AR
<> Digtg MEX)PTHX LX)
7] kl out

8INiAARA
=2 X Digigs @ XIXla) I X[ Xalw) (@] X[ X o) (o | X[ X [y

1,9,k z,y,2" Y’ out

8!
= D pigi g o T(Tr(Arla) (yl AL Te(Ar ) (2] AL

z,y,z Y out
Tr[Tr(A4; |2") (Y’ AT)]Id LTre(Ag |y (2 AT)I[dout
o t
8!
= 2 Dl & dS (y| AT A |z) (x| AJ Ay ly) (/| AT A |2 (2] AJ A |y

zy,x .y out

8! 6 t A2 < 8! 6 o
W dous Tr(A; At Ay Ar) _W dou Tr(A} Ar)

8! 8!
494 18 d(6)u d4 =
D 4d§ut d8 ‘ d?n d(Q)ut

because Y, A XM X! = S0 MBI ALMAIB; = dou Te(A; M AT, and Tr(A;A]) = diy.
For the second case where the indices (i, 7, k,[) € Ca, we have:

8IAA; ARA
S SEEEER  max{ | Te(X] X5) 12, Te(X] X X XG) } max{ | Te(X] X)) 2, Tr(X] X, X[ X))}

4 4 8
i:jzkzlGCQ D dOUtd
POVISY
Z D4d4 & (XJXJX;Xi)TT(X;XZX;Xk)
1,5,k ou
8!
= g TAAD T T (A A Tr (D
out
8! 8!
7(14 d6 o
D4dgutd8 inout = dignd?)ut
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For the third case where the indices (4, j, k,[) € Cs5, we have:

8IAA; ARA
S 2SS max{ | Te(X] X5)12, Te(X] X X X5) } max{ | Te(X] X)) 2, Tr(X] X, X[ X))

174 78
i,5,k,1eC3 D doutdin
PYRYRYDY
<> m Te(XTXG) PTe(X XX X
Z7J7k7l Ou ln
PYRYOVDY
=D pig s 2 (el XX ) (] XTX |y) Te(X[ X0 X[ X0
0,5kl out™in gy
AN AR
= 30 SIS Gyl ATA o) (o] AT Ao ) €3, T (A, ADPTY()
0,5,k out™in gy
AidARAL 4 8 5 4 8!
iﬂz,k:,l D4dgut d?n out t D4déut dign out“in djsn dgm

The fourth case, where the indices (i, j, k,[) € Cy, is similar to the previous one.
To sum up, we have

BINA AR

E(P?) < A e
( ) B igk:,l D4d§utdi8n

4 x 8!

~max{ | Te(X] X;) |2, Tr(X] X; XTX5) } max{| Tr(X] X)) 2, Tr(X] X, X[ X))}

So by the union bound, we have with probability at least 1 — & — e~%n/32 > 2 forall t € [N]:

4 x 8! log(N))*
P, < 5log!(N)* E(PE)S510%4(N)\/$S(7$§ ’
in%out in“Yout

and |lul|2 > 1/din/6, that is the event £ is satisfied.

D.2. Proof of Thm. 7

Theorem 29 Any incoherent ancilla-assisted adaptive algorithm for testing identity to the depolar-
izing channel requires, in the worst case,

d2 dout + 3
N — Q ( n 52 ou
measurements.
Proof We use the same construction as in the proof of Thm. 6. Mainly, under the null hypothesis Hy

the quantum channel is N (p) = D(p) = Tr(p)ﬁ. Under the alternate hypothesis H;, a quantum
channel N ~ P has the form:

Ni(p) = Tr(p)— +

dout dout

(w] plw) U
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where |w) = W |0) and W ~ Haar(di,) and for all 4,5 € [dowt), Uji; = Ui; ~ 1{i #
JINe (0,0’2 = %) and we condition on the event G = {||U||1 > dout, |U|lcc < 32}. We call
this distribution P and use the notation (w,U) ~ P. Recall that P (G) > 1 — exp(—Q(dout)) —

exp(—Q(d2,;)) and under G, the map A is a valid quantum channel e-far from the quantum channel
D.
Now, given a set of observations i« = (i1,...,%;—1). The adaptive algorithm .4 would choose

at step ¢ the input pl<t and the measurement device Ml“ = {)\Zi“

ti<t Li<t
qb’it > <¢lt }it €T, :

Under the null hypothesis Hy, the quantum channel A = D so the probability of the outcomes

is exactly:
Gt }

On the other hand, under the alternate hypothesis H1, the probability of the outcomes is exactly:

N
P ) = {HAE;“ (ol ¢Z:f<t>}

t=1

id ® D(pi<t)

N
I, In _ tict tict
IPHO - H )\it ¢

U1 IN

1d®NwU)( z<t)

T
Recall that
I I
jDZB and JN—5+D|w><w\®U
We can suppose w.l.o.g. that each input state is pure because of the convexity of the KL divergence.
For t € [N] and i, let pi ‘1/1’“ >< i<t| Moreover, we can write each rank one input state

and measurement vector as follows:

‘w§<t> - Ai<t ® ]:[ ‘\dem> and

L ,

¢it2<t> = szt ® ]I ’\deout>

where |¥4) = f ZZ | [i7) and the matrices Al<t g Cdanexdin gpq ijt € CdancXdout verify:
Tr(Aj<' Ayicy, 1) = din and Tr(B[~'Bjict, ) = dout.

Note that we have for all ¢, 3, )\t Z<tBZQ’TX Bz<t = dout Tr(X)I. Indeed, the condition of the
POVM M, implies:

Xel=Xol) X |¢))|= Z* XBl, @1 Wa,,) (Va,,.| By 1
it

hence by taking the partial trace

i XBY 1) 16) (]

’lt7 ]

Finally

Z N BTX B! = dow Tr(X)L
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Now we can re-write the distribution of the observations under the null hypothesis as:

PE(;...,IN _ {H)\ .| 1d @ D(py) | ¢}, >}

115y IN

115N

N

t
= { fl out| t TAtAIB’ff ® ]I) ’\PdOUt> }

U1, IN

N bt a4t
t
= {tlzl1 Ddout ——Tr(B; At A Bit)} ,

115 IN

and under the alternate hypothesis as:

IPIL“-JN —

<o

s
|
,H_—/H

=

i, (@5, id @ N (1) \(bﬁ)}

Il
—

015N

=
<

(W] (BETA @ ) I (A]BL 1) |\Ifdm>}

U1yeeylN

—N— —
Il

=
2

I €
(| (B A (54 5l o V) (4[5, 1) rwdw»}

i
I\

11yesin

2 Ut
dout ¢ D

I
=

“
I
—

AL el
(o DB AALBE) + S (| (B ] 4B, ®U>r\vdout>)}

115N

We can express the KL divergence as follows:

) t,t t pt
Z HDdSUtTrB AAlB])

Ht 1 Dd, & —Tr (BfQTAtAIBZ)

x log

N Al Bt
[T (Ddt tTr( itTAtAIBZ) +

,;t (Vg (B A ) (] AL B!, 0 |\Ifdm>)

)\t
T (W, | (BET Ay Jw) (w] AJBE @ U) [Wq,.,)

%M Te(BY A A} B )
Te((BLT Ay |w) (w] A BLU))
Tr(B A, Al BL)

[
] =

]ESN(—log) 1 +

4~
Il
—

[
NE

ESN(—log) (1 + €

o
I

1
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where we use the notation E<y (X (i1, ... ,in)) = D2, ;0 <Ht i DdltugT (BffAtAIBft)> X(i1,...,in).

Using the inequality (—log(1 + )) < —z + 22 valid for z > —1/2 and since for ¢ < 64, we have
Te((B},T AcJw)w|A] B, U))
¢ Te(B}T A Al BY,)

> —1/2, we can upper bound the previous integrand as follows:

Tr((BYT Ay |w) (w]| Al Bt U
Tr(B;' At A BY)
< (B A o) (] ATBLUY) | Tr((B Ay ) (w] ALBLU))®
N Te(B, A, AlB!) Te(B, A, Al B! )

Observe that the first term vanishes under the expectation:

Te((BET Ay |w) (w] A{BLU))
E<n | € 0T 4 Al
T‘I'(B»7 AtAtht)

Te((BL' Ay Jw) (w| A} BLU))
Tr(B: A A]BY)

T (BT AAJBY) - e

— ey 12 e Tr((B Ay [w)w] Al BLU))

out
= Egt,lﬁTr(At lw)(w| ANTr(U) =0

where we used ) ;. )\gt BZ’TX Bft = dout Tr(X)L. For the second term, we will instead upper bound
its expectation under UU. Observe that this term is nonnegative, so we can safely remove the con-
dition on the event G and then we compute the expectation under Haar distributed vector w and
Gaussians {U; ;}.

t, t, 2

p (2 T(B A w) | ATBLU\ 82, ((wl ALBL BT A w)
Tr(B! A, A} B ) Te(B)' A A} B! )2
64c2  Tr(A[B!BITA)?  6ac?
T dowdy, Te(BLTAAIBL)? didow

dout

Therefore

Hi,(w,U)

Tr((BYT A, |w)(w| A Bt U
]E(wU)N’PKL (]PII’ ’INH]PII’ ’IN ) (( Tt t‘ >< ’ t 1t ))

N

<NE(p,pyp(—log) | 1 +¢
; (wvy~p{=1og) ( Tr(B A, A} BY)
ZN: 52  64Ne2

5 .
out din dout

| A

On the other hand, the Data-Processing inequality applied on the KL divergence (see Prop. F.3)
writes:

Ih,...I I,....I
w0 KL (P11 | |P1 005 ) 2 B p KL(Pa, (A = 0) [P, 1) (A = 0))
1

> KL(2/3]1/3) = glog(Q) - Slog(2) = %log(Q).
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Grouping the lower and upper bounds on the KL divergence:

128N¢? b roller .
Fdonr 2 Bnwp KL (P [PEr ) ) > F1082)
which yields the lower bound:
d?ndout
¥ (B

Appendix E. Testing identity of quantum states

In this section, we show how to reduce testing quantum states to testing discrete distributions. The
same result with another proof can be found in (Chen et al., 2022f). For a POVM M and a quantum
state p, let p(M) denotes the classical probability distribution {Tr(pM;)};. The following lemma
captures the main ingredient of the reduction:

Lemma 30 Forall § > 0, let | = 1log(2/6) and U, U?,...,U' € C™? pe Haar -random
U-j>} , M = {% Uj><U»j } is a POVM and for all
v/ ) 1<i<d <<t v 1)y

7-]
quantum states p and o we have with a probability at least 1 — §:

o —1/d]|2
TV(p(M), o) > 12Tz,
A similar statement can be found in (Matthews et al., 2009) where the authors analyze the uniform
POVM and a POVM defined by a spherical 4-designs. However, for our reduction, it is important
to minimize the number of outcomes of the POVM.

Proof Let§ = p—o, we have U |e;) = |U;) and we use Weingarten Calculus 31 and 32 to calculate

I [(U31 € U] = B (U1 € |U3) (Uil € U] = B [Te(€ [U U1 € 1U3) (U]
= B[T(€U |ei) (ea] U*EU fea)(es| U)] = B[Te(U*€U lex)ei] U*EU les) ()]

unitary matrices of columns {

= at rg—1 raeiei,eieizirz.
—aﬁze:SQWg(ﬁ s d)Trg-1(€,§)Tra(lei) (ed] , [ei)(eil) d(d+1)T (3]
Similarly
E (Uil €U3)*] = E (Uil § U (Uil € [U) (Uil € U (Uil €]U7)
= E[Te (& |U:) (Uil € |U:){Ui| € |U:) (Ui | € |Ui) (Uil
= E[Tr(U lei){ei| UTEU |es){(eil UTEU |es)(e;| UTEU |e;)(es| U™)]
= E[Tr(U™EU |e;)(ei| UEU les)(ei| UEU |ei) (ei| U™EU |ei)(eil)]

= Y Wg(Ba ) Trg-1(6, 6,6 ) Tralles) (el s lei) (el lea) el s es) (es])
o,BE6,

1
T dd+1)(d+2)(d+3) (6Tx(€%)” + 6Tx(¢Y)).

c/

S Md+ D)d12(d+3)

Tr(£2)2.
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We can now conclude by Hélder’s inequality:

SE [TV (M), oMY = S E [ (U0 ) = S (e el
) o = ; i)l =
i=1 =1 HE[<LQ|£|(%>4}
d
(@ 1(d+ 1) T Tr(ed)?
= ;\/C’d—l(d—i— )7Hd +2)71(d + 3) 71 Tr(£2)?
d
>3 Tf?)Zc Tr(p — 0)2.

1

<.
Il

Let f(U) = TV(p(M),c(M)), we first show that f is Lipschitz by using the triangle and
Cauchy Schwarz inequalities:

Af0) sl =| S (| ) (i ol - 1me(|v ) (v o)
1<i<d,1<j<l
< > glmdun (] -[w) (v el
1<i<d,1<j<l
< Y vmE@y (o) (o] - [ (v
1<i<d,1<5<1
<Jivm@ [ wu v v

Il i

g%%ﬁ&% > Te((U7 - Vi)

1<5<
d
< [ LVE@N = Vs,

hence fis L = 4/ %\/ Tr(&2)-Lipschitz, therefore by Thm. 34:

de?Tr(g2)

P (£(0) - E(FO)| > SVIRE)) < R — et g

for [ = 2410g(2/d)/c?. Finally with high probability (at least 1 — §/2) we have
TV(p(M),0(M)) = E(TV(p(M),a(M))) = | TV(p(M),5(M)) = E (TV(p(M),s(M))) |
> o/ T() - 5 VIN(ED) 2 5 VIN(E).

Let n = ||p — I/d||2. Under the alternative hypothesis Ho, the TV distance between P and
U, can be lower bounded by TV(P,Uy,) > 55||p — 1/dl|2. So Lem. 30 gives a POVM for which
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our problem reduces to testing identity: P = U, vs TV(P,U,) > g} with high probability, where
n = dlog(2/6) and P = M(p). Therefore we can apply the classical testing uniform result of
(Diakonikolas et al., 2017) to obtain a copy complexity:

o <mog<1/a>> |

772

Algorithm 3: Testing identity of quantum states in the 2-norm with an error probability at most
J.

I = 1log(2/6).
Sample U, U?, ..., Ul € C?™4 from Haar(d) distribution.

Let {

Measure the quantum state p using the POVM M = {%

Uij >} be the columns of the unitary matrices U, U?, ..., U
1<i<d,1<5<I

Ui )(Ui
@] (\/&log(l/é)/rﬁ) samples from p(M).
Test whether hg : p(M) = Ujq or by : TV(p(M),Uiq) > n/20 using the testing identity
of discrete distributions of (Diakonikolas et al., 2017), with an error probability J, and answer
accordingly.

}. ~and observe
0.

Appendix F. Technical lemmas

In this section, we group technical lemmas useful for the previous proofs of this article.

F.1. Weingarten Calculus

Since we use generally a uniform POVM, which consists in sampling a Haar -unitary matrix, we
need some facts from Weingarten calculus in order to compute Haar -unitary integrals. If 7 a
permutation of [n], let Wg(m, d) denotes the Weingarten function of dimension d. The following
lemma is crucial for our results.

Lemma 31 (Gu, 2013) Let U be a d x d Haar -distributed unitary matrix and { A;, B; }; a sequence
of d X d complex matrices. We have the following formula

E(Tr(UBU*ALU .. . UB,U*Ay,))

= > Wg(Ba ', d)Trg-1(By, ..., Bn)Trar, (A1, ..., An),
a,BeG,

where v, = (12...n) and Try (M, . .., My) = I;Tr(Iliec, M;) for o = 11;C; and C; are cycles.
We need also some values of Weingarten function:
Lemma 32

* We((1),d) = g,

» We((12).d) = gy,
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* We((1)(2),d) = g5,

¢ Wg((123)7d) = d(dZ—I%(d2—74)’

* Wg((12)(3),d) = m,

2
* Wg((l)(?)(?)), d) = d(d2fl)(3l?—4)‘
In particular it is known that the sum of the Weingarten function has a closed expression:
Lemma 33 (Collins et al., 2012) Let d, k € N*. We have
1

a;kwg(a’d): dd+1)--(d+k—1)

F.2. Concentration inequalities for Haar-random unitary matrices

The following concentration inequality is important for our results.

Theorem 34 (Meckes et al., 2013) Let M = U(d)* endowed by the Lo-norm of Hilbert-Schmidt
metric. If F : M — R is L-Lipschitz, then for any t > 0

P(|F(Ui,...,Ux) —E(F(Uy,...,Ug))| >t) < e—dt2/12L27

where U, . .., Uy are independent Haar-distributed unitary matrices.

F.3. Kullback-Leibler divergence

Definition 35 (Kullback Leibler divergence) The Kullback Leibler divergence is defined for two
distributions P and Q on [d] as

d P
KL(P|Q) =) _ Pilog (Q> :
i=1 ¢
We denote by KL(pl||q) = KL(Bern(p)|| Bern(q)).

Kullback-Leibler’s divergence is non-negative and satisfies the Data-Processing property:

Proposition 36 ((Van Erven and Harremos, 2014)) Let P, P/, Q and Q' distributions on [d], we
have

* Non negativity KL(P||Q) > 0.

* Data processing Let X a random variable and g a function. Define the random variable
Y = g(X), we have

KL (P*|Q™) > KL (PY||QY).
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