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Abstract
We provide time- and sample-efficient algorithms for learning and testing latent-tree Ising models,
i.e. Ising models that may only be observed at their leaf nodes. On the learning side, we obtain
efficient algorithms for learning a tree-structured Ising model whose leaf node distribution is close
in total variation distance, improving on the results of Cryan et al. (2001). On the testing side,
we provide an efficient algorithm with fewer samples for testing whether two latent-tree Ising
models have leaf-node distributions that are close or far in total variation distance. We obtain
our algorithms by showing novel localization results for the total variation distance between the
leaf-node distributions of tree-structured Ising models, in terms of their marginals on pairs of leaves.
Keywords: Probabilistic graphical models, distribution learning/testing, learning from complex or
structured data (e.g. networks, time series), learning with algebraic or combinatorial structure

1. Introduction

Statistical estimation and hypothesis testing challenges involving high-dimensional distributions are
central in Statistics, Machine Learning and various other theoretical and applied fields. Core to this
challenge is the fact that even the most basic of those challenges, such as uniformity testing, require
exponential sample sizes in the dimension to solve if no structural or parametric assumptions are
placed on the underlying distributions; see e.g. Daskalakis and Pan (2017); Canonne et al. (2017);
Acharya et al. (2018); Daskalakis et al. (2019) for discussions of this point and further references.

The aforementioned exponential sample-size barriers motivate the study of models that sidestep
those requirements, e.g. models encapsulating conditional independence structure in the distribution,
such as Markov Random Fields (MRFs) and Bayesian networks (Bayes nets). In turn, a vast line
of research has studied statistical inference questions involving MRFs and Bayes nets and their
applications; see e.g. Pearl (1988); Lauritzen (1996); Jordan (2004); Koller and Friedman (2009)
for an introduction to graphical models, their uses, and associated inference algorithms, and see
e.g. Chow and Liu (1968); Chow and Wagner (1973); Narasimhan and Bilmes (2004); Ravikumar
et al. (2010); Tan et al. (2011); Jalali et al. (2011); Santhanam and Wainwright (2012); Bresler (2015);
Vuffray et al. (2016); Klivans and Meka (2017); Hamilton et al. (2017); Dagan et al. (2021); Kandiros
et al. (2021); Daskalakis and Pan (2021); Bhattacharyya et al. (2021); Vuffray et al. (2022) and the
references in the previous paragraph for some classical work and some recent theoretical progress on
learning and testing graphical models as well as other types of statistical inference with them.

Despite the vast study of graphical models, and a recent burst of activity towards computationally
and statistically efficient algorithms for inference with them, a broad outstanding challenge in this
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space lies in computationally efficient inference with graphical models that have latent variables,
variables whose realized values we do not have direct observations of. Those are widely motivated in
practice (see e.g. Aigner et al. (1984); Bishop (1998); Everett (2013); Bartholomew et al. (2011);
Felsenstein (1973)) but inference with them is known to be computationally intractable in general.
For example, learning graphical models with latent variables in total variation distance is known
to be intractable, even when the underlying graph is a tree (Mossel and Roch, 2005), while in the
absence of latent nodes the same problem is computationally tractable, owing to classical work
of Chow and Liu (1968) and its recent analysis (Daskalakis and Pan, 2021; Bhattacharyya et al.,
2021). Similarly, computing the likelihood of a tree-structured graphical model is tractable in the
absence of latent nodes, but becomes intractable in the presence of latent nodes (Chor and Tuller,
2005; Roch, 2006). These computational challenges become more daunting when the underlying
graph gets cyclic, and the overall difficulty of handling latent variables has motivated the development
of an array of widely-used approximate inference methods, such as the expectation-maximization
algorithm of Dempster et al. (1977) and variational inference (see e.g. Blei et al. (2017) for a survey).

A main goal of this work is to advance the frontier of computationally efficient learning and
testing of graphical models with latent variables. As learning general tree MRFs over general
alphabets is hard (Mossel and Roch, 2005), we focus on the binary-alphabet tree-structured Ising
models, which have found extensive use in phylogenetics (Felsenstein, 1973).

We focus on the two following inference goals in this work:

1. (Proper Learning): Given sample access to the distribution at the leaves of a tree-structured
Ising model P , we want to learn a tree-structured Ising model Q whose leaf-node distribution
is ε-close it total variation distance to that of P .

2. (Identity Testing): Given sample access to the distribution at the leaves of two tree-structured
Ising models P and Q with the same leaf set, we want to distinguish whether the leaf-node
distributions of P and Q are equal or at least ε-far in total variation distance.

We provide computationally and statistically efficient algorithms for both Goals 1 and 2. Our
contribution to Goal 1 is an algorithm whose time- and sample- complexity provide substantial
improvements compared to the algorithm by Cryan et al. (2001) as well as the algorithm by Mossel
and Roch (2005), which requires restricting the correlations across the edges of the Ising model.
We also improve upon work in the phylogenetic literature (see Section 2) which has focused on
identifying the latent tree-structure of the model but also requires restrictions on the Ising model to
achieve this. Finally, we remark that the computational intractability results of Mossel and Roch
(2005) for learning tree-structured graphical models with latent variables do not apply to Goal 1
because we are working with binary-alphabet models.

On the technical front, a fruitful approach towards statistical inference with graphical models
uses the paradigm of localization, whose goal is to localize the difference between two graphical
models to differences of their marginals involving a small number of variables. Such localization
properties can be used to distinguish between models for the purposes of hypothesis testing, or
be exploited to learn graphical models or perform hypothesis selection. Localization of the KL
divergence between two Bayesian networks with the same DAG follows directly from their shared
factorization, which implies that the KL divergence between the two Bayes nets is upper bounded by
the sum of the KL divergences of their marginals on different neighborhoods of the graph, involving
a node and its parents. Similar subadditivity results have been established for total variation and
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squared Hellinger distance (Daskalakis and Pan, 2017) as well as for other distances, for MRFs, and
for causal models (Acharya et al., 2018; Daskalakis et al., 2019; Ding et al., 2021). Localization
results can also be used for comparing graphical models on different graphs, as long as the underlying
graphs are trees (Daskalakis and Pan, 2017). In turn, the aforementioned localization results have
been exploited to show that the celebrated Chow and Liu (1968) algorithm learns tree-structured Ising
models with optimal sample complexity (Daskalakis and Pan, 2021) and to obtain optimal algorithms
for testing Bayesian networks (Daskalakis and Pan, 2017). Additionally, localization properties of
graphical models are implicit in much of the recent burst of activity on learning graphical models
referenced earlier in this section and often have applications beyond the actual problem studied by the
papers introducing them; for example, a recent work of Bhattacharyya et al. (2022) on independence
testing of bounded degree Bayes nets in total variation distance crucially relies on the subadditivity
localization result about Hellinger distance by Daskalakis and Pan (2017).

In the presence of latent variables, Bresler and Karzand (2020) gave localization bounds for
Ising models with zero external fields, the model which we are studying in this paper. However, as
their bound is exponential in the number of variables, we cannot directly apply it to obtain efficient
algorithms. As such, another important goal of our work is the following:

3. (Localization of TV in latent-tree Ising models): Given two tree-structured Ising models,
which have the same leaf set but potentially different underlying trees, upper bound the total
variation distance between the leaf-node distributions in terms of the marginals of these models
on pairs of leaves. Furthermore, the bound should be polynomial in the number of vertices.

In the fully observable case, the localization of distance results that are known for tree-structured
graphical models exploit factorization properties of distributions defined on trees and combina-
torial results that allow writing two tree-structured graphical models under a common factoriza-
tion (Daskalakis and Pan, 2017). Meanwhile, a key challenge arising from the presence of latent
variables is that the leaf-node distributions result from marginalizing out all non-leaf vertices in the
tree-structured models and thus cease to have any tree-structured factorization that we may exploit.

1.1. Results

Let us first formally define tree-structured Ising models.

Tree-structured Ising models. One is given some undirected tree T = (V,E) whose leaves are
labelled from 1 to n and whose internal nodes are labelled from n + 1 to n + n′. Without loss of
generality, we will assume that all non-leaf nodes have degree 31. For each edge {i, j} ∈ E, there is
an associated weight θij ∈ [−1, 1]; as T is undirected, we have θij = θji. Each node i is assigned a
spin xi ∈ {−1, 1}, and the probability of a spin-configuration is defined as

Pr [x1, . . . , xn+n′ ] ∝
∏

{i,j}∈E

1 + θijxixj
2

.

1. Every tree can be converted into one with all non-leaf nodes having degree 3, without affecting the leaf distribution.
We just contract every path that consists of nodes of degree 2 into a single edge and split nodes with degree larger than
3 by introducing edges with θ = 1. For more details, see Appendix A.
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Note that this definition allows for any tree-structured Ising model with zero external fields2. A
sample can be obtained by rooting the tree at an arbitrary internal node, drawing a uniform random
value for the spin of the root, and randomly propagate the values of the spins along the tree as
follows: for any directed edge i→ j such that the spin xi was already set, we set the spin xj such
that Pr[xj = xi] = (1 + θij)/2 and Pr[xj = −xi] = (1− θij)/2. This process has been used as a
model in a variety of applications.

Our first result provides upper bounds on the total variation (TV) distance between any two
tree-structures Ising models with latents. Note that in the case of a fully observable tree, these
properties can be proven by using the product factorization of the probability distribution over the
edges of the tree but such an approach fails in the presence of latents. Instead, we rely on the
pairwise-marginals between the leaves, which are readily accessible. In the specific case of an Ising
model, for any two nodes i, j of the tree, the marginal distribution of (xi, xj) is characterized by

αij := E[xixj ] =
∏

{k,l}∈Pij

θkl , (1)

where Pij is the unique path that connects i and j on the tree. Equation (1), which we call the
multiplication over paths property, states that to calculate the correlation between two leaves, it
suffices to multiply the correlations along all the edges on the path that connects them.

It is well known (see e.g. Section 6.1 in Steel (2016)) that the correlations αij between all pairs
of leaves uniquely identifies the underlying tree and edge weights of the distribution. We now
provide a simple example to illustrate this fact and refer to Chapter 6 of Steel (2016) for more details.
Without loss of generality, for the following example we will assume that all edge correlations θij
are non-zero. Indeed, if we allow some θij to be 0, then the leaves can be uniquely partitioned into a
maximal-size collection of subsets that are independent from each other and the below argument can
be applied to each subset separately.

Now, consider a model with four leaves, which is also called a quartet. There are three possible
topologies for a tree with 4 leaves, which are depicted in Figure 2(a). Suppose the true tree has the
topology of the first graph in Figure 2(a), where leaves 1,2 and 3,4 are separated by an edge with
length θ. Now, suppose we know all the covariances αij exactly. Let θ ∈ [−1, 1] be the weight of the
middle edge. Since covariances multiply along paths we have

|α13α24| = |α14α23| = θ2|α12α34| ≤ |α12α34|

Thus, by comparing the three products |α13α24|, |α14α23|, |α12α34| and picking the highest, we can
distinguish which of the three topologies of Figure 2(a) is the correct one. If all products are the
same then the middle edge is contracted and the topology is a star. For general trees, for two leaves
i, j, consider all supersets of four leaves i, j, k, l and suppose we conduct for each one this quartet
test. If i, j are never on different sides of the quartet test, then they form a cherry (children of the
same parent). We can continue inductively to recover the topology of the tree. Regarding the lengths
of the edges, notice that in our example, by the above calculation we have

θ2 =
|α13α24|
|α12α34|

.

2. A more common expression is Pr[x1, . . . , xn+n′ ] ∝ exp(
∑

(i,j)∈E βi,jxixj)/Z, which can be translated to our
setting by substituting θij = E[xixj ] = (eβij − e−βij )/(eβij + e−βij ).
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Using this observation, we can identify the lengths of all the edges of the topology. The identifiability
of the topology and its edge lengths using covariances is also discussed after Equation 6.1 in Steel
(2016). To summarize, if we know the pairwise distances exactly, we could recover the correct
topology and weights.

Given m samples from the leaves, these pairwise-marginals can be easily approximately estimated
from data samples. It is then clear by the previous discussion that if we know the pairwise correlations
up to some good accuracy, we should be able to estimate the distribution of leaves accurately as well,
in some metric. Hence, a natural analogue of the marginal distribution of edges in the fully observed
tree would be the marginal distribution of all pairs of leaves in the latent-tree. From this perspective,
we provide a bound on the total variation of two leaf distributions based solely on their pairwise
correlations which can be viewed as an approximate tensorization property for total variation in
latent tree Ising models. Our results come in two settings: when both distributions share the same
underlying tree structure, and when they do not.

Theorem 1 Let µ and µ∗ be distributions over the leaves of two tree-structured Ising models with n
leaves. Suppose |Eµ[xixj ]− Eµ∗ [xixj ]| ≤ ε for all pairs of leaves i, j.

• Same topology: If µ and µ∗ are defined on the same graph, then TV(µ, µ∗) ≤ 2n2ε.

• Different topologies: If µ and µ∗ are defined on two different trees T and T ∗ such that the
minimum diameter of T and T ∗ is D, then TV(µ, µ∗) ≤ O(Dn5ε), where O hides absolute
constants.

The previous bound by Bresler and Karzand (2020), which holds for both same and different
topologies, was TV(µ, µ∗) ≤ n2nε; though their setting was slightly more general, as it applied
to arbitrary subsets of the nodes of an Ising model, rather than only sets of leaves. We conjecture
that the techniques presented here could be useful for obtaining a more general theorem, similar to
Proposition 1 in Appendix H of Bresler and Karzand (2020). Such a general result would improve
the bounds for learning in k-local-TV (Bresler and Karzand, 2020; Boix-Adsera et al., 2022) from
being exponential in k to polynomial (see Section 2 for more details on this line of work). We believe
this is a very fruitful direction for future work.

We make the following observations regarding the tightness of Theorem 1. For a fixed topology,
the following example shows that the bound of Theorem 1 is off by a factor of at most n. Consider
two tree models (I) and (II) with the same topology of a star, with a single latent node u that is
connected to n leaves 1, . . . , n. In (I), we have θui = 1 and in (II) we have θui = 1− ε < 1, for all
i ∈ [n]. Clearly, in (I) it holds that αij = 1 and in (II) that αij = (1 − ε)2, for all i, j ∈ [n]. We
observe that the left hand side of the bound is

1

2

(
1−

(
1− ε

2

)n
−
(ε
2

)n)
= Θ(nε)

if ε is sufficiently small, while the right hand side is Θ(n2ε). For unknown topology, we do not have
a better lower bound.

We believe that Theorem 1 is a result of independent interest beyond the scope of this paper
as it can be applied in a variety of applications. For instance, one can obtain a polynomial time
algorithm for identity testing of latent tree Ising models by directly combining Theorem 1 with
standard ideas from testing. Note that we have diameter D ∈ O(log n) in many applications of
interest. For example, the phylogenetic trees produced by the recent gene editing technologies are
balanced (Jones et al., 2020).
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Corollary 2 Let P,Q be leaf distributions of two potentially different tree Ising models. Suppose we
are given access to samples from P and we wish to distinguish whether P = Q or TV (P,Q) > ε.
Assume also that the minimum diameter of the two trees is D. Then, there exists a polynomial time

algorithm that answers correctly with probability at least 1− δ, with sample size O
(
n10D2 log n

δ
ε2

)
.

To see why this is true, let αP , αQ denote the correlations for P,Q respectively. Notice that by the
Chernoff bound and a union bound, if the number of samples is O(n10D2 log(n/δ)/ε2), then with
probability 1 − δ the empirical correlations α̂ satisfy |αP

ij − α̂ij | ≤ ε/(2Dn5) for all i, j. Now,
suppose TV (P,Q) > ε. Applying Theorem 1 then gives that there should exist a pair i, j with
|αP

ij − αQ
ij | > ε/(Dn5) This implies that |α̂ij − αQ

ij | > ε/(2Dn5), which the tester can detect. If

P = Q, then |α̂ij − αP
ij | = |α̂ij − αQ

ij | ≤ ε/(2Dn5) for all i, j.
To further show the utility of Theorem 1, we provide polynomial-time and polynomial-sample

algorithms for learning tree-structured Ising models. We provide two algorithms: the first requires to
know the structure of the tree in advance while the second is assumption-free. Unsurprisingly, the
latter requires more samples.

Theorem 3 Fix error and confidence parameters ε > 0 and δ > 0. Given m samples from the joint
distribution over the leaves of an underlying tree-structured Ising model, there exist polynomial-time
algorithms for learning a tree-structured Ising model (T, θ) whose marginal over the leaves is ε-close
to the true marginal in total variation distance, with success probability 1− δ.

• Known topology: If T is given, then m ∈ O(n4 log(n/δ)/ε2) samples suffice.

• Unknown topology: In general, m ∈ O(n14 log(n/δ)/ε6) samples suffice.

The algorithms for both settings consist of two steps: first, they empirically estimate the pair-
wise correlations between every pair of leaves. Then, they utilize an algorithm that, given these
approximate correlations, finds some tree Ising model whose pairwise correlations are close to the
estimated ones. The guarantees of those algorithms then follow directly from Theorem 1. Notice
that for the case of known topology, it is possible to implement this algorithm using a simple linear
programming, as outlined in Section 4. Thus, we only need to argue that the pairwise correlations
are estimated with accuracy O(ε/n2), which gives O(n4/ε2) sample complexity. In contrast, for
unknown topology, the algorithm is slightly more complicated, which is why we lose some additional
polynomial factors when trying to construct a topology with correlations close to the estimated ones.
This is outlined in Appendix D.

To the best of our knowledge, the only prior work that provided a polynomial time algorithm for
learning in total variation without any restrictions on the weights of the model was Cryan et al. (2001).
While they do not explicitly state the sample complexity required, it can be inferred from their proof
that at least Ω(n89/ε18) samples are necessary, though we note that their result is slightly more
general and holds for general trees with a binary alphabet; see Appendix D for a technical comparison
between our results. Meanwhile, information theoretically, it is well-known that Θ̃(n/ε2) samples are
sufficient and necessary for learning the joint distribution, both in the known and unknown topology
settings; for example, one can show this by modifying the arguments in Devroye et al. (2020);
Brustle et al. (2020); Koehler (2020). For completeness, we provide a sketch of these arguments in
Appendix E. While our work presents the best known efficient algorithm (runs in polynomial time), it
uses poly(n)/ε2 samples. It remains an open problem whether there exists an efficient algorithm that
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only uses O(n/ε2) samples or whether there exists a statistical-computational gap for the problem
at hand.

Remark 4 The seminar work of Berthet and Rigollet (2013) conjectured that there is a fundamental
gap between what is statistically required and what is achievable by computationally efficient
algorithms, in the context of the sparse PCA problem. Multiple follow-up works suggest that such a
gap is inherent to the problem (e.g. see d’Orsi et al. (2020); Choo and d’Orsi (2021); Ding et al.
(2023)) justify the computational hardness via average-case reductions (Brennan and Bresler, 2020),
sum-of-squares lower bounds (Raghavendra et al., 2018), or low-degree polynomial arguments
(Schramm and Wein, 2022). Many other well-studied problems involving the recovery of planted
signals also exhibit such a statistical-computational gap, e.g. tensor PCA, planted clique, etc.; see
(Hopkins et al., 2017; Barak et al., 2019; Kunisky et al., 2019; Brennan and Bresler, 2020) for more.

2. Related Work

A popular method for latent-tree estimation are tree-metric approaches, which rely on estimating the
pairwise correlations between any two leaves. For these algorithms, there is a vast theoretical analysis
which is largely focused on estimating the structure of the tree, namely, finding the set of edges E
(Felsenstein, 1973; Chang, 1996; Erdős et al., 1999; Huson et al., 1999; Csurös, 2002; Felsenstein,
2004; King et al., 2003; Daskalakis et al., 2006; Roch, 2006; Mossel, 2007; Gronau et al., 2008;
Roch, 2010; Roch and Sly, 2017). The results typically require some upper and lower bounds on the
edge-weights aij . Such bounds guarantee that the structure of the tree can be completely identified
from polynomially many samples. In contrast, Daskalakis et al. (2009) design an algorithm that
reconstructs as much of the true topology as possible, without assuming bounds on the edge-weights.
However, they do not provide any guarantee on the closeness of the learned distribution to the true
distribution. Another popular family of algorithms are likelihood-based methods (Felsenstein, 1981;
Yang, 1997; Stamatakis, 2006; Lee et al., 2006; Wang and Zhang, 2006; Truell et al., 2021), but their
convergence guarantees are barely understood (Zwiernik et al., 2017; Daskalakis et al., 2018, 2022).

Beyond trees, the general problem of latent graphical model estimation has received some
attention (Bresler et al., 2019; Bresler and Karzand, 2020; Moitra et al., 2021; Goel, 2019; Goel et al.,
2020). However, all these algorithms have time- and sample- complexity that is exponential in the
maximum degree of the graph. Also, Acharya et al. (2018) study testing of Bayesnets with latent
variables, but under the assumption that the c-components have constant size.

Another related line of work is that of estimating a tree from fully observable data, while
guaranteeing that the error is bounded in k-local-TV: this means that the output model is ε-close in
total variation to the true model in any marginal of k nodes (where k is considered small). While
the complexity of learning the full tree to ε total variation distance is Θ(n log n/ε2) (Daskalakis and
Pan, 2021; Koehler, 2020), the algorithm of Boix-Adsera et al. (2022) has a sample complexity of
O(log n · k222k/ε2) for learning in k-local TV. The preceding paper of Bresler and Karzand (2020)
obtained the same guarantee, however, they assume some upper bounds on the edge correlations θij .

3. Technical Contributions – Proof Sketch

We describe the main tools for the proofs of Theorem 1.
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3.1. Preliminaries

For the discussion, fix some tree T = (V,E). For any leaves i, j, let Pij denote the path connecting
them. Denote by θ any vector in [−1, 1]E whose entry θe denotes the correlation across the edge
e ∈ E. When we write α, α̂ etc., this corresponds to a vector in [−1, 1](

n
2), whose entries, αij are

indexed by two distinct leaves i ̸= j. In general α can be an arbitrary vector, yet, we say that α is
induced by some probability distribution on a tree T if it represents the pairwise correlations of the
leaves in some Ising model that is defined over the tree (i.e. if (1) holds for some edge-correlations
{θe}e∈E). Given a tree T , edge-correlations θ and x ∈ {−1, 1}n, denote by PrT,θ[x] the probability
that the leaves equal x under the Ising model defined by T and θ. We say that PrT,θ is the leaf
distribution over {−1, 1}n.

First, we define a pair of leaves i, j to be a cherry if they share their common neighbor (recall
that a leaf has only one neighbor). In other words, if one directs the edges from some internal node
to the leaves, i and j would share their parent.

3.2. An expression for the probability distribution on the leaves from Bresler and Karzand
(2020)

We describe a convenient closed-form expression for the probability distribution over the leaves of
the tree. To describe it, we begin with some definitions. Let S be a subset of the leaves of even
cardinality. Then, there is a unique3 way to partition S into |S|/2 pairs (x1, y1), . . . , (x|S|/2, y|S|/2)
such that the path connecting xi and yi is edge-disjoint from the path connecting xj and yj , for all
i ̸= j. This partitioning can be obtained by matching leaves that are closest to being a cherry (i.e.
siblings have highest precedence) repeatedly. For example, if we have S = {i, j, k, ℓ,m, p} in the
tree shown in Fig. 1, then we partition S into (i, ℓ), (j,m) and (k, p). The leaf distribution can be
described as the following multilinear function of x, whose coefficients, that are indexed by sets S of
even cardinality, rely on the aforementioned partitioning into pairs:

fT
x (α) := 2−n ·

∑
S⊆[n]

|S| even

αT
S

∏
i∈S

xi , where αT
S :=

|S|/2∏
i=1

αxiyi (2)

The following lemma, which is a special case of Theorem H.1 in Bresler and Karzand (2020), argues
that fT

x (α) is the leaf distribution, as a function of x (proof in Appendix A for completeness).

Lemma 5 (Bresler and Karzand (2020)) For any latent tree distribution with tree-topology T
whose pairwise correlations over the leaves equal α = (αij)i,j leaves. Then, the probability of any
configuration x = (x1, . . . , xn) ∈ {−1, 1}n on the leaves equals fT

x (α).

3.3. Technical tools for the tensorization of Theorem 1 (same topology)

We now utilize Theorem 5 to prove Theorem 1 (same topology). The total variation distance between
two distributions on the same topology T with induced weight-vectors α and α̂ is

∑
x |PrT,α[x]−

PrT,α̂[x]|/2 =
∑

x |fx(α) − fx(α̂)|/2, where T is omitted from fT
x for brevity. We would like to

bound the above expression, assuming that α and α̂ are close and this corresponds to showing some

3. The uniqueness holds if each internal node has degree 3 and this assumption is without loss of generality, as we explain
in Appendix A.
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Figure 1: Path removal (dashed edges are removed): In (a), we depict the graph obtained from T by
removing the path from i to j. In (b), we depict a removal of the quartet {i, k, ℓ,m}.

Lipschitzness properties on fx(α). For a vector α ∈ [−1, 1](
n
2), we say that α is induced by some

tree distribution, or that a tree distribution induces α, if there exists a topology T with leaves in [n]
and weights θij on the edges of T , such that for all pairs of leaves i, j (1) holds. We show that such a
Lipschitzness property holds in the neighborhood of a probability distribution. Namely, that if α is
induced by a tree distribution and we change one entry of α, then fx(α) does not change much:

Lemma 6 (Formal statement in Theorem 11) Suppose α ∈ [−1, 1](
n
2) is induced by some proba-

bility distribution on a tree T . Denote by α(ij) ∈ [−1, 1](
n
2) the vector that agrees with α everywhere,

except for pair of leaves ij, where α
(ij)
ij ̸= αij . Then,∑

x∈{−1,1}n
|fx(α)− fx(α

(ij))| ≤ |αij − α
(ij)
ij |

Proof [Proof sketch] Let θ denote the weight vector on the edges of T that induces the correlation-
vector α in accordance to (1), and let θ′ be the weight vector that is obtained from θ by replacing any
weight along the path from i to j with 0. Then, it can be shown that for all x ∈ {−1, 1}n, we have

|fx(α)− fx(α
(ij))|

|αij − α
(ij)
ij |

= Pr
T,θ′

[x]. (3)

In other words, the ratio above equals the probability of x in the distribution that is obtained from
PrT,θ by removing the path from i to j in T , as depicted in Fig. 1(a). Since the right hand side
represents a distribution over x, if we sum over x the result equals 1.

To bound the total variation between two weight vectors α and α̂, one would attempt to directly
apply Theorem 6 multiple times, each time substituting one entry of α with its corresponding entry of
α̂. However, in the process of transforming the vector one coordinate at a time, we may stumble upon
an intermediate weight vector α′ that is not induced by a probability distribution and so Theorem 6
does not apply. Hence, one has to prove an analogue of Theorem 6 for the case that α is close to
being induced by a distribution. Interestingly, this can be proved by an inductive application of
Theorem 6.

9
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3.4. Technical Tools for the tensorization of Theorem 1 (different topologies)

In this section, we aim to bound the total variation distance between a probability distribution defined
on a tree T with weights α and another defined on T̂ with weight α̂, under the assumptions that
the weights are ε-close: |αij − α̂ij | ≤ ε. To compare between two different topologies, we will
use the known fact that the topology on the nodes of a tree is completely determined by the set
of all subgraphs that are induced by four leaves (quartets), if all latent nodes have degree 3. The
idea is essentially the same as the one presented in Section 1.1, where it is argued that the pairwise
correlations of all leaves determine the distribution. The pairwise distances are used to find the
correct topology for each quartet. Then, using this information, we can identify which leaves are
cherries (since they will fall on the same side for each quartet that contains both of them) and then
proceed inductively to recover the entire topology. For more details, we refer the reader to Section
6.1 in Steel (2016).

Hence, in order to analyze the difference between two graphs, we can analyze the difference
between these subgraphs of 4 leaves. This is significantly easier to analyze since the subgraphs
contain only four nodes each. For this purpose, we introduce below some useful concepts, inspired
by the phylogenetics literature.

1

2

3

4

1

3

2

4

1

4

2

3

{(12)(34)}

{(13)(24)}

{(14)(23)}

(a) The 3 quartet possibilities

i v1 v2 v3 j

k ℓ m

i i i
Step 0 (T )

Step 1 (T 1) Step 2 (T 2) Step 3 (T 3)

K L M

(b)

Figure 2: (a) The three possible topologies for a quartet. In the first topology, {(12)(34)}, the path
from 1 to 2 does not intersect the path from 3 to 4. Further, α12α34 ≥ α13α24 = α14α23;
(b) The different positions of i in its movement across the tree towards j. Each position
corresponds to a different tree T i.

Definitions of a quartet. In the discussion below, we focus without loss of generality in the case
where αij ≥ 0 for all i, j. Similar claims can be made for arbitrary signs. We will use the notion of a
quartet of leaves: this is a collection of four leaves, {i, j, k, ℓ}. It is well known in the phylogenetics
literature that for every quartet there are 3 topologically distinct ways for these 4 leaves to connect
with each other, if we contract all the paths leading to other leaves in the tree. Depending on which
of the 3 ways we have, we say that the tree induces a topology for a specific quartet. We denote the
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three induced topologies by {(ij)(kℓ)}, {(ik)(jℓ)} and {(iℓ)(jk)}, where {(ij)(kℓ)} means that
the path Pij is edge disjoint from the path Pkℓ, and similarly for the other topologies, as depicted
in Fig. 2 (a). For a fixed quartet {i, j, k, l}, there are three quantities that determine the topology,
out of the three possibilities, and those are αijαkℓ, αikαjℓ and αiℓαjk. It is known that two of these
quantities are always equal and always smaller than the third, which determines the true topology:
if αijαkℓ is the largest then {(ij)(kℓ)} is the topology. If two trees induce a different topology for
a quartet, we say that the trees disagree on that quartet, otherwise we say that they agree on it. It
is known (Steel (2016)) that if two trees agree on all the quartets, then they should have the same
topology. Lastly, note that in the special case where leaves {i, j} form a cherry, the path Pij does not
share edges with the path between any two other leaves. This implies that the topology of {ijkℓ}
would necessarily be {(ij), (jℓ)} for any two other leaves k and ℓ.

For the analysis, we would like to quantify how sensitive is the topology of a quartet to changing
the weights. For any quartet {i, j, k, ℓ} and weight-vector α, define

∆ijkℓ(α) := max{αijαkℓ, αikαjℓ, αiℓαjk} −min{αijαkℓ, αikαjℓ, αiℓαjk}

(where the dependence on α is omitted for brevity). Recall from Section 1.1 that the topology of this
quartet is determined by the largest of these three products, while the other two smaller products are
identical. Notice that if ∥α− α̂∥∞ ≤ ε, then

|∆ijkℓ(α)−∆ijkℓ(α̂)| ≤ ε

Hence, it is easy to see that two trees T and T̂ , with ε-close weights α and α̂, may disagree only
on quartets where ∆ijkℓ(α) ≤ 2ε. On the other hand, it is clear that if ∆ijkℓ(α) is small, then it is
impossible for any algorithm to find the right topology for {i, j, k, l}. As we argue in the sequel,
making a mistake for the topology of these quartets only results in a small loss in TV.

General approach Recall from Section 3.3 that we transformed α into α̂ by replacing its values
one coordinate at a time for the case where T̂ = T . Here, we first fix α and transform T into T̂ . In
other words, we find a sequence of topologies T 1 = T, T 2, . . . , T k = T̂ that interpolates between T
and T̂ in a way that T i, T i+1 only differ in a small part of the graph. After transforming T into T̂ ,
we then substitute α with α̂.

Transforming one tree into the other. We now describe in more detail the sequence of local
moves from T to T̂ . Intuitively, the quartets are the analog of the pairwise distances in the fixed
topology setting, and so we will measure dissimilarity between trees by the number of quartets that
they disagree on. Thus, the goal is to produce a sequence of local topological changes that reduces
quartet disagreements between T and T̂ while ensuring that each consecutive pair of terms fT i

x and
fT i−1

x is close.
The sequence of moves starts by identifying two leaves i, j that are a cherry in T̂ but are not a

cherry in T (if one exists). Since i, j are not a cherry in T , there is a path connecting them, which
involves at least 2 other nodes, by definition of a cherry. Denote the path by Pij = v1− v2− · · · − vℓ
where v1 = i, vl = j and l ≥ 4. In the process of transforming T into T̂ , we select one of the two
nodes (according to some criterion), say it is i, and move it along the path Pij in T until it becomes a
cherry with j. The sequence involved with making i form a cherry with j is called an epoch. To be
more specific, the t-th step in this epoch involves cutting i from its current place, attaching a node in
the middle of edge (vt, vt+1) and connecting i to that node. After we do that, we also contract any
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potential paths of degree 2 nodes that were formed into a single edge. Thus, there is a total of l − 1
steps in the epoch to move i to j. The different steps of this epoch are shown in Fig. 2 (b), where we
can see the different positions of i.

When we are done moving i towards j, we will find a new pair to make a cherry and so on. If
T and T̂ agree on all cherries, we look for disagreements due to parents of cherries. Specifically,
suppose u, v are two parents of cherries that are siblings in T̂ but not in T . Then, we will move u to
become a sibling with v, which corresponds to an epoch. The idea for the movement is the same as
the one described for leaves, except now instead of cutting and pasting u, we cut an paste u together
with the subtree that hangs below u and has already been fixed by the algorithm. We then continue
this process for grandparents of cherries, and so on. When this process ends, T and T̂ are guaranteed
to be the same. For more details, see Algorithm 3.

Analyzing one step. Let us focus on the first epoch in the above process. We first notice that the
first step of the first epoch does not change the topology over the leaves. This is because after we cut
and paste i, we contract all paths of nodes of degree 2. This is clear from Fig. 2(b), where we can see
that in T 1, node v1 has degree 2 and will be contracted, yielding essentially the same topology as
T 0 = T .

Thus, we will analyze the second step, transforming T 1 into T 2 as shown in Fig. 2 (b). This
involves cutting i from the middle of edge (v1, v2) and pasting it in the middle of edge (v2, v3).
We will bound |fT 1

x (α)− fT 2

x (α)| in terms of the parameters ∆ijkℓ of the quartets that T 1 and T 2

disagree on:

Lemma 7 (Formal statement in Theorem 18) Let i, j be a cherry in T̂ but not in T and let T 1

and T 2 be the topologies defined by the procedure above (depicted in Fig. 2 (b)). Also, denote by U
the set of quartets where T 1 and T 2 disagree on. Then,∑

x∈{−1,1}n
|fT 1

x (α)− fT 2

x (α)| ≤
∑

{i,k,ℓ,m}∈U

∆ikℓm (4)

Proof [Proof sketch] Let θ denote the weight vector on the edges of T that induces the correlation-
vector α in accordance to (1). For a quartet of leaves {i, k, l,m}, let θiklm be the weight vector that
is obtained from θ by replacing the weight of any edge along the paths Pik, Pil, Pim, Pkl, Pkm, Plm

with 0. Then, it can be shown using the expression (2) that for all x ∈ {−1, 1}n, we have

|fT 1

x (α)− fT 2

x (α)| =
∑

{i,k,l,m}∈U

∆iklm(α) Pr
T,θi,k,l,m

[x]. (5)

In other words, the difference above equals a sum of terms, each one corresponding to the probability
of x in the distribution that is obtained from PrT,θ by removing all the paths of the quartet {i, k, l,m}
from T , as depicted in Fig. 1(b). Summing over x completes the proof.

Theorem 7 can be seen as an analogue of Theorem 6 but we have quartets instead of pairwise
distances. It shows a type of Lipschitzness of fT 1

x when we change the topology of some of the
quartets.

Next, we will bound the right hand side of (4). Essentially, since we know that T and T̂ disagree
on the quartets in U , then it should be the case that ∆iklm(α) is small, otherwise the algorithm would
be able to find the correct topology for these quartets. The next lemma formalizes this idea.

12



LEARNING AND TESTING LATENT-TREE ISING MODELS EFFICIENTLY

Lemma 8 (Formal statement in Theorem 19) Each term ∆ikℓm in the right hand side of (4) is
bounded by 2ε.

Proof [Proof sketch] Using a simple case analysis, it can be shown that the only quartets that can
change topology are those that contain i, some k ∈ K, some ℓ ∈ L and some m ∈ M ∪ {j} (see
Fig. 2 (b)). The quartet topology is {(ik)(ℓm)} in T 1 and {(im)(kℓ)} in T 2 and we would like to
argue that ∆ikℓm ≤ 2ε. First, let us assume that m = j. Then, the topology of {i, k, l,m} in T 1

equals that of T , since T and T 1 share the same leaf topology, while the quartet topology of T 2

equals that of T̂ : indeed, the topology of T̂ is {(ij)(kℓ)} since (i, j) is a cherry in T̂ , as assumed in
the algorithm and this is also the topology in T 2. In particular, since the topology in T 1 is different
than that in T 2, then the topology in T is different than that in T̂ . As explained after the definition
of ∆ikℓm above, this implies that ∆ikℓm(α) ≤ 2ε. In particular, this provides a bound on ∆ikℓm as
required. The case that j ̸= m is more complicated and it relies on the fact that i can be selected
such that ∆ikℓm ≤ ∆jkℓm and considering the quartet (j, k, ℓ,m).

Completing the proof After ensuring that the move described in Theorem 7 incurs a small loss,
the natural next step is to repeatedly apply a variant of Theorem 7 for each other step of the sequence
and obtain a bound for |fT

x (α) − f T̂
x (α)|, using the triangle inequality. We would like to analyze

the total loss incurred in all the steps. We divide these steps into rounds, where in the first round we
move leaves, in the second round we move parents of leaves etc. The number of rounds is bounded
by the diameter D of T̂ . We can show that in each round, every quartet changes topology at most 4
times. Furthermore, in the general variant of Theorem 8 that corresponds to a movement of a subtree
(rather than a leaf), ε is replaced with nε. Since there are at most

(
n
4

)
quartets, the total loss incurred

in TV during all these steps is O(Dn5ε).

4. Algorithm

Algorithm 1 Learn a tree-structured distribution with a known topology
Input :An unweighted tree T = (V,E) with leaf labels {1, . . . , n}, tolerance parameter η > 0,

and {α̂ij}i,j∈{1,...,n}, i ̸=j such that |α∗
ij − α̂ij | ≤ η

Output :Weight θkℓ for each edge {k, ℓ} ∈ E
1 Let {wkℓ}{k,ℓ}∈E be any solution satisfying the following linear constraints:

log(α̂ij − η) ≤
∑

{k,ℓ}∈path(i,j)wkℓ ≤ log(α̂ij + η) for all leaves i ̸= j

wkℓ ≤ 0 for all edges {k, ℓ}
(6)

2 For each edge {k, ℓ} ∈ E, set θkℓ ← ewkℓ .
3 return {θkℓ}{k,ℓ}∈E

We describe the algorithms of Theorem 3 both for the case that the tree topology is known and
when it is unknown, given m samples (x11, . . . x

1
n), . . . , (x

m
1 , . . . , xmn ) ∈ {−1, 1}n. Both algorithms

first estimate the covariance between any two leaves from samples, setting α̂ij = 1
m

∑m
ℓ=1 x

ℓ
ix

ℓ
j .

We note that by Chernoff-Hoeffding and a union bound, with probability at least 1 − δ ∀i ̸=
j : |α̂ij − α∗

ij | ≤ η :=
√
2 log(n2/δ)/m. Given such estimates on the covariance, our algorithms

13



DAGAN DASKALAKIS KANDIROS CHOO

will find some weighted tree whose correlations αij between the leaves are close to the estimated
correlations α̂ij . By the triangle inequality, the correlations of the estimated tree are close to the true
correlations and the result will follow by applying Theorem 1.

Known tree topology. We describe an algorithm that learns the weights of a fixed tree, given the
estimated correlations α̂ij . From the previous discussion, we can assume that all these estimations
are accurate up to an additive error of η =

√
2 log(n2/δ)/m. For simplicity, we will assume that the

edge weights θ∗kl are non-negative, which implies that α∗
ij ≥ 0 for all i, j. In Appendix B.2, we show

how this technique can be modified to handle arbitrary signs.
We will construct a linear program that finds weights θkℓ ≥ 0 on the edges (k, ℓ) ∈ E. The

variables of the linear program are (wkℓ)(k,ℓ)∈E and they signify wkℓ = log θkℓ. We would like our
output to satisfy the following constraints: (1) θkℓ ∈ [0, 1], which can be rewritten as wkℓ ≤ 0; and (2)
For any leaves i, j, α̂ij − η ≤ αij ≤ α̂ij + η. If we take log and substitute αij =

∏
(k,l)∈path(i,j) θkℓ

according to (1), we get the linear constraints described in (6) (while using the convention log x =
−∞ for x ≤ 0). This yields a linear program for finding the logarithms of the weights of the tree,
and we can obtain weights for the tree by exponentiation of these log-values.

Algorithm 2 Learn a tree-structured distribution with an unknown topology
Input :Leaf correlation estimates {α̂ij}i,j∈{1,...,n}, i ̸=j and parameters η′, ξ, δ > 0.
Output :A weighted forest F

1 Let F be the forest output by the algorithm of Daskalakis et al. (2009) when given weights {α̂ij}i ̸=j

and parameters ξ, δ > 0 as input.
2 For each T = (V,E) ∈ F , run Algorithm 1 with T , η′, and α̂i,j to obtain weights {θkℓ}{k,ℓ}∈E .
3 For each T = (V,E) ∈ F , set tree edge weights to {θkℓ}{k,ℓ}∈E .
4 return F

Unknown tree topology. If we do not know the tree structure, we use the algorithm of Daskalakis
et al. (2011) that, given approximations α̂ij of the correlations between the leaves, finds a forest that
shares multiple properties with the original tree. Then, for any tree in this forest, we compute weights
on the edges, using Algorithm 1 and return the weighted forest, as summarized in Algorithm 2.
To analyze this algorithm, we perform a series of careful contractions and deletions of edges, that
transform this forest into one where each subtree has exactly the same topology as the one induced
by the true tree on that particular subset of leaves. Then, crucially, we use the analysis for the known
topology setting, to bound the difference in total variation between learned marginal distribution over
the leaves of each subtree and the true marginal distribution. For details, see Appendix D.
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Appendix A. A formula for the leaf distribution from Bresler and Karzand (2020)

Suppose we have a tree Ising model T . We show how we can convert it into another Ising model
T ′, such that T ′ has latent nodes of degree exactly 3 and the leaf distributions of T and T ′ are the
same. Indeed, suppose i is a latent node of degree 2. Let u, v be the neighbors of i in T . Then, we
can delete i in T ′ and replace the edges (i, u), (i, v) with the edge (u, v) with θuv = θiuθiv. If xu, xv
and x′u, x

′
v denote the random variables of leaves u, v in T and T ′, respectively, then it is clear that

E[xuxv] = E[xux2ixv] = E[xuxixvxi] = E[xuxi]E[xvxi] = θuiθvi = E[x′ux′v]

Thus, the distribution of the pair xu, xv doesn’t change from this local change. By the Markov
property, this implies that the distribution of leaves also doesn’t change. We can apply this procedure
succesively to eliminate all nodes with degree 2.

Now, suppose there is a latent node r in T with degree k > 3. Let u1, . . . , uk be the neighbors
of i in T . We delete r and introduce two nodes s, t which are connected by an edge (s, t) with
θst = 1. We connect u1, u2 to s with the same edge weights as u1, u2 had with r. Lastly, we connect
u3, . . . , uk to t with same edge weights as before. Clearly, the topology is still a tree, and xs = xt
always, since θst = 1. Thus, xs, xt have the same value that xr had in T , and so the distribution of
the leaves does not change. Furthermore, xs has degree 3 and xt has degree k − 1. Thus, we can
apply this procedure successively until all nodes have degree 3. The final tree that we obtain is T ′,
and we just argued that it has the same leaf distribution and all latent nodes have degree 3. Thus,
from now on we will make the implicit assumption that all internal nodes have degree 3.

Next, we introduce some convenient notation. Let S be a subset of the leaves of even cardinality.
Then, there is a natural way to partition the leaves in S in |S|/2 pairs using the following criterion:
each leaf i in S is matched with its closest relative in S in the tree. Yet, to be more exact, we say
that a matching of S is a closest relative matching if for any two distinct pairs (i, j) and (k, ℓ) in the
matching, the path from i to j does not intersect the path from k to ℓ. An example of such a matching
is given in Figure 4. In the following proposition, we prove that there is a unique such matching, and
use this matching to find an expression to the leaf distribution of an Ising model:

Lemma 9 Let x1, . . . , xn denote the values over the n leaves of a tree T with pairwise correlations
α ∈ [−1, 1](

n
2). Then, the following holds:

• Any subset S ⊆ [n] of even cardinality has a unique closest relative matching.

• Define for any subset S ⊆ [n] of even cardinality

αS :=

|S|/2∏
k=1

αikjk

where (i1, j1), . . . , (i|S|/2−1, j|S|/2−1) are the pairs in the closest relative matching. Then, we
have

Pr[x1, . . . , xn] =

∑
even subsets S ⊆ [n] αS

∏
i∈S xi

2n
(7)

Proof Recall that we can assume that there are no nodes of degree 2 (otherwise, we can contract
maximal paths of degree-2 nodes and replace them by a single edge whose weight is the product
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of all edges in the path. This does not change the leaf distribution.) We will prove both statements
together by induction. We will focus on the proof for the probability expression, and the uniqueness
of the matching will come as a by-product. The base case considers either 0, 1 or 2 leaves, and
follows trivially. For the induction step, suppose the claim is true for all trees having at most n− 1
leaves. Let T be a tree with n leaves. We are interested in the probability Pr[x1, . . . , xn] of the
leaves taking some specific values. First of all, since T is assumed to contain no nodes of degree 2,
we know that there exists at least one cherry, i.e. a pair of leaves that share their parent. Also, without
loss of generality, suppose that leaves n − 1 and n form a cherry and denote by p their common
parent in the tree. Lastly, denote by θ(p,n−1) and θ(p,n) the weights of the edges (p, n− 1) and (p, n)
respectively. Then, we know that xn, xn−1 are conditionally independent from the rest of the tree
conditioned on yp, where yp denotes the value of node p. Thus, we can write

Pr[x1, . . . , xn] = Pr[x1, . . . , xn−2, yp = 1]Pr[xn−1, xn | yp = 1]

+ Pr[x1, . . . , xn−2, yp = −1] Pr[xn−1, xn | yp = −1]

Now, notice that we can view the nodes 1, . . . , n − 2, p as the leaves of a tree T ′ which is simply
T after deleting leaves n − 1 and n and the edges (n − 1, p) and (n, p). Hence, we can apply
the induction hypothesis on the distribution of x1, . . . , xn−2, yp. Recall that the expression for the
probability distribution is a function of the expressions αS of all the even subsets S of the leaves.
Hence, we would like to compare the coefficients αS between the distribution over x1, . . . , xn and
the distribution over x1, . . . , xn−2, yp that is used for the induction hypothesis. In order for such a
comparison to be possible, we divide the collections of even subsets of the leaves of T and T ′ into
categories. We start with the leaves of tree T . Denote by S the set of all even subsets of the set of
leaves {1, . . . , n}. Clearly, we can partition S into 4 disjoint subsets:

S−− := {even subsets of [n] not containing neither n− 1 nor n}
S+− := {even subsets of [n] containing n− 1 but not containing n}
S−+ := {even subsets of [n] not containing n− 1 but containing n}
S++ := {even subsets of [n] containing both n− 1 and n}

Similarly, we define analogues to be applied on the distribution that is used in the induction hypothesis.
In particular, define byR the collection of all even subsets of [n− 2] ∪ {p}. We can also partitionR
into the following subsets:

R− := {even subsets of [n− 2] ∪ {p} not containing p}
R+ := {even subsets of [n− 2] ∪ {p} containing p}

While applying the induction hypothesis, once computing Pr[x1, . . . , xn] we will split the sum in (7)
into four sums over the different subsets of S that were defined above. Similarly, while computing
Pr[x1, . . . , xn−2, yp] we will split the sum into terms corresponding toR− andR+. In order to be
able to compare between these two sums, we will map each of the four subsets of S to a subset ofR.

First, note that S−− = R− since both equal the collection of even subsets of [n − 2]. Hence,
it follows by induction hypothesis that the sets S ∈ S−− have a unique closest relative matching.
Further, ∑

S∈S−−

∏
i∈S

xiαS =
∑

S∈R−

∏
i∈S

xiαS .
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Next, notice that there is a bijection between S++ and R−, which takes any S ∈ S++ to
S \ {n− 1, n}. We use this to prove that there exists a closest-relative matching for any S ∈ S++.
Indeed, we can match n− 1 with n and then match S \ {n− 1, n}. This is possible by induction
hypothesis. Further, this matching is unique. This is true because any such matching must match
n − 1 with n, and the matching in S \ {n − 1, n} is unique by induction hypothesis. Using this
bijection between the matchings of S++ andR−, we derive that∑

S∈S++

∏
i∈S

xiαS = xn−1xnαn−1,n

∑
S∈R−

∏
i∈S

xiαS .

Further, notice that there is a bijection between S+− and R+, which takes S ∈ S+− to S \
{n− 1} ∪ {p}. Further, to argue that each S ∈ S+− contains a unique closest-relative matching, it
is easy to see that there is a one-to-one correspondence between the closest-relative matchings of
S \ {n− 1} ∪ {p} and that of S. Indeed, for any closest-relative matching of S \ {n− 1} ∪ {p}, we
can obtain a closest relative matching of S by replacing p with n− 1, and vice versa. Notice that the
path from n− 1 to any other vertex can be obtained from the path from p to that vertex by adding the
edge (n− 1, p) in the beginning. Hence, for any leaf i we have αn−1,i = θn−1,pαp,i. In particular,
this implies that αS = θn−1,pαS\{n−1}∪{p}. Summing over S ∈ S+−, we get∑

S∈S+−

∏
i∈S

xiαS = xn−1θn−1,p

∑
S∈R+

∏
i∈S\{p}

xiαS .

Similarly, the sets S ∈ S−+ also have a unique closest-relative matching, and∑
S∈S−+

∏
i∈S

xiαS = xnθn,p
∑

S∈R+

∏
i∈S\{p}

xiαS .

Using the above expressions, we can complete the proof, using the induction hypothesis:

Pr[x1, . . . , xn] = Pr[x1, . . . , xn−2, yp = 1]Pr[xn−1, xn|yp = 1]

+ Pr[x1, . . . , xn−2, yp = −1] Pr[xn−1, xn|yp = −1]

=

∑
S∈R−

∏
i∈S xiαS +

∑
S∈R+

∏
i∈S\{p} xiαS

2n−1

1 + xnθn,p
2

1 + xn−1θn−1,p

2

+

∑
S∈R−

∏
i∈S xiαS −

∑
S∈R+

∏
i∈S\{p} xiαS

2n−1

1− xnθn,p
2

1− xn−1θn−1,p

2

=

∑
S∈R−

∏
i∈S xiαS + xnxn−1θn,pθn−1,p

∑
S∈R−

∏
i∈S xiαS

2n

+
xnθn,p

∑
S∈R+

∏
i∈S\{p} xiαS + xn−1θn−1,p

∑
S∈R+

∏
i∈S\{p} xiαS

2n

=

∑
S∈S−−

∏
i∈S xiαS +

∑
S∈S++

∏
i∈S xiαS +

∑
S∈S−+

∏
i∈S xiαS +

∑
S∈S+−

∏
i∈S xiαS

2n

=

∑
S∈S

∏
i∈S xiαS

2n
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Appendix B. Proof of Theorem 1 (Same topology) and Theorem 3 (Known topology)

B.1. Proof of Theorem 1 (Same Topology)

In this Section, we provide the proof for bounding the TV distance between two models with the
same topology (Theorem 1). This argument immediately implies an algorithm for TV-learning using
O(n4/ε2) samples from the leaves.

We first restate Theorem 1 for the same topology with a bit more detail.

Theorem 10 Let T be a tree and α, α̂ ∈ [−1, 1](
n
2) be two tree metrics on T . Suppose ∥α−α̂∥∞ ≤ ε,

for some ε > 0. Let µ, µ̂ be the corresponding distribution on the leaves of T with metric α, α̂
respectively. Then,

TV (µ, µ̂) ≤ 2n2ε

To start, let T be a tree with n leaves. We will refer to the leaf set as [n], so each number
corresponds to one leaf. We define for each x ∈ {−1, 1}n and for each tree topology T a function
fT
x : [−1, 1](

n
2) 7→ R as

fT
x (α) :=

∑
even subsets S ⊆ [n] α

T
S

∏
i∈S xi

2n
(8)

Notice the similarity of this expression with the probability distribution of the leaves. However, this is
a multilinear function that is defined for any vector α ∈ [−1, 1](

n
2), which might not necessarily arise

from a tree metric on the leaves. This motivates the following definition. For a vector α ∈ [−1, 1](
n
2),

we say that α is induced by a metric in T if there exists an assignment θe of weights for each edge e
of T , such that for all leaves i, j

αij =
∏
e∈Pij

θe

In that case, we will refer to α as a tree metric on T . Now, bounding TV (µ, µ̂) essentially amounts
to bounding ∑

x∈{−1,1}n
|µ(x)− µ̂(x)| =

∑
x∈{−1,1}n

|fx(α)− fx(α̂)|

Thus, the problem amounts to bounding the Lipschitzness of fx. We will bound this quantity by
substituting one by one the coordinates of α with α̂. We first introduce some relevant definitions.
We will need a total ordering of the pairs (i, j) of leaves. The precise ordering doesn’t matter, but
for simplicity let’s say we pick the lexicographic order. This means that (i, j) < (k, l) if and only
if i < k or i = k and j < l. We use the notation (i, j) ≤ (k, l) as a substitute for (i, j) < (k, l) or
(i, j) = (k, l). Suppose we order all pairs of leaves in lexicographic order. Then, we denote the t-th
pair in this order as (it, jt). For each 0 ≤ t ≤

(
n
2

)
, we define the vector αt ∈ [−1, 1](

n
2) as

αt
kl =

{
α̂kl , if (k, l) ≤ (it, jt)
αkl , otherwise

For t = 0, the convention is that αt = α. Notice that α(
n
2) = α̂. Also, denote T \ {i, j} the topology

that is obtained from T if we remove all edges on the path Pij from T .
We first prove a Lemma about what happens to the expression of fT

x (α) if we change exactly
one coordinate of α. This is a purely combinatorial statement that relies on the structure of the
coefficients αS .
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Lemma 11 Let T be a tree and i, j two leaves of T . Also, let α, β ∈ [−1, 1](
n
2) such that αkl = βkl

if (k, l) ̸= (i, j). Let γ ∈ [−1, 1](
n
2) be defined as follows

γkl =

{
0 , if Pij and Pkl have common edges
αkl , otherwise

Then,
fT
x (α)− fT

x (β) = xixj(αij − βij)f
T\{i,j}
x (γ) (9)

Proof We have

fT
x (α)− fT

x (β) =

∑
even subsets S ⊆ [n]

(
αT
S − βT

S

)∏
i∈S xi

2n

We first notice that if {i, j} is not a subset of S, then αij , βij will not appear in αT
S , β

T
S respectively.

This means that αT
S = βT

S , since α, β agree on the rest of the coordinates. Hence, we focus on the
collection of subsets

S1 := {S ⊆ [n] : {i, j} ⊆ S and |S| even}

Suppose v0 = i, v1, . . . , vk = j is the path connecting i, j in T . Since each non-leaf node has degree
3, each one of the nodes v1, . . . , vk−1 has exactly one other neighbor outside of the path. We can
view this as each vi being the root of some subtree Ti that starts from the neighbor of vi that is outside
of the path. Let Ai be the set of leaves on subtree Ti. Notice that the sets Ai partition [n] \ {i, j}.
Figure 3 depicts these sets of leaves along the path.

v0

v0 = i

v1 v2 vk−1 vk

vk = j

. . .

A1 A2 Ak−1

T1 T2 Tk−1

. . .

Figure 3: The figure shows the path connecting i to j and the subtrees that will become connected
components if we remove this path from the graph.

We now want to determine which elements of the family S1 of subsets gives different coefficients
for α, β. We first show that if for some S ∈ S1 we have |S∩Ar| being odd for some 0 < r < k, then
αT
S = βT

S . The reason is the following: suppose there exists r0 with |S ∩Ar0 | being odd. Suppose
also without loss of generality that this is the smallest r for which this property holds. This means
that for r < r0 we have |S ∩Ar| is even. Thus, by the matching process described in Section A, it
is clear that for each r < r0, the leaves in S ∩ Ar will be matched in pairs inside the tree Tr and
not with some leaves outside of the tree. Also, since |S ∩Ar0 | is odd, the leaves in S ∩Ar0 will be
matched with each other, except one leaf, call it w, which will be left unmatched. Then, the matching
process dictates that w should be matched with i. Hence, i will not be matched with j for this subset
S. An example of this situation can be seen in Figure 4.
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v2 jv1i

1 2 3

4 5

A1 A2

Figure 4: In this example, we have the subset S = {i, j, 1, 2, 3, 4}. Notice that |S ∩A1|, |S ∩A2|
are even. Clearly, the closest relative matching is (i, j), (1, 2), (3, 4). If we had the set
S′ = {i, 1, 3, j}, then the matching would be (i, 1), (3, j).

Hence, in αT
S we will have the factor αiw instead of αij . This means that αij does not appear in

αT
S and similarly βij does not appear in βT

S . But this implies that αT
S = βT

S , since α, β agree on all
the other coordinates. This proves our claim.

Hence, if we define the set

S2 := {{i, j} ∪
(
∪k−1
r=1Sr

)
: Sr ⊆ Ar, |Sr| even, for all r}

then
fT
x (α)− fT

x (β) =
1

2n

∑
S∈S2

(
αT
S − βT

S

)∏
i∈S

xi

Since Sr has an even number of leaves, they will be matched inside tree Tr, regardless of the topology
of the rest of the tree. This leaves i, j, which will be matched together. This enables us to write

αS = αij

k−1∏
r=1

αTr
Sr

, βS = βij

k−1∏
r=1

αTr
Sr

The reason we wrote αSr in the expression of βS is that α, β agree on all coordinates other than ij.
Hence,

fT
x (α)− fT

x (β) = (αij − βij)xixj


1

4

k−1∏
r=1

1

2|Ar|

∑
Sr⊆Ar,|Sr|even

αTr
Sr

∏
u∈Sr

xu︸ ︷︷ ︸
fTr
xAr

(α)


= (αij − βij)xixjf

T\{i,j}
x (γ)
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Let us explain the last equality. The r-th element in this product corresponds to the expression of the
probability distribution on the leaves Ar of the subtree Tr, with pairwise correlations that are given
by α (we are slightly abusing notation when we pass α as an argument in fTr

x , since it is the vector
of pairwise correlations for the whole tree). Hence, the product of these terms is the expression of a
product probability distribution over the subsets Ar and i, j being independent from everyone else
(this is the 1/4 term). This is exactly the expression of the distribution on T \ {i, j} with correlations
given by α, except for pairs of leaves that belong to different subtrees, which have correlation 0. This
is exactly how we defined γ, hence the result follows.

Lemma 11 tells us how much fx changes when we change one coordinate, corresponding to
some pair (i, j). Hence, our efforts will now be focused on bounding the expression on the RHS
of (9). If this expression corresponds to a distribution on T \ {i, j}, then this term can easily be
bounded. However, as we will see, that will not always be the case and we need to be more careful.
The following Lemma contains the Lipschitzness property that we would like to prove.

Lemma 12 Let T be a tree and α, α̂ ∈ [−1, 1](
n
2), where α is a metric on T . Suppose that

∥α− α̂∥∞ ≤ ε/(2n2), where ε ∈ (0, 1). Then, for any t ≥ 1∑
x∈{−1,1}n

∣∣fT
x (α

t)− fT
x (α

t−1)
∣∣ ≤ ε

n2
(10)

Proof We will prove (10) via induction on t. First, we define for all s, t ≤
(
n
2

)
the vector

γt,skl =

{
0 , if Pitjt and Pkl have common edges
αs
kl , otherwise

The base case t = 1 corresponds to the pair of leaves (1, 2). Since α1 and α0 = α differ only in the
pair (1, 2), by Lemma 11 we have

∑
x∈{−1,1}n

∣∣fT
x (α

1)− fT
x (α)

∣∣ ≤ |α12 − α̂12|
∑

x∈{−1,1}n

∣∣∣fT\{1,2}
x (γ1,0)

∣∣∣
Now, we notice that fT\{1,2}

x (γ1,0) is actually the probability distribution on T that results from α if
we set θe = 0 for all e ∈ P12. Hence, we can remove the absolute value and get

∑
x∈{−1,1}n

∣∣fT
x (α

1)− fT
x (α)

∣∣ ≤ |α12 − α̂12|
∑

x∈{−1,1}n
fT\{1,2}
x (γ1,0) = |α12 − α̂12| ≤

ε

2n2

Hence, the base case of the induction is proven.
Now, suppose we have proved the claim for all t′ < t.
By applying Lemma 11, we again obtain∑

x∈{−1,1}n

∣∣fT
x (α

t)− fT
x (α

t−1)
∣∣ ≤ |αitjt − α̂itjt |

∑
x∈{−1,1}n

∣∣∣fT\{it,jt}
x (γt,t−1)

∣∣∣ (11)
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Now, the problem is that γt,s contains some coordinates of α and some coordinates of α̂. As a result,
the expression fT

x (γ
t) is not necessarily a probability distribution anymore. We will try to relate this

quantity to a true distribution.
Essentially, γt,s is the same as αs, except for pairs of leaves that belong to different components

of T \ {it, jt}. Now, we can write

∑
x∈{−1,1}n

∣∣∣fT\{it,jt}
x (γt,s)

∣∣∣
≤

∑
x∈{−1,1}n

∣∣∣fT\{it,jt}
x (γt,0)

∣∣∣+ t−1∑
s=1

∑
x∈{−1,1}n

∣∣∣fT\{it,jt}
x (γt,s)− fT\{it,jt}

x (γt,s−1)
∣∣∣

First of all, we notice that the expression f
T\{it,jt}
x (γt,0) is the expression of a probability distribution

on T , which is obtained from α by setting θe = 0 for all edges e ∈ Pitjt . Hence, the first term of the
RHS sums up to 1. As for the second sum, each term of the outer sum has exactly the form of (10),
where the starting α is γt,0 and we have substituted at most t− 1 with α̂, since s ≤ t− 1. Hence, we
can apply the inductive assumption to get

t−1∑
s=1

∑
x∈{−1,1}n

∣∣∣fT\{it,jt}
x (γt,s)− fT\{it,jt}

x (γt,s−1)
∣∣∣ ≤ (t− 1)

ε

n2
≤ ε

since t ≤
(
n
2

)
≤ n2. Overall, this gives∑

x∈{−1,1}n

∣∣∣fT\{it,jt}
x (γt,s)

∣∣∣ ≤ 1 + ε

Now, plugging this in (11) gives us∑
x∈{−1,1}n

∣∣fT
x (α

t)− fT
x (α

t−1)
∣∣ ≤ |αitjt − α̂itjt |(1 + ε) ≤ ε

n2

since ε < 1. Thus, the inductive step is complete and the claim is proved.

We are now ready to prove Theorem 10.
Proof [Proof of Theorem 10] Let ε′ = 2n2ε. We divide into cases.

Case 1: Suppose ε′ < 1. Then, Lemma 12 applies and we get

TV (µ, µ̂) =
∑

x∈{−1,1}n

∣∣fT
x (α)− fT

x (α̂)
∣∣ ≤ (n2)∑

t=1

∑
x∈{−1,1}n

∣∣fT
x (α

t)− fT
x (α

t−1)
∣∣

≤
(n2)∑
t=1

ε′

n2
≤ ε′ = 2n2ε
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Case 2: Suppose ε′ ≥ 1. This means that

TV (µ, µ̂) ≤ 1 ≤ 2n2ε

so the claim is trivial in that case.

B.2. Proof of Theorem 3 (Known Topology)

We can now also conclude the proof of Theorem 3 for known topology, which we sketched in earlier
Sections.
Proof [Proof of Theorem 3 (Known topology)] Let α ∈ [−1, 1]n denote the vector of correlations of
leaves in the model we are trying to learn and µ denote the distribution on the leaves for this model.
Let us consider the sample mean obtained from m independent samples x(1), . . . , x(m).

α̂ij =

m∑
k=1

x
(k)
i x

(k)
j

m

By standard Chernoff bounds, we know that with probability at least 1− δ, for all leaves i, j

|αij − α̂ij | ≤
√

2 log(n2/δ)

m
:= η (12)

We run Algorithm 1 with this η parameter.
First, we claim that the LP that Algorithm 1 solves has a feasible solution for this choice of η. To

show that, we will construct a feasible solution of the program. If θ ∈ [−1, 1]|E| is the vector of the
edge weights of the model we are trying to learn, then for all leaves i, j

αij =
∏

(k,l)∈Pij

θkl

This implies that
|αij | =

∏
(k,l)∈Pij

|θkl|

Thus, if we set wkl = ln |θkl| for all edges (k, l), we have that

∑
(k,l)∈Pi,j

wkl = ln

 ∏
(k,l)∈Pij

|θkl|

 = log |αij |

We know that with probability at least 1− δ

||αij | − |α̂ij || ≤ |αij − α̂ij | ≤ η

which implies by the previous observations that

log(|α̂ij | − η) ≤
∑

(k,l)∈Pi,j

wkl ≤ log(|α̂ij |+ η)
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Hence, the inequality constraint for feasibility is satisfied. Hence, this is a feasible solution for
the program.

Let θ̃kl be the edge weights that are returned by the LP and α̃ ∈ [0, 1](
n
2) be the pairwise

correlations that are induced by these weights. We need to figure out the correct signs for each θkl.
Let skl ∈ {−1, 1} be a sign variable for each edge (k, l). Also, let s(α)ij ∈ {−1, 1} be the sign of
αij and likewise define s(αij). If we find an assignment of the skl variables such that∏

(k,l)∈Pij

skl = s(αij)

for all pairs i, j, then it follows that∣∣∣∣∣∣
∏

(k,l)∈Pij

sklθ̃kl − αij

∣∣∣∣∣∣ =
∣∣∣∣∣∣
∏

(k,l)∈Pij

skl
∏

(k,l)∈Pij

θ̃kl − s(αij)|αij |

∣∣∣∣∣∣ =
∣∣∣∣∣∣
∏

(k,l)∈Pij

θ̃kl − |αij |

∣∣∣∣∣∣ ≤ η

(13)
Thus, we will now focus on finding such skl and the output of the algorithm will be θkl = sklθ̃kl.
First of all, we need a way to figure out s(αij) for all i, j. Let U = {(i, j) : |α̂ij | > η}. By the
approximation guarantee |αij − α̂ij | < η, we conclude that for all (i, j) ∈ U , s(αij) = s(α̂ij).
Hence, we build up the system of equations∏

(k,l)∈Pij

skl = s(α̂ij) for all (i, j) ∈ U (14)

This can be viewed as a system of linear equations in F2, which is the field with 2 elements. Hence,
we can use the standard Gaussian elimination algorithm to solve it. Since s(α̂ij) = s(αij) for all
(i, j) ∈ U , we know that this system has at least one solution, namely setting skl to be the sign of θkl
in the true model. Let s̃ be the solution that is returned by the Gaussian elimination algorithm. There
might be many solutions, since it’s possible that the system is underdetermined, which could be
cause by the absence of some equations for (i, j) /∈ U . But in any case, we know that s̃ satisfies (14).

Now, we set θkl = s̃klθ̃kl and let α ∈ [−1, 1](
n
2) be the correlations that are induced by θ,

namely αij = α̃ij
∏

(k,l)∈Pij
skl. If (i, j) ∈ U , then (14) holds, which means that by (13) we have

|αij − αij | ≤ η. If (i, j) /∈ U , then |α̂ij | ≤ η implies |αij | ≤ 2η and |α̃ij | = |αij | ≤ 2η. Thus,
|αij − αij | ≤ 4η.

Next, we argue about the TV distance between the distribution µ that is induced on the leaves by
the output α of the algorithm and µ. We just proved that for all i, j

|αij − αij | ≤ 4η

We can then apply Theorem 10, which gives

TV (µ, µ̃) ≤ 8n2η = 8n2

√
2 log(n2/δ)

m

To make this quantity smaller than ε, we need

m = Θ

(
n4 log(n/δ)

ε2

)
samples.
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Appendix C. Proof of Theorem 1 (Different topologies)

Let us start with some definitions. Let T be a tree with n leaves and where all non-leaf nodes have
degree 3. For a vector α ∈ [−1, 1](

n
2), we say that α is induced by a metric in T if there exists an

assignment θe ∈ [−1, 1] of weights for each edge e of T , such that for all leaves i, j

αij =
∏
e∈Pij

θe

If µ is the distribution of the leaves of T when the vector of pairwise distances between leaves is α,
we say that µ is specified by the pair (T, α). For an even subset S ⊆ [n], we denote αT

S the coefficient
of
∏

i∈S xi in the Fourier expansion of the probability distribution on a tree T . In this Section, we
prove the following Theorem, which is a restatement of Theorem 1 (different topologies).

Theorem 13 Let T, T̂ denote the topologies of two trees with n leaves, where each non-leaf node
has degree 3. Let α, α̂ ∈ [−1, 1](

n
2) denote vectors of pairwise distances that are induced by some

tree metric on T and T̂ , respectively. Let also µ̂ be the distribution that is induced on the leaves by
(T̂ , α̂) and µ the one induced by (T, α). Finally, let D be the minimum diameter of T, T̂ . Suppose
that for all leaves i ̸= j we have that |αij − α̂ij | ≤ ε. Then,

TV (µ, µ̂) ≤ Cn5Dε (15)

where C is an absolute constant.

For four leaves i, j, k, l, we will denote a quartet of leaves by {i, j, k, l} when we do not wish
to specify their relative placement. The following fact is folklore: if we contract all edges that do
not belong to some path between two leaves in the quartet, then we might end up with one of three
possible topologies. We call this the topology of the quartet {i, j, k, l}. The 3 topologies are shown
in Fig. 5. For example, if we are in the first topology, we write {(12)(34)} to denote that fact. We
might refer to the quartet as either {1, 2, 3, 4} of {(12)(34)}, depending on whether we want to
highlight the topology of the quartet or not.

1

2

3

4

1

3

2

4

1

4

2

3

Possibility 1: {(12)(34)} Possibility 2: {(13)(24)} Possibility 3: {(14)(23)}

Figure 5: The three possible topologies for a quartet. In Possibility 1, the path from 1 to 2 does not
intersect the path from 3 to 4. Further, α12α34 ≥ α13α24 = α14α23 (and similarly for
Possibilities 2 and 3).

As explained in Fig. 5, what distinguishes the topology is the relative order between the products
α12α34, α13α24, α14α23. When α is induced by some tree metric, then two of these products will
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always be equal and the third will be larger or equal. Depending on which of the products is larger,
we get one of the tree possible topologies (if all products are equal then we will choose the topology
arbitrarily). Hence, if for some reason we cannot distinguish which of the three products is larger,
then we intuitively expect that it will be hard to find the correct topology for a quartet. We give the
relevant definitions below.

Definition 14 Let i, j, k, l be a quartet of four leaves of T . We define

∆ijkl(α) := max(αijαkl, αikαjl, αilαjk)−min(αijαkl, αikαjl, αilαjk)

Definition 15 Let i, j, k, l be a quartet of four leaves of T . We say that this is an ε-good quartet w.r.t.
some vector α if

∆ijkl(α) > ε

A quartet of leaves that is not an ε-good quartet is called an ε-bad quartet. Intuitively, if a quartet
is good, then it is easy for an algorithm to distinguish which is the correct topology of these four
leaves out of the three possibilities. If it is bad, then the topology is very close to being a star and so
all three possibilities are roughly equivalent. One thing to note is that if |α̂− α∗| ≤ ε, then

|∆ijkl(α̂)−∆ijkl(α
∗)| ≤ 2ε

for all i, j, k, l. Hence, it does not really make a difference whether a quartet is good or bad with
respect to α̂ or α∗, since there is only an O(ε)-additive error.

We now proceed with the proof of Theorem 13. First, we need to formally define some notions
of cutting and pasting nodes in different parts of the tree. This will prove useful in having a unified
vocabulary when describing the process of interpolating between two trees.

Definition 16 Let T = G(V,E) denote the topology of a tree where every node has degree at most
3. We define BINARY(T ) to be the tree that is obtained from T by contracting all maximal paths of
nodes of degree 2 into a single edge. In other words, it is obtained if we succesively find a degree 2
node u with edges (u, v), (u,w) and replace it with edge (v, w), until we cannot find such a node.

Notice that the output of BINARY is also described in Definition 23. For an example of how
BINARY works, see Fig. 6. Clearly, BINARY(T) satisfies the property that every non-leaf node has
degree 3.

Definition 17 Let T = G(V,E) denote the topology of a tree and suppose (u, v) ∈ E. Let
(r, s) ∈ E be some other edge of T , where we might have {r, s} ∩ {u, v} ≠ ∅. The only requirement
is that r, s belong to a different component than u when we remove edge (u, v) from T . We define
CUTPASTE(T, u, v, (r, s)) to be the tree that is obtained from T as follows: we delete edges (u, v)
and (r, s), we add a node t and we add the edges (t, u), (t, r), (t, s). This produces a tree T ′. We set
CUTPASTE(T, u, v, (r, s)) = BINARY(T ′).

An example of applying CUTPASTE can be seen in Fig. 7.
Intuitively, CUTPASTE encodes the following process: we delete edge (u, v), we add a node t in

the middle of edge (r, s) and we attach u together with it’s connected component to t. This is why
the order of u, v as arguments of CUTPASTE is important, while the order of r, s is not.
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T BINARY(T )

Figure 6: On the left we have the tree before the contraction. On the right, we have the tree after
applying BINARY. We have highlighted with similar colors the path that is contracted on
the left and the final edge on the right.

r sv

u

r t sv

u

r t s

uT T ′ CUTPASTE(T )

= BINARY(T ′)

Figure 7: The Figure shows the output of CUTPASTE(T, u, v, (r, s)). In the first step we cut u from
it’s place and paste it in the middle of edge (r, s). In the second step we contract paths of
degree 2 nodes.
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Before describing the interpolation process between the two trees, we prove a lemma about
CUTPASTE. It shows what changes in the distribution if we change the tree according to CUTPASTE.
For a tree T and a quartet {w, z, y, u}, let’s denote by T \ {w, z, y, u} the graph that we get if we
remove all paths of the quartet {w, z, y, u} from T . An example is given in Fig. 1(b).

Lemma 18 Let T = (V,E) be a tree and α ∈ [−1, 1](
n
2). Let i, j be two nodes in V (leaf or

non-leaf) and denote i = v0, v1, . . . , vm = j to be the nodes in the path that connects them in the
tree, with m ≥ 3. Define T k = CUTPASTE(T, i, v1, (vk, vk+1)) for all 0 < k < m. Denote by Uk

the set of quartets where T k and T k+1 differ. Lastly, let’s define the vector αwzyu ∈ [−1, 1](
n
2) as

αwzyu
kl =

{
αkl , if the path Pkl has no common edges with any paths of the quartet {w, z, y, u}
0 , otherwise

Then,

fTk

x (α)− fTk+1

x (α) =
∑

(w,z,y,u)∈Uk

(
αTk

{w,z,y,u} − αTk+1

{w,z,y,u}

)
xwxzxyxu · fTk\{w,z,y,u}

x (αwzyu)

where fT
x (α) was defined in (2).

Proof Let Ii denote the subset of leaves that lie on the subtree where i belongs to if we delete edge
(i, v1) from the tree, and analogously we define Ij as the set of leaves of the subtree where j belongs
to after this removal. By definition, we have

fTk
x (α)− fTk+1

x (α) =
1

2n

∑
S⊆[n],|S|even

(αTk

S − αTk+1

S )
∏
u∈S

xu

=
1

2n

∑
S⊆[n],|S|even,S∩Ii ̸=∅

(αTk

S − αTk+1

S )
∏
u∈S

xu

The last equality follows because the relative topology of the leaves [n] \ Ii does not change, which
means the coefficients αS for S ⊆ [n] \ Ii also do not change. Now, for 0 < k < m let us define Sk

to be the subset of leaves on the connected component that vk belongs to, if we remove all edges
of the path Pij from the graph. Let’s also define Lk = ∪kq=1Sq, Rk = ∪m−1

q=k Sq ∪ Ij . We will
characterize the set of quartets Uk that change from Tk to Tk+1. An illustration of all these concepts
we just defined is given in Fig. 8.

First of all, notice that Ii, Ij , {Sq}m−1
q=1 partitions the set of leaves. It is straightforward to see that

Uk = {{w, z, y, u} : w ∈ Ii, z ∈ Lk, y ∈ Sk+1, u ∈ Rk+2}

Now let’s fix a quartet {w, z, y, u} ∈ Uk. We would like to characterize the even subsets S ⊃
{w, z, y, u} such that

αTk

S = αTk

{w,z,y,u}α
Tk

S\{w,z,y,u}

Denote by Sw,z,y,u this collection of subsets. Essentially, these are the subsets were the matchings
happen so that w, z and y, u are matched together. The reason we are interested in these subsets is
that these are exactly the subsets where αTk

S and αTk+1

S will be different (once we enumerate over all
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v0

v0 = i

v1 v2

v2 = vk

v3 v4 v5

v5 = j

w z y u

v0 v0 v0

w w w

S0 = Ii S1 S2 S3 = Sk+1 S4 S5 = Ij

S0 S0 (in T k) S0 (in T k+1)

L2 = Lk R4 = Rk+2

Figure 8: This is an illustration of how CUTPASTE cuts i from a place and moves it along the path
to v5 = j, one step at a time. This is also exactly the same movement that is done by
Algorithm 3, where one move corresponds to moving v0 one step to the right. Note that
quartet {w, z, y, u} is changed when we move v0 from the left of v3 to the right of v3. For
illustration we denote k = 2 and we depict the movement from tree T k to T k+1.
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quartets {w, z, y, u} in Uk) Our strategy to understand how these sets look like will be similar to the
one employed in the proof of Theorem 11. In particular, let us consider removing the paths of the
quartet {w, z, y, u} from T k. This leaves us with a collection of connected subtrees, each with a leaf
set Ar. Here, r ranges from 1 to l where l is the number of these components. The set of leaves can
be partitioned as

[n] = {w, z, y, u} ∪ (∪r≤lAr)

It should then be clear from the figure that S ∈ Sw,z,y,u if and only if |S ∩Ai| is even, for all i.
To justify that, let’s see what happens if for some r |S ∩Ar| was odd. Then, there would be a leaf
b ∈ Ar that would be left unmatched in Ar. As we can see from Fig. 9, there are 5 different possible
positions that b can lie in the relative topology of the quartet {w, z, y, u}. However, from these, only
4 are possible, since b cannot lie in the middle of the quartet. The reason is that by definition of
{w, z, y, u} there is no node in the middle edge of that quartet, so there is no subtree that is hanging
from there.

w

z

y

u

b

b b

b

b

(1)

(2) (3)

(4)

(5)

Figure 9: The 5 different placings of b relative to the quartet {w, z, y, u}. Notice that position (5) is
actually not possible, as there is no node in the middle of the quartet (see Fig. 8)

Hence, b should lie closer to one of the 4 leaves. Let’s assume w.l.o.g. that it lies closer to w.
Then, a similar argument as in Theorem 11 applies. In particular, we can also assume w.l.o.g. that b
is the closest leaf in w that is left unmatched by it’s subtree Ar (otherwise we consider the closest
one instead of b). Then, b has to be matched with w in αTk

S , which means that the term αwz will not
appear in that expression. This means that S /∈ Sw,z,y,u, a contradiction. Thus, we established that

Sw,z,y,u = {{w, z, y, u} ∪ (∪r≤lSr) : Sr ⊆ Ar, |Sr| even }

Note that the sets Sw,z,y,u are disjoint for different quartets {w, z, y, u}. Also, it is easy to see that
S ∈ Sw,z,y,u if and only if

αTk+1

S = αTk+1

{w,z,y,u}α
Tk

S\{w,z,y,u}
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Hence, the sets S such that αTk

S ̸= αTk+1

S are precisely the union ∪{w,z,y,u}∈Uk
Sw,z,y,u. Now, notice

that

1

2n

∑
S∈Sw,z,y,u

(αTk+1

S − αTk

S )
∏
c∈S

xu

=
(
αTk

{w,z,y,u} − αTk+1

{w,z,y,u}

)
xwxzxyxu

1

2n

∏
r

 ∑
S⊆Ar,|S|even

αS

∏
c∈S∩Ar

xc


︸ ︷︷ ︸

f
T\{w,z,y,u}
x (αwzyu)

The last equality is true, since it has the form of a product distribution over the subsets Ai, which
is exactly the distribution of the topology T \ {w, z, y, u}. The weights in each subtree remain the
same, but across subtrees the correlations are 0, which is why the argument is αwzyu now. Summing
over all {w, z, y, u} ∈ Uk gives us the desired claim.

We now describe the process of interpolating between T and T̂ . We first give the pseudocode,
which is Algorithm 3. We note that even though we call this process an algorithm, it will only be
used as part of the Analysis of the TV distance between two trees. Hence, we are not concerned with
its computational complexity.

The interpolation will be carried away in rounds. Each round corresponds to a run of the outer
While loop. In the first round (q = 1), we make sure that any two leaves that form a cherry in T̂
will also form a cherry in T . At the end of the first round, we update the set of leaves by removing
leaves that are cherries and adding their parents. Hence, in the second round, we make sure that
parents of leaves that are cherries in T̂ become also cherries in T and so on.

Let us now describe in a bit more detail what happens in each round. First of all, notice that
the L in the for loop condition is evaluated at the start of the loop. This means that if we change it
during the run of the loop, the number of iterations will not be affected. In the first round, this set L
corresponds to the leaf set [n]. We proceed to search for a pair i, j that is a cherry in T̂ but not in
T . If such a pair i, j is found, the we have to move one of them towards the other to make them a
cherry. This sequence of moves is called an epoch and corresponds to a run of the first If statement
inside the For. We include an extra If statement since we want to choose the weakest of i, j to
move (we will see why this is important later). To move i towards j, we use the fuction SEQUENCE.
This gives us all the intermediate topologies that are needed to move i to j. Each of these topologies
corresponds to a move. Hence, an epoch consists of moves. The movement is by cutting i from it’s
current placement and pasting it in all the edges of the path to j consecutively, similarly to what is
shown in Fig. 8. After this movement is made, T3 is updated to store the new topology.

We now explain the significance of the second If statement. If i, j was not a cherry in T but was
in T̂ , then the previous If fixed that. Now, the second If locates all these cherries that are common
in T3 and T̂ and removes them from the leaf set L, while adding their parent. This means that the
subtree rooted in the parent will not be changed after that point, since it has the same topology in
T3, T̂ and instead will be moved around with it’s parent in subsequent steps. Hence, in the second
round, L will contain some parents of leaves and possibly some leaves that were not matched into
cherries in the first round. We give an example run of Algorithm 3 in Fig. 10.
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a b c d e f g h i a b f g i c d e h

a b c d e f g h i

a b c d f g e h i

a b c d f g e h i

a b c df g e h i

a b c df g e h i

Initial Final

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure 10: Example run of Algorithm 3. In the first round, we have epoch 1. In epoch 1, e becomes
a cherry with h. In the second round, we have epochs number 2 and 3. In epoch 2, the
parent of f, g becomes a cherry with the parent of a, b. In epoch 3, the parent of c, d
becomes a cherry with the parent of e, h. After that, we have reached the final topology.
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Algorithm 3 Interpolation between two tree topologies

Input :Unweighted trees T = (V,E) and T̂ = (V̂ , Ê) with leaf labels {1, . . . , n}, leaf correlations
{αij}i,j∈{1,...,n}, i ̸=j of tree T , and leaf correlations {α̂ij}i,j∈{1,...,n}, i ̸=j of tree T̂

Output :List L of topologies generated during interpolation
1 T1 ← T
2 S ← {T1}
3 L← {1, . . . , n}
4 while |L| ≥ 4 do // a new round starts
5 for i, j ∈ L do
6 if CHERRY(i, j, T1) == FALSE and CHERRY(i, j, T̂ ) == TRUE then // new epoch

7 p← common neighbor of i, j in T̂

8 I ← set of leaves in the same component at i, if we remove (i, p) from T̂

9 J ← set of leaves in the same component at j, if we remove (j, p) from T̂
10 z ← argmaxu∈I α̂iu

11 w ← argmaxu∈J α̂ju

12 if α̂zp > α̂wp then
13 Switch i, j
14 end
15 k ←neighbor of i on the path Pij

16 l← neighbor of j on the path Pij

17 S2 ← SEQUENCE(T1, i, j); // sequence of moves
18 T1 ← CUTPASTE(T1, i, k, (j, l)) ; // make i, j a cherry
19 S ← S ∪ S2

20 end
21 if CHERRY(i, j, T̂ ) == TRUE then // remove cherries where T1, T̂ agree

22 p← common neighbor of i, j in T̂
23 L← (L \ {i, j}) ∪ {p}
24 end
25 end
26 end
27 return L

Let’s introduce a bit of notation about this process. Suppose q is a round, t is some epoch of
this round, and m is some move in epoch t. We denote (it, jt) the pair of leaves from L that is
selected during epoch t of the algorithm. Suppose the length of the path Pitjt is lt. Then, we denote
by vt0 = it, v

t
1, . . . , v

t
lt
= jt be the nodes in the path from it to jt, which has length lt. We denote

by Tm the topology that we get before move m and Tm+1 the one we get after the move. We also
define T 0 = T . Formally, if m′ is the first move of epoch t, we have,

Tm+1 = CUTPASTE(Tm′
, it, v

t
1, (v

t
m, vtm+1))

It is implied that in the definition of T qrs we do not delete the leaves that have already been fixed
into cherries. Note that it, jt might correspond to some internal nodes. Let It, Jt be the set of leaves
in the same component as it, jt respectively, if we remove all the edges in the path from it to jt.
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Algorithm 4 SEQUENCE

Input :Tree T and two leaf indices i and j
Output :Modified tree S

1 S ← {T}
2 Let {v0, . . . , vm} be path from i to j ; // v0 = i, vm = j
3 for r ← 1 to m− 1 do
4 T2 ← CUTPASTE(T, i, v1, (vr, vr+1)) ; // a move happens here
5 S ← S ∪ {T2}
6 end
7 return S

Algorithm 5 CHERRY

Input :Tree T and two leaf indices i and j
Output :Boolean whether i and j form a cherry in T

1 if i, j have a common neighbor in T then
2 return TRUE

3 else
4 return FALSE

5 end

We collect here some observations about Algorithm 3 that will prove useful in the sequel.

Observation 1 The total number of epochs for a single run of Algorithm 3 is at most n.

Proof Each time an epoch is complete, we build a subtree of strictly larger size than before (size
stands for number of leaves here) which agrees with T̂ . Since there are at most n leaves, we need at
most n steps until we reach T̂ . Hence, there are at most n epochs in the whole process.

Observation 2 Any quartet {i, j, k, l} changes topology at most once per epoch.

Proof Follows by inspecting the set of quartets that change during a move, which was described in
Theorem 18. It is trivial to see that these sets are disjoint for different moves in a single epoch.

Observation 3 For any epoch t and any move m in t, the subtree induced by the leaves in It and Jt
is identical in Tm and in T̂ .

Proof This follows inductively by the construction of the Algorithm. When a node it is selected, it
is either a leaf or some node that was added in L after it’s two children it′ , jt′ became cherries in T1

during a previous epoch t′ < t. Inductively, the subtrees rooted in it′ , jt′ have the same topology in
T1 and T̂ . Since it′ , jt′ are siblings in T1 and in T ′ in epoch t, we conclude that the subtrees rooted
at it are also identical in T1 and T̂ for epoch t. Same reasoning applies for Jt.

Observation 4 At the end of the last M of Algorithm 3 we have TM+1 = T̂ .
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Proof Let us define the graph Ht as follows: it is obtained by running Algorithm 3 until epoch t
and each time t′ ≤ t we make a cherry with it′ , jt′ , we remove the subtrees It′ , Jt′ , so that it′ , jt′
become leaves. By Observation 3 we know that the subtrees we remove in each epoch have the
same topology as in T̂ . Obviously, the number of leaves in Ht shrink with each epoch, until we
have 3 leaves u, v, w, for which there is only one possible topology. At that point, topology TM+1 is
obtained by placing the subtrees for u, v, w back. By Observation 3, we know that these subtrees
have the topology of T̂ , hence TM+1 should also have the topology of T̂ .

Observation 5 If D is the diameter of T̂ , there are at most ⌈D/2⌉ rounds when we run Algorithm 3.
Furthermore, each leaf is moved in at most one epoch per round.

Proof Consider the graph Ht that was defined in the proof of Observation 4. We will show that the
largest path in Ht shrinks by at least 2 edges in each round. It then follows that there will be at most
⌈D/2⌉ rounds in total.

Let u, v be two leaves of Ht such that Puv in Ht has length equal to the diameter D of Ht. Let p
be the only neighbor of u in Ht. Clearly, u is also part of the path Puv. Let w be the neighbor of
p that does not lie on the path Puv (since p has degree 3, such a neighbor should exist). We claim
that w should be a leaf, otherwise we could extend the path Pup into one with larger length than
Puv. Thus, u,w should be siblings, which means they will be selected in the current round to be
paired into a cherry, which will remove them from the graph and will leave p as a leaf. Thus, Puv

will shring by one edge on the side of u and for the same reason will also shring by one edge on the
side of v. This proves our claim.

For the second claim, any leaf u is moved only when some subtree with root it is moved and
u belongs in this subtree. Suppose that this happens during a round, resulting in it, jt becoming a
cherry. Then, we can see that Algorithm 3 then removes it, jt from the list of leaves L, which means
that it will not move again for the remainder of that round (it’s parent pt is not considered in the For
loop of the current round). Hence, u remains fixed for the remaining of that round.

We first argue that during this interpolation process, only bad quartets change topology. This is
crucial, since good quartets should be maintained if we wish to lose only a little in TV.

Lemma 19 Let T = G(V,E) and T̂ = G(V̂ , Ê) be two trees with tree metrics α, α̂ respectively.
We assume that ∥α−α̂∥∞ ≤ ε. Suppose we run the procedure 3 with input T, T̂ , α, α̂. Let Tm, Tm+1

be two arbitrary consecutive steps in this process. Let Um be the set of quartets where Tm, Tm+1

disagree. Then, for all (w, z, y, u) ∈ Um, we have that

∆w,z,y,u(α) ≤ 20nε

Proof We will denote by t the epoch where move m belongs to. We will prove the claim inductively
over t. We will prove that if a quartet {w, z, y, u} is changed during the t-th epoch, then

∆w,z,y,u(α) ≤ 20tε

This obviously implies the final claim since t ≤ n by Observation 1. Since the base case is the same
as the inductive step, we give the inductive step proof only.
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Suppose we are at epoch t. First of all, we know that node it is selected to be moved towards jt,
where the intermediate nodes are vt0 = it, v

t
1, . . . , v

t
mt

= jt. Similarly to the proof of Theorem 18, let
It be the set of leaves on the same component with it if we remove edge (vt0, v

t
1), S

t
i the set of leaves

on the same component as vti , if we remove edges (vti−1, v
t
i), (v

t
i , v

t
i+1) from the tree, and Jt be the

set of leaves on the same component with jt if we remove edge (vtmt−1, v
t
mt

). Also, let us define
Lts = ∪k≤sS

t
k, Rts = ∪k≥sS

t
k ∪ Jt for all s ≤ mt. The situation is similar to the one presented in

Fig. 8.
Suppose Tm corresponds to node it being pasted in the middle of edge (vts, v

t
s+1) for some fixed

s. As we saw in the proof of Theorem 18, the set Um of quartets that differ in Tm, Tm+1 can be
written as

Um = {{w, z, y, u} : w ∈ It, z ∈ Lt
s, y ∈ St

s+1, u ∈ Rt
s+2}

Note that all the quartets in Um are considered to change at epoch t. Suppose there exists a quartet
{w, z, y, u} ∈ Um such that

∆w,z,y,u(α) > 20tε

First, we will assume that u ∈ ∪k≥sS
t
k. Afterwards, we will deal with the case u ∈ Jt, which will

actually prove to be easier. The first thing we observe is that we can assume without loss of generality
that the topology of {w, z, y, u} has not been altered in any previous epoch. The reason is that if it
was altered at some epoch t′ < t, then by the inductive assumption, we already have

∆w,z,y,u(α) ≤ 20t′ε < 20tε

and we have nothing to prove. Hence, we can assume w.l.o.g. that it is the first time that it is
changing topology. Note also that by Observation 2 a quartet changes topology at most once per
epoch. Since it has not changed topology before, it follows that it’s topology in T is {(wz)(yu)}. It
is straightforward to notice that

∆w,z,y,u(α) = ∆w,z,y,u(|α|)

where |α| is the vector of absolute values of α. This implies that

∆w,z,y,u(α) = |αwz||αyu| − |αzy||αwu| > 20tε

Our assumption about α, α̂ implies that

|αwz||αyu| − |α̂wz||α̂yu| ≤ 2ε , |αzy||αwu| − |α̂zy||α̂wu| ≤ 2ε

Hence, we have
|α̂wz||α̂yu| − |α̂zy||α̂wu| > 20tε− 4ε

Let pt be the common parent of it, jt in the tree T̂ . Now, by the construction of procedure 3(first If
statement), we know that

max
f∈Jt
|α̂f,pt | ≥ max

f∈It
|α̂f,pt | (16)

Now, we know by Observation 3 that the subtrees rooted at it and jt with leaf sets It and Jt
respectively have the same topology in Tm and T̂ . Since z, u /∈ It, we can write (see Fig. 11).

|α̂wz||α̂yu| − |α̂zy||α̂wu| = |α̂w,pt |(|α̂z,pt ||α̂yu| − |α̂zy||α̂u,pt |)
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pt

it jt

z

u

w h

It Jt

T̂ , α̂

Figure 11: From the picture, it is clear that α̂wz = α̂wptα̂ptz

Let h = argmaxf∈Jt |α̂f,pt |. Then, by(16) we have

|α̂h,pt |(|α̂z,pt ||α̂yu| − |α̂zy||α̂u,pt |) ≥ |α̂w,pt |(|α̂z,pt ||α̂yu| − |α̂zy||α̂u,pt |)

Since we have assumed that z, u /∈ It, Fig. 11 implies that

|α̂hz||α̂yu| − |α̂zy||α̂hu| = |α̂h,pt |(|α̂z,pt ||α̂yu| − |α̂zy||α̂u,pt |)
≥ |α̂w,pt |(|α̂z,pt ||α̂yu| − |α̂zy||α̂u,pt |) > 20tε− 6ε

By the closeness of α, α̂, this in turn implies that

|αhz||αyu| − |αzy||αhu| > 20tε− 10ε > 20(t− 1)ε (17)

Clearly, leaves h, z, y, u do not change position during epoch t, hence the quartet {h, z, y, u} does
not change topology during epoch t. Now, there are two possibilities:

Case 1: Suppose {h, z, y, u} has changed topology at least once in some previous epoch t′ < t.
Then, by the inductive hypothesis, we should have

∆h,z,y,u(α) ≤ 20t′ε

Since t′ ≤ t− 1, this contradicts (17).
Case 2: Suppose {h, z, y, u} has not changed topology until epoch t. This means that the

topology of {h, z, y, u} in T is {(zy)(hu)}, since that is the topology in T qrs. This implies that

|αhz||αyu| − |αzy||αhu| < 0

which again contradicts (17).
Hence, in all cases we obtain a contradiction and the inductive step is proved. Now, let’s consider

the case u ∈ It. Then, we can assume w.l.o.g. that this is the first epoch where {w, z, y, u} changes
topology, otherwise the inductive step applies. This means that the topology of this quartet in T is
{(wz)(yu)}. Hence,

∆w,z,y,u(α) = |αwz||αyu| − |αzy||αwu|
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Clearly, the topology of this quartet is {(zy)(wu)} in T̂ . This implies that

|α̂wz||α̂yu| − |α̂zy||α̂wu| < 0

In turn, this means
|αwz||αyu| − |αzy||αwu| < 4ε < 20tε

and this concludes the claim in that case as well.

We now formulate our main result, which bounds the Lipschitzness of the function fT
x in terms

of local changes in the topology of T . We will use it to relate the changes in TV to the changes of
quartet topologies along this interpolation process.

Lemma 20 Let T = G(V,E) and T̂ = G(V̂ , Ê) be two trees and suppose that the diameter of
T̂ is D. Let α be some tree metric induced by T . We assume that ∥α − α̂∥∞ ≤ ε/(40Dn5) for
some ε < 1. Suppose we run the procedure 3 with input T, T̂ , α, α̂. Let Tm, Tm+1 be two arbitrary
consecutive topologies in this process, corresponding to move m. Let Um be the set of quartets where
Tm, Tm+1 disagree. Then, ∑

x∈{−1,1}n

∣∣∣fTm+1

x (α)− fTm

x (α)
∣∣∣ ≤ |Um|ε

Dn4
(18)

Proof We are going to prove this inductively on the total number of moves m. Suppose we are in
the first move, m = 1 of round q = 1 and epoch t = 1. By applying Theorem 18, we have that

∑
x∈{−1,1}n

∣∣∣fT 1

x (α)− fT 0

x (α)
∣∣∣ = ∑

x∈{−1,1}n

∣∣∣∣∣∣
∑

{w,z,y,u}∈U1

xwxzxyxuf
T 1\{w,z,y,u}
x (α)

∣∣∣∣∣∣
≤

∑
{w,z,y,u}∈U111

∆w,z,y,u(α)
∑

x∈{−1,1}n

∣∣∣fT 1\{w,z,y,u}
x (α)

∣∣∣
Now, notice that since there have not been any other changes to the topology of T except for the
first move, T 0 = T and furthermore, the expression f

T 1\{w,z,y,u}
x (α) is actually the probability

distribution on the leaves of a tree that has edge weights that agree with α, except for edges that
belong to some path of the quartet {w, z, y, u}, which have weight 0. Hence, we can remove the
absolute value and this gives us∑

x∈{−1,1}n

∣∣∣fT 1

x (α)− fT 0

x (α)
∣∣∣ ≤ ∑

{w,z,y,u}∈U1

∆w,z,y,u(α)

Finally, by applying Theorem 19 we get∑
x∈{−1,1}n

∣∣∣fT 1

x (α)− fT 0

x (α)
∣∣∣ ≤ |U1|20n ·

ε

40Dn5
=

ε|U1|
2Dn4

hence the base case is true.
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Now suppose the claim holds for all moves m′ < m. First, we define the vector αwzyu ∈ [0, 1](
n
2)

as

αwzyu
kl =

{
αkl , if the path Pkl has no common edges with any paths of the quartet {w, z, y, u}
0 , otherwise

Clearly, αwzyu is also a metric on T , which is induced by the same weights as α, except that all edges
on paths of the quartet {w, z, y, u} have weight 0. By again applying Theorem 18 and Theorem 19,
we can get∑

x∈{−1,1}n

∣∣∣fTm+1

x (α)− fTm

x (α)
∣∣∣ ≤ ∑

{w,z,y,u}∈Um

∆w,z,y,u(α)
∑

x∈{−1,1}n

∣∣∣fTm\{w,z,y,u}
x (αwzyu)

∣∣∣
≤ ε

2Dn4

∑
{w,z,y,u}∈Um

∣∣∣fTm\{w,z,y,u}
x (αwzyu)

∣∣∣ (19)

Now, let’s fix a quartet {w, z, y, u} ∈ Uqrs. The graph Tm \ {w, z, y, u} is a tree where all edges
that belong to some path of the quartet {w, z, y, u} have been removed. The problem is that other
changes have happened in the topology of T before it reaches the current state Tm. Therefore, the
quantity f

Tm\{w,z,y,u}
x (αwzyu) is no longer a distribution over a tree, since αwzyu corresponds to the

initial tree metric on T , with some edges set to 0. Hence, we cannot get rid of the absolute value
and claim that this quantity sums up to 1. Instead, our strategy will be to relate this quantity to some
other quantity that is a probability distribution. To describe this probability distribution, consider the
collection of subtrees that are obtained from Tm by removing all paths of the quartet {w, z, y, u}.
These partition the set of leaves into subsets Si, one for each subtree. Let Gm be the forest that is
obtained by taking for each subset on leaves Si the subtree induced by T (when we say induced, it is
implicit that the function BINARY is applied to make the subtree have all non-leaves with degree
3). We will show how to relate f

Tm\{w,z,y,u}
x (αwzyu) with fGm

x (αwzyu). Notice that by definition,
αwzyu is clearly a metric induced from Gm and so the latter quantity is a probability distribution.

Our strategy for relating these two quantities will be to interpolate between Tm \ {w, z, y, u}
to Gm. The way to do this interpolation is using Algorithm 3. In particular, the following Lemma
shows that in order for Algorithm 3 to transform Gm to Tm \ {w, z, y, u}, it will need strictly less
moves than the ones needed to transform T to Tm+1.

Lemma 21 Let M be the number of moves needed for Algorithm 3 to transform T to Tm+1. Then,
it is possible to transform Gm to Tm \ {w, z, y, u} using a number of moves that is strictly smaller
than M .

Proof The idea of the proof is very simple and relies on the fact that we can simply "copy" the
moves made from T to Tm+1, except when these moves aim at making a cherry with two leaves that
belong to different subtrees of Gm, in which case no move is necessary. To be more formal, let R be
the number of epochs that Algorithm 3 needs to reach Tm+1 starting from T . Then, we will show
that we can reach Tm \{w, z, y, u} using a number of epochs R′ such that R′ < R. Furthermore, we
will argue that each of the R′ epochs has at most the same number of moves as the corresponding one
starting from R. We do this by examining one by one the R epochs from T to Tm+1 and deciding
how to potentially change it. First of all, let’s remember that at the start of each epoch t, Algorithm 3
chooses two nodes it, jt and makes them siblings with parent pt, thus making a larger subtree that
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agrees with T̂ . The relative topology inside this subtree will never be altered by the algorithm again.
We call this process fixing the subtree with root pt. When we refer to the subtree of it and jt we
mean the connected component that results when we remove path Pitjt from the graph at epoch t.
We denote {it, jt}t the sequence of epochs produced from T to T qrs and {i′t, j′t}t the sequence of
epochs that transforms Gm to Tm \ {w, z, y, u}.

We will inductively prove that at any epoch in the sequence {it, jt}, if a subtree with root pt
has been fixed after that epoch and if this subtree is contained in some component of Gm, then
this subtree will also be fixed under sequence {i′t, j′t}. In proving the inductive step, we will also
describe how to define the sequence of epochs {i′t, j′t}. After proving this claim, we will explain why
it implies the statement of the Lemma.

Suppose the claim holds for all epochs prior to t(for t = 1 the claim is trivial). Suppose then
that at epoch t it and jt become cherries with parent pt. Let T t be the topology at the start of the
epoch and let Gt

m be the corresponding topology at the start of epoch t under the sequence {i′t, j′t}.
Suppose first that the subtrees of it, jt belong to the same component of T qrs. Then, inductively, we
know that it, jt exist also in Gt

m and their subtrees have already been fixed by the sequence {i′t, j′t}.
In that case, we set i′t = it, j

′
t = jt and set the movement of i′t to j′t to be the same as the one from it

to jt, but on the induced component of Gt
m that it, jt belong to. We call this a true epoch. Since the

paths in an induced subtree can only stay the same or become smaller than the ones in the original
tree (after applying operation BINARY), the number of moves required to move i′t to j′t is at most
the number of moves required to move it to jt. Once we move i′t to become sibling with j′t, the new
subtree with root p′t has also been fixed for the sequence {i′t, j′t}, proving the inductive hypothersis
in that case. Now, suppose that it, jt belong in different subtrees of Gm. There are two cases: either
both it, jt exists as nodes in Gt

m, or at least one of them does not exist. If they both exist, then again
by the inductive hypothesis, it follows that the subtrees it, jt have also been fixed in Gt

m. In that
case, it must be the case that the entire component of it in Gt

m is equal to that subtree (otherwise we
would be able to connect it to some other sibling and enlarge it). Hence, in that case no movement
takes place and we trivially set i′t = j′t = it to denote that this is not a true epoch. The point is that
there is no need to move them again until we reach Tm \ {w, z, y, u}, so our choice not to move
them is correct. Now, let’s examine the case that either it or jt does not exist in Gt

m. Suppose it does
not exist w.l.o.g. Then, this means that it is a parent of two subtrees that do not belong to the same
component of Gt

m. Thus, this means that there is no reason to connect these subtrees, hence we also
trivially set i′t = j′t = it. We call this epoch fake. The inductive step is now complete.

The induction we just proved shows that the sequence {i′t, j′t} leads to Tm \ {w, z, y, u} when
started from Gm. Also, it is clear that the true number of epochs in {i′t, j′t} at any given time is at
most the ones in {it, jt}, since some epochs might be fake. In fact, if {it, jt} reaches Tm+1 at epoch
R, the number of true epochs R′ in {i′t, j′t} should be strictly smaller than R. The reason is that at
epoch R, iR and jR belong to different components of T qrs \ {w, z, y, u} by definition (since we
remove the path from w to u). Hence, the last epoch R will not be a true epoch for {i′t, j′t}. Since we
have also argued that the number of moves in epochs of {i′t, j′t} is at most the corresponding number
for epochs in {it, jt},this concludes the proof of the Lemma.

Let M be the total number of moves required by Algorithm 3 to transform T to Tm+1 and M ′

the moves to transform Gm to Tm \ {w, z, y, u}. The point of Theorem 21 is that M ′ < M . Let
Gm = G0

m, G1
m, . . . , GM ′

m = Tm \ {w, z, y, u} be the sequence of graphs in the interpolation. By
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triangle inequality, we have

∣∣∣fTm\{w,z,y,u}
x (αwzyu)

∣∣∣ ≤ ∣∣∣fG0
m

x (αwzyu)
∣∣∣+ M ′∑

s=1

∣∣∣fGs
m

x (α)− fGs−1
m

x (α)
∣∣∣

As we have already explained, the first term on the right hand side corresponds to a distribution,
hence we can remove the absolute values. The remaining terms have the form of the left hand
side of (18), which is what we want to bound in general. However, these differences are applied to
graphs that are obtained after at most M ′ moves of Algorithm 3. Hence, we can apply the inductive
hypothesis (18). If U ′

s is the set of quartets that change from Gs−1
m to Gs

m, then,

∑
x∈{−1,1}n

M ′∑
s=1

∣∣∣fGs
m

x (α)− fGs−1
m

x (α)
∣∣∣ ≤ ε

Dn4

M ′∑
s=1

|U ′
s|

It remains to bound the sum
∑M ′

s=1 |U ′
s|. This is equal to the total number of quartets that have

changed topology until move M ′, starting from Gm (if a quartet has changed multiple times, we
count the number of times it has changed in this sum). We argue that

M ′∑
s=1

|U ′
s| ≤ Dn4

The reason is the following: there is a total of
(
n
4

)
quartets, so it suffices to bound the number of times

that any specific quartet {w, z, y, u} changes topology. First of all, we have already argued that a
quartet changes topology at most once every epoch. In order for a quartet to change topology during
some epoch, at least one of it’s leaves should be moved to some different position. By Observation 5
we know that a leaf is moved at most ⌈D/2⌉ times in total. Hence, a quartet changes topology at
most 4⌈D/2⌉ times in total. Hence,

M ′∑
s=1

|Us| ≤
(
n

4

)
2D ≤ Dn4

Combining everything together, we get∑
x∈{−1,1}n

∣∣∣fTm\{w,z,y,u}
x (αwzyu)

∣∣∣ ≤ ∑
x∈{−1,1}n

fG0
m

x (αwzyu) +
ε

Dn4
Dn4 = 1 + ε

This holds for all {w, z, y, u} ∈ Um. Hence, by using (19) we get∑
x∈{−1,1}n

∣∣∣fTm+1

x (α)− fTm

x (α)
∣∣∣ ≤ ε

2Dn4

∑
{w,z,y,u}∈Um

∣∣∣fTm\{w,z,y,u}
x (αwzyu)

∣∣∣
≤ ε

2Dn4
|Um|(1 + ε) ≤ |Um|ε

Dn4

since ε ≤ 1. This is the inductive claim that we wanted to prove.
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We are now ready to conclude the proof of Theorem 13. To do it, we simply use Theorem 20 to
transition from T to T̂ . Then, we use the bound for the fixed topology to change α to α̂.
Proof [Proof of Theorem 13] We can assume without loss of generality that T̂ has a smaller diameter
than T , otherwise we just reverse the roles of T, T̂ . We run Algorithm 3 with input T, T̂ , α, which
produces a sequence T = T 0, T 2, . . . , TM = T̂ , where each element of the sequence corresponds to
some move. We have that

TV (µ, µ̂) =
∑

x∈{−1,1}n

∣∣∣fT
x (α)− f T̂

x (α̂)
∣∣∣

≤
∑

x∈{−1,1}n

∣∣∣fT
x (α)− f T̂

x (α)
∣∣∣+ ∑

x∈{−1,1}n

∣∣∣f T̂
x (α)− f T̂

x (α̂)
∣∣∣ (20)

Define ε′ = 40Dn5ε. Let us divide into cases.
Case 1: Suppose ε′ < 1. Then, the first term of the RHS of (20) can be bounded using the

successive steps of the interpolation process. In particular, since ε = ε′/(40Dn5), we can apply
Theorem 20 to get

∑
x∈{−1,1}n

∣∣∣fT
x (α)− f T̂

x (α)
∣∣∣ ≤ M∑

m=1

∑
x∈{−1,1}n

∣∣∣fTm

x (α)− fTm−1

x (α)
∣∣∣ ≤ M∑

m=1

|Um|ε′

Dn4

By the proof of Theorem 20, this implies that

∑
x∈{−1,1}n

∣∣∣fT
x (α)− f T̂

x (α)
∣∣∣ ≤ ε′

Dn4
Dn4 = ε′ = 40Dn5ε

As for the second term of the RHS of (20), it is essentially the difference when we substitute α̂ with
α in the fixed topology T̂ . Hence, we can directly apply Theorem 10 to get

∑
x∈{−1,1}n

∣∣∣f T̂
x (α)− f T̂

x (α̂)
∣∣∣ ≤ 2n2ε

Overall, this gives us

TV (µ, µ̂) ≤ 42Dn5ε

which proves inequality (15) in that case.
Case 2: Assume ε′ ≥ 1. Then,

TV (µ, µ̂) ≤ 1 ≤ 40Dn5ε

which means that (15) trivially holds in that case too. The proof is now complete.
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Appendix D. Proof of Theorem 3 (unknown topology)

D.1. Outline

In this section, we will present an algorithm that takes samples from the leaves of some tree Ising
model with tree T ∗ and weight θ∗ and estimates a topology T̂ together with weights on the edges, so
that the distributions on the leaves of T and T̂ are ε-close in TV distance. The number of samples
will be polynomial in n and 1/ε.

We will use the results in Daskalakis et al. (2009) about learning phylogenetic trees without
assuming any upper/lower bounds on the edge weights. We will show how we can use the guarantees
of this prior work to obtain an algorithm for finding a good enough topology. Before explaining the
result formally, we first want to give an intuition. We discuss how the output might be different from
the original tree. Firstly, without sufficient samples, it is impossible to determine the existence of
edges that are far away from leaves. In such cases, the algorithm of Daskalakis et al. (2009) will
omit those edges and output a forest, as shown in Fig. 12.

To compare with Cryan et al. (2001), they employ a similar process of splitting the tree into
subtrees. However, they then rely on learning the weights within in each subtree accurately. This
yields a bound in total variation between the learned and true distribution within each tree. The
difference between these approaches is that we learn in total variation only the leaf distribution
within each subtree, while their analysis relies on learning the distribution on both the leaves and the
internal nodes of each subtree. This requires them to cut the original tree into significantly smaller
subtrees, which harms the complexity.

1 2 3 4 5 6 7 8

Figure 12: A forest that is created by deleting edges: the true tree contains all the solid and dashed
edges. Yet, the algorithm of Daskalakis et al. (2009) might not be able to identify some of
the edges because they do not sufficiently correlate with the leaves, and so it will return a
forest. In the example here, the forest is obtained from the original tree by removing the
dashed edges. The three connected components of the output forest are colored red, blue
and green.

Secondly, the algorithm may fail to split the tree in a topologically sensible way. This means that
it will return a forest, yet, in contrast with the example in Fig. 12, it is impossible to obtain this forest
by cutting some edges in the ground truth tree. Still, the topology within each connected component
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in this forest is preserved, as illustrated in Fig. 13 (a)-(b). After splitting the tree into two subtrees,
those subtrees might contain some internal nodes of degree 2. Such nodes cannot be identified from
the leaves, and they will be contracted, as shown in Fig. 13 (c).

1 2 3 4 5 6 7 8

a

1 2 3

b

c

5

d

e

4

f

6 7 8

1 2 3 5 4 6 7 8

(a)

(b-1) (b-2)

(c-1) (c-2)

Figure 13: Splitting a tree into subtrees in a more complicated fashion: In (a), the true tree contains
both the solid and dashed edges. Yet, the algorithm might not identify completely
the topology. Instead it will return two subtrees. Yet, the subtrees are not topologically
sensible: one tree will contain the leaves {1, 2, 3, 5} and the other will contain {4, 6, 7, 8}.
The red edges correspond to the first tree, the blue edges to the second tree, while the
dashed edges are shared by both trees. In figure (b), we split the original tree into the two
subtrees, one containing the red and dashed edges and the other the blue and dashed edges.
Notice that in Figure (b), the nodes labeled a-f have degree 2. Information theoretically,
it is impossible to identify hidden nodes of degree 2. Indeed, the same leaf distribution
is obtained by removing each of these nodes, connecting its neighbors, and adjusting
the weight of the new edges. Hence, the output of the algorithm will not have degree-2
nodes: instead, the transformation described above, that removes degree-2 nodes, will be
performed. In (c) we demonstrate the result of removing such degree-2 nodes.
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The two transformations that are applied to a tree in Fig. 12 and Fig. 13 can be viewed as a single
transformation: separating the tree into subtrees, while preserving the topology within each subtree.
This can be seen in Fig. 14.

1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8

(a)

(b)

Figure 14: Separating a tree into multiple subtrees: In (a), the original tree contains all solid, dashed
and dotted edges. It is split by the algorithm to three subtrees. The first subtree contains
leaves {1, 2, 3} and the red and dashed edges. The second subtree contains {4, 5, 6} and
the blue and dashed edges. The third contains {7, 8} and the green edges. Notice that the
dashed purple edge is contained in two trees, while the dotted black edge is contained
in no tree. Notice that the first and second subtrees intersect while the third subtree is
disjoint from the other subtrees. In (b) we see the output of the algorithm.

Yet, the algorithm of Daskalakis et al. (2009) might not be able to tell the exact topology within
each subtree. In this case, the output will just contract some of the internal edges of this subtree. See
Fig. 15 (a)-(c) for an example of a contracted subtree. In Fig. 15 (d) we depict some of the possible
topologies that the algorithm could have confused between, which led to contracting a specific edge.
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a

1 2 3 4

b

5 6 7 8

a

1 2 3 4

b

5 6 7 8

1 2 3 4 5 6 7 8

1 2

(a)

(b)

(c)

(d)

Option 1 3 4 5 6

Option 2 3 6 4 5

Option 3 5 6 3 4

Figure 15: An example of edge contraction. In (a), we see the original tree. In (b), the algorithm
splits the tree into two subtrees. Yet, the algorithm could not figure exactly the topology
of the left subtree. Instead, it contracts the dashed edge, and the result is shown in (c).
The reason for the contraction is: the algorithm could not tell the true topology. In (d), we
show multiple topologies that the algorithm might confuse between, leading it to contract
the edge. These are labeled Option 1-3.
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Before we give the formal proof, let us give an imprecise intuition of the approach. In particular,
we show how to compare between the output of the algorithm and the true topology. For the simple
case where the output is obtained from the true tree by only deleting edges, these edges are “distant”
from the leaves, and so they cannot influence the leaf distribution significantly. Thus, it suffices to
study the more complicated case where the subtrees are not obtained by simply cutting edges from
the true tree. Here, we first compare the true tree to a tree where all edges that appear in two different
subtrees have been contracted, as shown in Fig. 16 (b). In the next step, each edge corresponds only
to one subtree, and we can detach the different subtrees, as shown in Fig. 16 (c). Lastly, we can
reconstruct the edges that were previously contracted, as shown in Fig. 16 (d).
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1 2 3 4 5 6 7 8

1 2 3 4 5 6 7 8

1 2 5 6 3 4 7 8

1 2 5 6 3 4 7 8

(a)

(b)

(c)

(d)

Figure 16: Analyzing the difference between the true topology and the output of the algorithm. In
(a), the true tree contains the union of solid and dashed lines. Yet, the algorithm splits
the tree into two subtrees, with leaves {1, 2, 5, 6} and {3, 4, 7, 8}. In (d), we can see the
output of the algorithm. In order to compare between the true and output topologies, we
construct two auxiliary forests: In (b), we contract all the edges that are shared between
the two subtree. In this example, this amounts to contracting the dashed edge. Then, in
(c), we split the different subtrees. In (d), we reconstruct the edge that was previously
contracted. Yet, we reconstruct this edge separately for each subtree.
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We can bound the total variation distance for each of these steps using the following guarantees:
(1) edges that appear in multiple subtrees have weight close to 1. Hence, contracting them, which is
equivalent to changing their weight to 1, does not influence significantly the total variation distance.
(2) Leaves of different trees have a small correlation. Hence, detaching the different subtrees does
not incur a high cost in total variation.

D.2. Definitions and probabilistic lemmas

We begin with some notations that are specific for this section: given a tree T = (V,E) with weights
θe on the edges e ∈ E, denote the resulting distribution over the values x = (x1, . . . , xn) on the
leaves by PrT,θ[x]. The total variation distance between two leaf-distributions of two models, (T, θ)
and (T ′, θ′) is denoted by TV(PrT,θ[x],PrT ′,θ′ [x]). The values on the internal nodes are denoted by
yv for each internal node v ∈ V , and PrT,θ[x, y] denotes the joint distribution over the leaves and
internal nodes. We continue with some definitions:

Definition 22 (Edge contraction) Given a graph G = (V,E) and an edge e = {u, v} in the graph,
we say that a graph G′ = (V ′, E′) is obtained from G by contracting e if G′ is the result of removing
e from the graph and identifying u and v as a single vertex. Namely, if the new vertex is denoted z,
then

V ′ = (V \ {u, v}) ∪ {z}

and

E′ =
(
E \

{
{y, w} ∈ E : y = {u, v} ∧ w ∈ V

})
∪
{
{z, w} : {u,w} ∈ E ∨ {v, w} ∈ E

}
.

For an example of an edge-contraction, see Fig. 15 (b)-(c): The dashed edge in (b) is contracted,
resulting in the graph shown in (c).

We now define the contraction of all degree-2 nodes:

Definition 23 Given a graph G = (V,E), we say that G′ = (V ′, E′) is obtained from G by
contracting all the degree-2 nodes, if G′ is obtained from G using the following process:

• G′ ← G.

• While G′ contains a node w of degree 2:

– Contract one of the edges incident with w.

For an example of a contraction of degree-2 nodes, see Fig. 13, (b)-(c): In (b), there are some nodes
of degree 2, labeled a-f . In (c), we can see the result of contracting these nodes.

Definition 24 (Subtrees induced by a set of leaves) Given a tree T and a subset S of the leaves
of T , the subtree of T induced by S is the tree that is obtained from T by removing all the edges and
all the nodes that are not in any path between two leaves i, j ∈ S.

In other words, the subtree of T induced by S is the minimal subtree of T that contains S. For an
example, in Fig. 13 (a), a tree is depicted, and its subtrees induced by {1, 2, 3, 5} and {4, 6, 7, 8} are
depicted in Fig. 13 (b-1) and (b-2), respectively.
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Throughout the proof, we will modify graphs by contracting edges. Whenever we contract an
edge, we identify its two endpoints as a single vertex. If we contract multiple edges, the resulting
graph may identify even more than two edges of the original as one edge. If a graph T ′ is the result of
multiple edge-contractions applied on a graph T , then, for each vertex v′ of T ′, the set of preimages of
v′ under the transformation from T to T ′ is defined as the set of all vertices of T that were identified
into v′. To be more formal, we provide the following definition:

Definition 25 Let T ′ = (V ′, E′) be obtained from T = (V,E) via a sequence of edge contractions.
For any vertex v′ ∈ T ′, the set of preimages of v under the transformation from T to T ′ is defined as
the following set, which we denote here by Av′:

• Start with the tree T , and define Av = {v} for each v ∈ V .

• For any contraction of an edge (u, v) into a single vertex w:

– Define Aw = Au ∪Av.

• Return Av′ for each vertex v′ ∈ V ′.

Lastly, notice that if we contract edges then some of the nodes might change names. Hence, an
edge that was connecting between two nodes (u, v) in the original tree, might connect two other
nodes in the contracted tree. Yet, the edge’s function remain the same. Hence, we define the analogue
of an edge e in the contracted graph:

Definition 26 Let T ′ be a tree that results from another tree T via a sequence of edge contractions.
Let (u, v) be an edge in T that is not contracted. Then, the analogue of (u, v) in T ′ is the obtained
from (u, v) in the following fashion:

• Set e′ ← (u, v).

• For any contraction of edge (z, w) into a node q that T undergoes:

– If u ∈ {z, w} then e′ ← (q, v).

– Otherwise, if v ∈ {z, w} then e′ ← (u, q),

• Return e′.

We continue with presenting some auxiliary lemmas that will be used for the proof.

Lemma 27 Let T = (V,E) and let (θe)e∈E denote some weight-vector on the edges. Let θ′ denote
a weight vector that differs only on one edge e′. Then, TV(PrT,θ[x],PrT,θ′ [x]) ≤ |θ′e′ − θe′ |/2.

Proof Due to the equivalent definition of total variation in terms of coupling, it is sufficient to
produce a coupling between x ∼ PrT,θ and x′ ∼ PrT ′,θ′ such that Pr[x ̸= x′] ≤ |θ′e′ − θe′ |/2. While
x and x′ denote the values of the leaves, we will use y and y′ to denote the values on the internal
nodes, such that (x, y) and (x′, y′) are jointly sampled from PrT,θ and PrT ′,θ′ , respectively. We will
produce a coupling between (x, y) and (x′, y′) such that Pr[(x, y) ̸= (x′, y′)] ≤ |θ′e′ − θe′ |/2 and
this suffices to conclude the proof.

Let e′ = (u, v) denote the single edge where θ and θ′ differ. We produce the coupling as follows:
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• We start by sampling yu uniformly from {−1, 1} and y′u = yu

• Then, we sample yv such that Pr[yv = yu] = (1 + θe)/2. Similarly, we sample y′v such that
Pr[y′v = y′u] = Pr[y′v = yu] = (1 + θ′e)/2. Note that we can couple yv and y′v such that
Pr[yv ̸= y′v] = TV(yv | yu, y′v | yu) = |θe − θ′e|/2.

• Next, we will sample the remaining values of x, y conditioned on yu and yv, and the remaining
values of x′, y′ conditioned on y′u and y′v. If yu = y′u and yv = y′v, then these two conditional
distributions are the same, hence, we can sample such that (x, y) = (x′, y′). Otherwise, we
will sample x, y, x′ and y′ arbitrarily.

Notice that with probability 1− |θe′ − θ′e′ |/2, yu = y′u and yv = y′v. Hence, Pr[(x, y) = (x′, y′)] ≥
1− |θe′ − θ′e′ |/2, as required to complete the proof.

Lemma 28 Let T be a tree and θ a weight-function on its edges. Let T ′ be obtained from T by
contracting an edge e with θe = 1 and let θ′ denote the restriction of θ to the edges of T ′. Then, for
any values x = (x1, . . . , xn) on the leaves, PrT,θ[x] = PrT ′,θ′ [x].

Proof Notice that by contracting the edge, the pairwise correlations αij between any two leaves do
not change, hence the leaf distributions are identical (this is a known fact and it also follows directly
from Lemma 9).

D.3. Proof body

We are ready to present the results of Daskalakis et al. (2009). They are written in a slightly different
way than was originally present, but we translate their guarantees to our notation. (See Section D.5
for translating their guarantees).

Theorem 29 There is a polynomial-time algorithm, for learning some unknown tree T ∗ = (V ∗, E∗),
whose properties are presented below. Its inputs are:

• Approximate correlations, α̂ij , for any two leaves i, j ∈ [n]. These satisfy the guarantee that
there exists an Ising model PrT ∗,θ∗ , whose correlations α∗

ij satisfy: |α∗
ij − α̂ij | ≤ η, for any

two leaves i, j and for some η ∈ (0, 1/2].

• Parameters ξ, δ > 0 such that ξδ ≥ η.

The algorithm outputs a forest, whose connected components are trees, T̃1 = (Ṽ1, Ẽ1), . . . , T̃R =
(ṼR, ẼR) with the following guarantees: (below, C > 0 is a universal constant)

• Let Sr denote the set of leaves of T̃r for any r ∈ [R]. Then, {S1, . . . , SR} is a partition of the
set of leaves of T ∗.

• For all r = 1, . . . , R, denote by Tr = (Vr, Er) the subtree of T ∗ induced by Sr, as defined in
Definition 24. Then, each tree T̃r is obtained from Tr using the following operations:

– Contract a subset of the edges. Only edges e of weight θ∗e ≥ 1− Cξ can be contracted.
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– Contract all the nodes of degree-2 from the resulting tree.

• Any edge e that is common to more than one of the trees {T1, . . . , TR}, satisfies θ∗e ≥ 1− Cξ.

• Any leaves i, j that belongs to different sets from {S1, . . . , SR}, satisfy |α∗
ij | ≤ C

√
δ.

For example, in Fig. 15 (a) a tree is depicted, whereas the output of the algorithm is given in
Fig. 15 (c). Since the dashed edge e connecting nodes a and b is contracted in the output, its weight
must satisfy θ∗e ≥ 1− Ω(ξ). Further, since nodes 1 and 7 reside in different subtrees in the output of
the algorithm, their correlation must satisfy |α∗

17| ≤ O(
√
δ). For another example, see Fig. 13: in

(a), the original tree is depicted, whereas, the output is the forest in (c). The induced trees T1 and T2

are shown in (b). Since the dashed edges in (a) are shared by both induced subtrees, their weight
satisfies θ∗e ≥ 1− Ω(ξ).

Below, we will prove the following central Lemma:

Lemma 30 Let η > 0 be a parameter and T ∗ be an unknown tree with weight vector θ∗ and
pairwise correlations α∗ between the leaves. Suppose we execute Algorithm 2 with the following
inputs:

• Pairwise correlations α̂ij that satisfy |α̂ij − α∗
ij | ≤ η.

• Parameters δ, ξ such that ξδ ≥ η and ξ = C1/n, for some universal constant C1 > 0.

• Parameter η̂ that satisfies η̂ = C2nξ + η, for some universal constant C2 > 0.

Recall that the algorithm outputs a weighted forest, and denote the forest by F̃ and the weights by θ̂.
Then, TV(PrT ∗,θ∗ [x],PrF̃ ,θ̃[x]) ∈ O(n3ξ + n2

√
δ + η). (We note that an Ising model over a forest

is defined by taking the different tree components to be independent.)

The remainder of this section is dedicated to the proof of Lemma 30. In Section D.4 we conclude
the proof of Theorem 3 (unknown topology), by substituting the parameters ξ, δ and η appropriately
using the finite-sample estimates.

To analyze the algorithm, we will create auxiliary trees T (i) = (V (i), E(i)) with weight function
θ(i) and pairwise correlations α(i)

ij (for i = {1, 2, 3}) that interpolate between the true parameters
T ∗, θ∗, and the Algorithm 2’s output (F̃ , θ̃). To bound the total variation distance between (T ∗, θ∗)
and (F̃ , θ̃), we apply triangle inequality after individually bounding the total variation of the leaf
distributions (i) between (T ∗, θ∗) and (T (1), θ(1)), (ii) between (T (1), θ(1)) and (T (2), θ(2)), (iii)
between (T (2), θ(2)) and (T (3), θ(3)), and (iv) between (T (3), θ(3)) and (F̃ , θ̃).

Before defining the first intermediate distribution, (T (1), θ(1)), we recall some definitions. First,
recall that the algorithm of Daskalakis et al. (2009) returns a forest whose connected components are
(T̃1, . . . , T̃R). Each T̃r is a modification of Tr, which is defined as the subtree of T ∗ that is induced
by the set of leaves of T̃r. As an intermediate step, we start by modifying T ∗ according to the induced
subtrees T1, . . . , TR. Note that initially, we consider Tr instead of T̃r, as Tr is closer to T ∗ than T̃r.

We start by defining T (1) as the tree that is obtained from T ∗ by contracting all the edges that
appear in more than one induced tree Tr Further, the edge-weight for θ(1) equals θ∗ on all the
remaining (non-contracted) edges. Note that T (1) still has a single connected component. (For
example, in Fig. 17, we contract the purple-dashed lines in (a) because they appear both in the
induces red and blue trees. This results in the tree depicted in (b).)
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Figure 17: A depiction of the intermediate trees, T (1), T (2) and T (3) in the analysis of the algorithm.
The original tree T ∗ contains all the edges in (a). The output forest partitions the
leaves into three connected components: S1 = {1, 2, 5}, S2 = {3, 4, 6, 7, 8} and S3 =
{9, 10, 11}. The tree T1, which is the subtree of T ∗ induced by S1, contains the red and
purple-dashed edged. The tree T2 contains the blue and purple-dashed edges. And T3

contains the green edges. In (b), we depict T (2), which is obtained by contracting all
the edges that are shared among multiple subtrees Tr, for r = 1, 2, 3. In this example,
those are the purple-dashed edges. In (c), we depict T (2), which is obtained from T (2) by
adding auxiliary nodes: for each internal node v and each subtree Tr that it touches, we
create a new node vr, connect it with v with an edge of weight 1, and further, connect to
vr all the edges in Tr that were incident with v in T (1). The forest T (3) is obtained from
T (2) by removing all the edges that are incident with the nodes a, b, c, d, e. These are the
dashed edges.
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We would like to bound the total variation distance between PrT ∗,θ∗ [x] and PrT (1),θ(1) [x]. Notice
that for each contracted edge e, we have from Theorem 29 that θe ≥ 1 − Cξ for some univer-
sal constant C > 0. Contracting each such edge e is equivalent to modifying θe to equal 1,
as argued in Lemma 28. Hence, the total variation distance for each contraction is bounded by
Cξ/2 from Lemma 27. By the triangle inequality, since we contract at most O(n) edges, then
TV(PrT ∗,θ∗ [x],PrT (1),θ(1) [x]) ≤ O(nξ).

Next, we continue to present the second intermediate model, parameterized by T (2) = (V (2), E(2))
and θ(2). To obtain T (2) = (V (2), E(2)) and θ(2), recall that each vertex of T (1) = (V (1), E(1)) may
correspond to multiple vertices of T ∗ since T (1) was obtained by contracting edges in T ∗. For any
v ∈ V (1), we denote by Av the set of preimages of v under the transformation from T ∗ to T (1) (see
Definition 25 and the paragraph above this definition). In other words, Av is the set of nodes of
T ∗ that were contracted into v. Denote by ρ(v) the set of indices r ∈ {1, . . . , R} of trees Tr that
intersect a node that was contracted into v. In other words, ρ(v) is the set of indices r such that
Av ∩ Vr ̸= ∅, where Vr is the set of vertices of the subtree Tr. Intuitively, for the construction of
T (2), we would like to make ρ(v) copies of node v, each for a subtree that contains v. To be precise,
T (2) is constructed as follows:

• The set of vertices V (2) of T (2) is obtained from V (1) by adding a new vertex vr, for each v
and r such that r ∈ ρ(v).

• For any v ∈ V (1) and r ∈ ρ(v), define an edge (v, vr) of weight θ(2)(v, vr) = 1.

• For any edge (u, v) ∈ E(1), define a new edge in E(2) according to the following considera-
tions:

– If |ρ(u) ∩ ρ(v)| = 1, denote {r} = ρ(u) ∩ ρ(v) and add an edge (ur, vr) in E(2), with
weight θ(2)(ur,vr) = θ

(1)
(u,v). This replaces the edge (u, v).

– If |ρ(u) ∩ ρ(v)| = ∅, add an edge (u, v) to E(2) with weight θ(2)(u,v) = θ
(1)
(u,v)

– It is impossible that |ρ(u) ∩ ρ(v)| > 1, otherwise, (u, v) would have been contracted.

(See Fig. 17 for an example of a tree T (2).) We note that T (1) can be obtained from T (2) by
contracting all the edges (v, vr) for v ∈ V (1) and r ∈ ρ(v). Hence, from Lemma 28, PrT (2),θ(2) [x] =
PrT (1),θ(1) [x] for all values x on the leaves. In particular,

TV

(
Pr

T (2),θ(2)
[x], Pr

T (1),θ(1)
[x]

)
= 0.

Next, we define T (3) and θ(3). Recall that the vertices of T (2) are of two types: (1) vertices that
are copies of those in V (1); and (2) vertices vr for v ∈ V (1) and r ∈ ρ(v). Then, T (3) is obtained
from T (2) by removing all the edges incident to the vertices of category (1), as depicted in Fig. 17 (c).
This creates a forest, and we remove from this forest each connected component that is disconnected
from the leaves. We prove the following lemma:

Lemma 31 There are R connected components in T (3), and the sets of leaves of the connected
components are exactly the sets of leaves of T1, . . . , TR. Namely, for each Tr there exists one
connected component of T (3) that has the same leaf-set as Tr.
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Proof First, we argue that any two leaves that are in the same tree Tr, are also in the same connected
component of T (3). Let i, j be two leaves of Tr and consider the edges on the path P between them
in Tr. For any such edge (u, v), there are two possibilities: (1) This edge was contracted at some
point, and there is some w ∈ T (1) such that u, v ∈ Aw. (2) This edge was not contracted, and there
exist some (w, z) in E(1) that is the analogue of (u, v) in T (1) (see Definition 26 and its preceding
discussion). By definition of T (2), this edge is moved in T (2) to connect (wr, zr). In particular, the
path from i to j in T (2) contains only vertices of the form qr. Hence, this path is not disconnected in
T (3) from the graph.

Next, we argue why two leaves i, j in two different trees Tr and Ts, respectively, cannot be
connected in T (3). Indeed, the parent of leaf i in T (2) must be of the form vr while the parent of j
must be of the form vs. Notice that in T (3) there is no edge connecting a vertex from vr with a vertex
from v3, hence, these two leaves are necessarily disconnected.

We would like to use Theorem 1 to bound the total variation distance between PrT (2),θ(2) [x] and
PrT (3),θ(3) [x], by analyzing the change in the pairwise correlations. To do so, we use the fact that
the pairwise correlations that have changed are only those between leaves i, j of different trees Tr

and Ts, respectively, and by Theorem 29 we have that in T ∗ those have correlation |α∗
ij | ≤ C

√
δ

where δ is defined in Theorem 29 and C > 0 is a universal constant. Notice that, though, the
correlation between two leaves in T (2) can be greater than their correlation in T ∗. As argued above,
the correlation in T (2) equals that in T (1). To compare between the correlations in T (1) and T ∗,
recall that T (1) is obtained from T by contracting edges. Yet, any contracted edge has weight at least
1− Cξ, hence, contracting the edge can increase the correlation by at most 1/(1− Cξ). Since any
path between two leaves can contain at most n edges, the contraction can increase the correlation by
at most 1/(1− Cξ)n. By assumption, ξ ≤ 1/(Cn), hence this factor is at most a constant. Under
that assumption, the correlation in T (2) between any two leaves of different subtrees Tr is bounded
by O(

√
δ). Since in T (3) their correlation becomes 0, this implies that the pairwise correlations

change by at most O(
√
δ).

Hence, for any i, j, |α(2)
ij − α

(3)
ij | ≤ O(

√
δ). Since T (2) and T (3) both share the same underlying

graph (as removing edges can be done by just replacing the weight with 0), it follows from Theorem 1
that the total variation distance between the leaf distributions of T (2) and T (3) is bounded by
O(n2

√
δ).

Next, we would like to bound the total variation distance between the leaf distribution of T (3)

and the output of the algorithm. Since T (3) and F̃ have the same connected components, the leaf
distributions of both factorize the same. In particular, the leaf-sets S1, . . . , SR of T1, . . . , Tr are
independent in these product distributions. To bound the total variation distance between the leaf
distributions of T (3) and F̃ , it suffices to bound the total variation distance with respect to each
connected component separately, and then sum the bounds for each component. Hence, we will
fix some r ∈ {1, . . . , R}. For this end, let us analyze the weights θ̃e given by Algorithm 2 on the
tree T̃r. Recall that the last step of this algorithm is to use Algorithm 1 on the tree T̃r with some
parameter η′ > 0 and correlations α̂ij that were estmated from samples of the original tree T ∗.
Further, recall that Algorithm 1 is guaranteed to return some weights θ̃e on the edges, such that the
pairwise correlations between the leaves, which we denote by α̃ij , are η′-close to the correlations α̂ij

that were given to it as input, namely, |α̃ij − α̂ij | ≤ η for any pair i, j of leaves. Yet, Algorithm 1
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will succeed only if there exist such weights θ̃e that satisfy the above constraint. To that end, we
claim the following:

Lemma 32 Fix r ∈ {1, . . . , R}. Then, there exist weights θ′ij to the edges of T̃r such that the
corresponding pairwise correlations, α′

ij satisfy |α′
ij − α̂ij | ≤ η +O(nξ) for any leaves i, j ∈ Sr.

Proof Notice that it is sufficient to find weights θ′e such that |α′
ij−α∗

ij | ≤ O(nξ), since |α̂ij−α∗
ij | ≤

η, by the assumption in Lemma 30. Since Tr is the subtree induced by the set of leaves Sr, our goal
is to show that α′

ij is O(nξ)-close to the pairwise correlation of i and j accross Tr. Hence, this is
what we will do. As a first solution, we propose to set for each edge e its weight θ′e to equal its
corresponding weight θ∗e in Tr. Recall, though, that in the process of transforming Ti to T̃i, there are
two modifications, which implies that we cannot exactly match the edges of T̃i with those of Ti. We
elaborate below on the transformations and how to set θ′e given these transformations.

• The first transformation is obtained by contracting some edges of weight θe ≥ 1−O(ξ). For
these contracted edges, we will not define θ′e. Contracting these edges changes the pairwise
correlations between the leaves by at most O(nξ), since there can be at most O(n) edges along
each path.

• The second transformation is a contraction of some nodes of degree 2. Yet, for each such
contraction, there is an easy way to modify the weights such that the pairwise correlations over
the leaves does not change. In particular, if u is a node and v, w are its neighbors, then u is
being deleted from the graph and v, w are being connected. If we set the weight of the new
edge as a multiplication of the weights of the two old edges, then the pairwise correlations
between the leaves do not change. In particular, we will define θ′ under this logic: we will
track the changes from Ti to T̃i, and whenever a degree-2 node is being contracted, we modify
the weights accordingly: if edges e and e′ were contracted to e′′, we set the weight of e′′ to
equal the multiplication of weights of e and e′.

Using the above definition of θ′e and the above analysis, it follows that |α′
ij − α∗

ij | ≤ O(nξ). This
suffices to complete the proof, as explained above.

It follows from Lemma 32 that the execution of Algorithm 1 succeeds, if it is run with η′ = Cnξ + η
and a sufficiently large C > 0. This implies that for any i, j ∈ Sr, |α̃ij − α̂ij | ≤ η′ ≤ η + O(nξ).
By the triangle inequality, |α̃ij − α∗

ij | ≤ 2η +O(nξ). Lastly, following the analysis above, it is easy

to show that also |α(3)
ij −α∗

ij | ≤ O(nξ). Indeed, the only modification from T to T (3) that affects the
pairwise correlation between i, j ∈ Sr is the contraction of edges of θ∗e ≥ 1−O(ξ). This affects the
pairwise correlation by O(nξ). By the triangle inequality, we derive that |α̃ij − α

(3)
ij | ≤ O(nξ + η).

The last step would be to apply Theorem 1 (same topology) to compare between the distribution over
T̃i and its corresponding connected component in T (3). Yet, this theorem would apply only if the
two components have the same topology. While they do not, we note that both trees are contractions
of the same tree Tr. Hence, we can view both distributions as defined over the tree Tr, where the
contracted edges have weight 1. By Theorem 1 (same topology) we derive that the total variation
distance between the two distributions over Sr is bounded by O(nξ|Sr|2). By summing over all r,
we derive that

TV

(
Pr

T (3),θ(3)
[x], Pr

F̃ ,θ̃
[x]

)
≤ O

(
nξ

r∑
r=1

|Sr|2
)
≤ O(n3ξ).
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By summing up the total variation distances between the auxiliary distributions parameterized by
T (i), this concludes the proof of Lemma 30.

D.4. Concluding the proof of Theorem 3 (unknown topology)

We use Lemma 30. First of all, let us optimize ξ and δ for a fixed value of η. This can be achieved
by selecting δ = η2/3n2/3 and ξ = η1/3n−2/3. We note that the requirement ξ ≤ O(1/n) if
η ≤ O(1/n). The final bound is O(n7/3η1/3). To get this below ε, we have to set η ≤ O(ε3/n7).
This requires a sample of size n ≥ Ω(log(n/δ)/η2) = Ω(n14 log(n/δ)/ε6).

D.5. Translating the notation of Daskalakis et al. (2009)

We note that Daskalakis et al. (2009) uses a different notation. For convenience, we explain the
translation in the Ferromagnetic setting where αij , θkl ≥ 0, however, in order to transition to the
non-Ferromagnetic setting one would simply have to replace these quantities with their absolute
values, |αij | and |θkl|, respectively.

Instead of edge weight θ(k,ℓ), Daskalakis et al. (2009) use the metric dk,ℓ = − log θ(k,ℓ). Instead
of αi,j they use the metric di,j = − logαi,j . They denote the true (underlying) metric by d,
whereas they assume that the algorithm receives a (τ,M)-distorted metric on the leaves, denoted
d̂. This means that |d̂i,j − di,j | ≤ τ whenever di,j ≤ M . Using our notation, this means that
| log α̂ij − logα∗

i,j | ≤ τ whenever α∗
ij ≥ e−M . Equivalently,

−τ ≤ log α̂ij − logα∗
i,j ≤ τ whenever α∗

ij ≥ e−M

which is equivalent to

e−τ ≤ α̂ij/α
∗
i,j ≤ eτ whenever α∗

ij ≥ e−M . (21)

We will show how their guarantees can be implied from our guarantees. First, notice that in order for
(21) to hold, it is sufficient to assume that τ ≤ 1 and

(1− τ/2) ≤ α̂ij/α
∗
i,j ≤ (1 + τ/2) whenever α∗

ij ≥ e−M .

If we substitute ξ = τ/2 and δ = e−M , the last inequality substitutes to

α∗
i,j − ξα∗

ij ≤ α̂ij ≤ α∗
i,j + ξα∗

ij whenever α∗
ij ≥ δ ,

which is equivalent to
|α̂ij − α∗

i,j | ≤ ξα∗
ij whenever α∗

ij ≥ δ . (22)

Eq. 22 is guaranteed to hold if |α̂i,j−α∗
i,j | ≤ ξδ. Since in Theorem 29 we assume that |α̂i,j−α∗

i,j | ≤ η,
it suffices to assume that η ≤ ξδ in order to imply (22), which in turn implies the conditions in the
paper of Daskalakis et al. (2009).

Appendix E. Information theoretic bound

Upper bound. While the result below was known, we prove it for completeness.
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Theorem 33 There is an algorithm that, given m samples from the leaf-marginal of some tree
structured Ising model with n leaves, returns another tree structured Ising model whose total variation
distance to the original model is bounded by ε, with sample complexity m = O(n log(n/ε)/ε2).

While it is apparent that the family of tree-structured Ising models is infinite, we will select a
finite set which is an ε-cover in total variation, and then we will use the following result to learn in
total variation distance over a finite set:

Theorem 34 (Yatracos (1985)) Let ε, δ > 0. Given a finite family C of distributions and m samples
from some arbitrary distribution µ, there exists an algorithm such that, with probability 1− δ, returns
a distribution µ̂ ∈ C that satisfies:

TV(µ, µ̂) ≤ 3 inf
ν∈C

TV(µ, ν) + ε,

with sample complexity m = O(log(|C|/δ)/ε2).

In order to apply Theorem 34, we will construct an ε-cover to the set of tree structured Ising
models.

Lemma 35 For any ε > 0, there exists a family C of tree-structured Ising models of log cardinality
log |C| ≤ O(n log(n/ε)), such that for any tree structured Ising model, there exists some model from
C such that the total variation distance between these the two leaf distributions of these models is
bounded by ε.

Proof For completeness, we prove this lemma using Theorem 1, yet, there are more direct ways to
prove this lemma.

Each element of C will be parameterized by the following:

• A tree topology, with n leaves labeled 1, . . . , n. There can be at most nO(n) distinct trees.

• For each edge of the tree, its weight θe is one of {0, 1/M, 2/M, . . . , 1}, where M = Θ(n3/ε).
There can be at most MO(n) possibilities to select the weights.

We derive that |C| ≤ (n/ε)O(n).
Given some tree T and weight θ, we will find an element of C that approximates it. In particular,

we will take the element from C that has the same structure and additionally, each of its weights are
1/M close to θ. It is easy to see from (1) that the pairwise correlations between the leaves αij , are
O(n/M)-close in absolute value between the two models. Hence, by Theorem 1 (fixed topology),
the two models are O(n3/M) ≤ ε close in total variation between the leaf distributions, provided
that M ≥ Ω(n3/ε).

To conclude the proof, we use the algorithm of Theorem 34, applying it on an ε/4-cover using
the construction in Lemma 35.

Lower bound In order to learn latent tree-structured Ising models, when the topology is unknown,
the sample complexity is lower bounded by Ω(n log(n)/ε2). This follows from Koehler (2020): they
prove that the number of samples that are required to learn a full tree from samples is Ω(n log(n)/ε2),
yet, this proof extends directly to the setting of latent nodes.
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