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Abstract

We study multiclass online prediction where the learner can predict using a list of multiple labels
(as opposed to just one label in the traditional setting). We characterize learnability in this model
using the b-ary Littlestone dimension. This dimension is a variation of the classical Littlestone
dimension with the difference that binary mistake trees are replaced with (k 4 1)-ary mistake trees,
where k is the number of labels in the list. In the agnostic setting, we explore different scenarios
depending on whether the comparator class consists of single-labeled or multi-labeled functions
and its tradeoff with the size of the lists the algorithm uses. We find that it is possible to achieve
negative regret in some cases and provide a complete characterization of when this is possible.

As part of our work, we adapt classical algorithms such as Littlestone’s SOA and Rosenblatt’s
Perceptron to predict using lists of labels. We also establish combinatorial results for list-learnable
classes, including a list online version of the Sauer-Shelah-Perles Lemma. We state our results
within the framework of pattern classes — a generalization of hypothesis classes which can rep-
resent adaptive hypotheses (i.e. functions with memory), and model data-dependent assumptions
such as linear classification with margin.
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1. Introduction

In certain situations where supervised learning is used, it is acceptable if the prediction is presented
as a short list of candidate outputs. For instance, recommendation systems like those used by Netflix,
Amazon, and YouTube (see Figure 1) recommend a list of movies or products to their users for
selection (as opposed to just a single movie/product). In fact, even in tasks where the objective is
to predict a single label, it may be helpful to first reduce the output space (which can potentially
be very large) by learning a short list of options. For instance, medical doctors could consult an
algorithm that generates a short list of potential diagnoses based on a patient’s medical data.

List prediction rules naturally arise in the setting of conformal learning. In this model, algo-
rithms make their predictions while also offering some indication of the level of uncertainty or
confidence in those predictions. For example in multiclass classification tasks, given an unlabeled
test example x, the conformal learner might output a list of all possible classes along with scores
which reflect the probability that « belongs to each class. This list can then be truncated to a shorter
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