Orthogonal Directions Constrained Gradient Method: from non-linear equality constraints to Stiefel manifold
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Abstract

We consider the problem of minimizing a non-convex function over a smooth manifold \( M \). We propose a novel algorithm, the Orthogonal Directions Constrained Gradient Method (ODCGM), which only requires computing a projection onto a vector space. ODCGM is infeasible but the iterates are constantly pulled towards the manifold, ensuring the convergence of ODCGM towards \( M \). ODCGM is much simpler to implement than the classical methods, which require the computation of a retraction. Moreover, we show that ODCGM exhibits the near-optimal oracle complexities \( O(1/\varepsilon^2) \) and \( O(1/\varepsilon^4) \) in the deterministic and stochastic cases, respectively. Furthermore, we establish that, under an appropriate choice of the projection metric, our method recovers the landing algorithm of Ablin and Peyré (2022), a recently introduced algorithm for optimization over the Stiefel manifold. As a result, we significantly extend the analysis of Ablin and Peyré (2022), establishing near-optimal rates both in deterministic and stochastic frameworks. Finally, we perform numerical experiments, which shows the efficiency of ODCGM in a high-dimensional setting.
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1. Introduction

Given a continuously differentiable function \( f : \mathbb{R}^n \to \mathbb{R} \), we consider the following optimization problem:

\[
\min_{x \in \mathcal{M}} f(x), \quad \text{with } \mathcal{M} := \{ x \in \mathbb{R}^n : h(x) = 0 \},
\]

where \( h : \mathbb{R}^n \to \mathbb{R}^{n_h} \) is continuously differentiable, non-convex, \( n_h > 0 \) represents the number of constraints and \( \mathcal{M} \) denotes the feasible set. Optimization problems with nonlinear constraints naturally arise in a number of areas in machine learning, with a specific emphasis on matrix manifold optimization (see Li et al. (2019); Yang (2007); Sato (2021)). Examples include independent component analysis (Hyvärinen et al., 2009; Ablin et al., 2018), Procrustes estimation (Bojanczyk and Lutoborski, 1999; Turaga et al., 2008, 2011) and the orthogonally normalized neural networks in deep learning (Arjovsky et al., 2016; Li et al., 2019; Bansal et al., 2018; Qi et al., 2020).

When the projection to \( \mathcal{M} \) is computationally tractable, the projected gradient method – in which a gradient descent step on \( f \) is combined with the projection to \( \mathcal{M} \) – is often the preferred
option. The convergence guarantees for projected gradient methods are similar to those for unconstrained gradient descent. Moreover, projected gradients are a first-order procedure and efficiently handle the stochastic case, where only an unbiased estimate of $\nabla f$ is known (see, e.g., Ghadimi and Lan (2013, 2016)). When $\mathcal{M}$ is a submanifold, a typical approach is to determine a search direction in the tangent space and then apply a retraction (see e.g. Absil and Malick (2012); Bonnabel (2013); Boumal et al. (2019); Boumal (2020); Sato (2021)). Similarly, retraction-based gradient algorithms have optimal convergence rates in both deterministic and stochastic settings (see Zhang and Sra (2016); Sato et al. (2019)). These methods are feasible, i.e., the iterates always belong to $\mathcal{M}$. In most cases, however, computing the retraction is expensive and requires solving a nontrivial optimization problem.

Infeasible methods (i.e. the iterates do not remain on $\mathcal{M}$), such as augmented Lagrangian and proximally guided methods, seek a solution to (1) by solving a sequence of optimization problems (see Li et al. (2021); Lin et al. (2022); Xie and Wright (2021); Hong et al. (2017)). Here, the iterates are not feasible but are gradually pushed towards $\mathcal{M}$. Nevertheless, each of the optimization problems in the inner loop might be computationally involved. Moreover, these methods are sensitive to the choice of hyperparameters both in theory (often the sub-problems in the inner loop are required to be convex) and in practice.

In this work, we propose ODCGM, which stands for Orthogonal Directions Constrained Gradient Method, a new class of algorithms that are both easy to implement and computationally inexpensive while retaining the good convergence properties of gradient descent. ODCGM realizes a trade-off between two opposite goals: minimizing $f$ and guaranteeing feasibility of solutions. In order to set up the stage, we define for each $x \in \mathbb{R}^n$ i) $\nabla H(x) := (1/2)\nabla (\|h(x)\|^2)$, and ii) $V(x)$ the vector space orthogonal to $\text{span} (\{\nabla h_i(x)\}_{i=1}^n)$. Then, a vanilla version of ODCGM produces iterates as follows:

$$x_{k+1} = x_k - \gamma_k \nabla H(x_k) - \gamma_k \nabla V(f(x_k)),$$

where $\gamma_k > 0$ is a step size and $\nabla Vf$ denotes the orthogonal projection of $\nabla f$ onto $V(x)$. Since $\nabla H(x)$ is orthogonal to $V(x)$ by construction, the iterates, even if allowed to be infeasible, are constantly shifted in the direction of $\mathcal{M}$. Moreover, $-\nabla Vf$ strives to be as close as possible to $-\nabla f$, which is the direction of descent for $f$, and thus tends to minimize $f$; see Figure 1.

**Figure 1:** Construction of the orthogonal directions

ODCGM is a first-order algorithm that only requires a projection onto the vector space $V(x)$ at each iteration. It is scalable, simple to implement, and can be easily generalized to the stochastic setting. In addition, we provide ODCGM with strong theoretical guarantees: we establish convergence bounds that are equivalent to those of (unconstrained) gradient descent in both deterministic and stochastic settings: $O(\varepsilon^{-2})$ and $O(\varepsilon^{-4})$, respectively. We also present RODCGM a computationally cheaper version of ODCGM where $V(x)$ is replaced by a hyperplane orthogonal to $\nabla H(x)$.
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The advantage RODCGM is that the projection (i.e. the computation of $\nabla_V f(x)$) now comes essentially for free, which has the potential to efficiently solve high-dimensional problems, $n - n_h \gg 1$. This version of ODCGM is inherently non-smooth and we obtain a $O(\epsilon^{-3})$ convergence rate in the deterministic setting and $O(\epsilon^{-4})$ in the stochastic setting.

ODCGM is closely related to two recently proposed methods. First, the algorithm developed in Muehlebach and Jordan (2022), when applied to equality constraints, is a special instance of ODCGM. Our finite-time complexity analysis extends Muehlebach and Jordan (2022) to the non-convex setting (see also Schechtman et al. (2022); Leconte et al. (2023)). Second, ODCGM is closely related to the landing algorithm proposed by Ablin and Peyré (2022); Gao et al. (2022). The landing algorithm deals with the case where $\mathcal{M}$ is the Stiefel (or orthogonal) manifold: it avoids retractions and requires only a few matrix multiplications at each iteration. For the orthogonal manifold case (and in the deterministic setting), Ablin and Peyré (2022) provides convergence guarantees, however, with a suboptimal convergence rate. Following Gao et al. (2022), we show that by choosing an appropriate metric for the projection on $V(x)$, we obtain a closed-form solution for $\nabla_V f$, and we recover landing as a specific instance of ODCGM. As a consequence, when $\mathcal{M}$ is the Stiefel manifold, we significantly extend the analysis of Ablin and Peyré (2022) by establishing near-optimal rates both in the deterministic and stochastic framework. In particular, we show that landing indeed converges to $\mathcal{M}$, which was only conjectured by Ablin and Peyré (2022).

Main contributions.

- We propose ODCGM, a novel family of algorithms that do not require projections or retractions to the feasible set $\mathcal{M}$.
- We establish convergence rates that coincide with the one of gradient descent in the non-convex setting: $O(\epsilon^{-2})$ in the deterministic and $O(\epsilon^{-4})$ in the stochastic cases; see Section 3.
- We propose RODCGM which significantly decreases the computational cost per iteration. The cost of this computational reduction is a slightly degraded convergence rate: $O(\epsilon^{-3})$ in the deterministic case and $O(\epsilon^{-4})$ in the stochastic case; see Section 4.
- We introduce ODRGM, a geometry-aware version of ODCGM, which is applicable when an underlying geometrical structure of the problem is available. In particular, the landing method of Ablin and Peyré (2022) is a particular version of ODRGM. Convergence guarantees of ODRGM are identical to the one ODCGM; see Section 5.
- We perform various numerical experiments on high-dimensional problems that highlight the claim on efficiency of our method; see Section 6.

Notations. For a smooth function $f : \mathbb{R}^n \to \mathbb{R}$, $\nabla f(x) \in \mathbb{R}^n$ denotes its gradient. For a smooth function $h : \mathbb{R}^n \to \mathbb{R}^{n_h}$, we denote $\nabla h(x) \in \mathbb{R}^{n \times n_h}$ the matrix in which the $i$-th column is $\nabla h_i(x)$. Given a matrix $A$, ker $A$ denotes its kernel. Given a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and a filtration $(\mathcal{F}_k)$, $\mathbb{E}[-|\mathcal{F}_k]$ is denoted as $\mathbb{E}_k[\cdot]$. The orthogonal projector on the linear subspace $V$ is denoted $P_V$ and the Euclidean norm will be denoted $\|\cdot\|$.

Submanifolds. A set $\mathcal{M} \subset \mathbb{R}^n$ is called a submanifold of dimension $n - n_h$, with $n_h \leq n$, if for every point $x \in \mathcal{M}$, there is a neighborhood $U \subset \mathbb{R}^n$ of $x$ and a smooth function $h : U \to \mathbb{R}^{n_h}$ such that $h^{-1}(0) = U \cap \mathcal{M}$ and $\nabla h$ is of full rank on $U$. The tangent plane of $\mathcal{M}$ at $x$ is $T_x \mathcal{M} = \ker(\nabla h(x)^\top)$. For a smooth function $f : \mathbb{R}^n \to \mathbb{R}$ and $x \in \mathcal{M}$, Grad $f(x) = P_{T_x \mathcal{M}} \nabla f(x)$ denotes the Riemannian gradient of $f$ at $x$ in the case when the Riemannian metric is inherited from
the ambient space. More generally, for \((\mathcal{M}, g)\) a manifold equipped with a Riemannian metric \(g\), \(\text{Grad}_M f(x) \in T_x \mathcal{M}\) denotes the Riemannian gradient: a vector in the tangent plane such that for any \(\xi \in T_x \mathcal{M}\), \(g_x(\text{Grad}_M f(x), \xi) = \nabla f(x)^\top \xi\), where \(g_x\) is a scalar product induced by \(g\) on \(T_x \mathcal{M}\).

### 2. Problem formulation and preliminaries

We consider submanifolds of \(\mathbb{R}^n\) defined by a single function \(h: \mathbb{R}^n \to \mathbb{R}^m\). A point \(x \in \mathcal{M}\) is a critical point of \((1)\) if:

\[
\text{Grad} f(x) := P_{T_x \mathcal{M}} \nabla f(x) = 0.
\]

In particular, any local minimum of \((1)\) is a critical point. To each \(x \in \mathcal{M}\), we associate a vector space \(V(x) = \{v \in \mathbb{R}^n : \nabla h(x)^\top v = 0\}\). Note that, for any \(x \in \mathcal{M}\), \(V(x) = T_x \mathcal{M}\). If \(x\) is such that \(\nabla h(x)\) has full rank, then \(V(x)\) is the tangent plane of the manifold \(\{y \in \mathbb{R}^n : h(y) = h(x)\}\) (perhaps restricted to some neighborhood of \(x\)). Therefore, \(V(x)\) extends the tangent plane outside of \(\mathcal{M}\). The **orthogonal directions field** is defined as:

\[
O_D(x) = -\nabla h(x)A(x)h(x) - \nabla_V f(x),
\]

where for all \(x \in \mathbb{R}^n\), \(\nabla_V f(x)\) is the orthogonal projection of \(\nabla f(x)\) onto \(V(x)\) and \(A(x) \in \mathbb{R}^{m \times m}\) is chosen such that \(\nabla h(x)^\top \nabla h(x)A(x)\) is a symmetric positive definite matrix. As we will see in the next sections, under this assumption, the directions along \(O_D(x)\) tend to decrease \(\|h\|\). Note also that the first term, \(\nabla h(x)A(x)h(x)\), is orthogonal to \(\nabla_V f(x)\) by construction. Before discussing the possible choices of \(x \mapsto A(x)\), we show in the following lemma, that \(O_D(x)\) is a meaningful way to measure the closeness of \(x\) to a critical point. In particular, it is consistent with the notions of \(\varepsilon\)-Ito point of Xie and Wright (2021) and \(\varepsilon\)-KKT point of Birgin et al. (2018); Haeser et al. (2019).

**Lemma 1** For \(x \in \mathbb{R}^n\) and \(\varepsilon > 0\), let \(\lambda\) denote the minimal singular value of \(\nabla h(x)A(x)\). If \(\|O_D(x)\| \leq \varepsilon\), then \(\|\nabla_V f(x)\| \leq \varepsilon\) and \(\|h(x)\| \leq \lambda^{-1}\varepsilon\). In particular, if \(O_D(x) = 0\), then \(x\) is a critical point of Problem 1.

**Example 1 (Vanilla orthogonal directions field)** The first natural example is to choose \(A(x) = \alpha \text{Id}\), where \(\text{Id} \in \mathbb{R}^{m \times m}\) is the identity matrix. In this case, denoting \(H(x) = 1/2\|h(x)\|^2\), it holds that \(O_D(x) = -\alpha \nabla h(x) - \nabla_V f(x)\). An adaptive version of the method is obtained by choosing \(A(x) = \alpha(x) \text{Id}\), with \(\alpha: \mathbb{R}^n \to \mathbb{R}_+\) a strictly positive function.

**Example 2 (MJ orthogonal directions field)** For \(x\) such that \(\nabla h(x)\) is of full rank, another natural example is obtained by setting \(A(x) = \alpha(\nabla h(x)^\top \nabla h(x))^{-1}\), where \(\alpha > 0\). In this case, it turns out that \(O_D(x)\) is an instance of Muehlebach and Jordan (2022). Denote \(V_\alpha(x) := \{v \in \mathbb{R}^n : \nabla h(x)^\top v = -\alpha h(x)\}\). Note that for \(x \in \mathcal{M}\), \(V_\alpha(x) = V(x) = T_x \mathcal{M}\) and that \(V_\alpha(x)\) is non-empty as soon as \(\nabla h(x)\) is of full rank. A direct calculation (see Lemma 7) shows that

\[
O_D(x) = \text{arg} \min_{v \in V_\alpha(x)} \frac{1}{2} \|v + \nabla f(x)\|^2.
\]

Since the computational cost of the projection on \(V_\alpha\) and \(V\) is similar, it might be interesting to compute this vector field by directly solving \((5)\). However, we will see in Section 5 that for important examples of Stiefel and orthogonal manifolds we can modify the geometry of the ambient space to obtain a computationally tractable projection onto \(V\).
3. Main results

3.1. Continuous-time flow

In this section, we analyze the ordinary differential equation \( \dot{x}(t) = O_D(x(t)) \). In all the remainder, we fix \( r_1 > 0 \) and \( K \subset \mathbb{R}^n \) with \( K = \{ x \in \mathbb{R}^n : \| h(x) \| \leq r_1 \} \). Consider the following assumption:

**A1**

i) The set \( K \) is compact and \( \nabla h \) is of full rank on \( K \).

ii) It holds that \( \nabla h^\top \nabla h A \in \mathbb{R}^{n \times n} \) is symmetric positive definite on \( K \).

iii) The function \( A : K \to \mathbb{R}^{n \times n} \) can be extended to a locally Lipschitz continuous function on some neighborhood of \( K \).

iv) There is \( \alpha_m > 0 \) such that \( \inf_{x \in K} \lambda_m(x) > \alpha_m \), where \( \lambda_m(x) \) is the minimal eigenvalue of \( \nabla h^\top(x) \nabla h(x) A(x) \).

Note that as soon as \( M \) is compact, there is always some \( r_1 > 0 \) such that A1-i) holds. Moreover, A1-ii)–iii) are satisfied for the matrices \( A \) given in Examples 1 and 2. As is often the case, to analyze the trajectory of an ordinary differential equation we need to find an energy (or Lyapunov) function. For \( M > 0 \), we define \( \Lambda_M : \mathbb{R}^n \to \mathbb{R} \) as:

\[
\Lambda_M = f + M \| h \|. \tag{6}
\]

The following theorem is our first main result. It shows that for \( M \) large enough, \( \Lambda_M \) decreases along any trajectory. This observation immediately implies the convergence of any bounded trajectory to the set of critical points.

**Theorem 2** Assume A1. For any \( x_0 \) such that \( \| h(x_0) \| \leq r_1 \), there is a unique solution to

\[
\dot{x}(t) = O_D(x(t)) \tag{7}
\]

starting at \( x_0 \). In addition, denoting this solution by \( x : \mathbb{R}_+ \to \mathbb{R}^n \), it holds that:

1. For any \( t \geq 0 \), \( \| h(x(t)) \| \leq e^{-\alpha_m t} \| h(x_0) \| \), where \( \alpha_m \) is defined in A1-iv).

2. For all \( M \geq M_1 = M_1/\alpha_m \), with \( M_1 = \sup_{x \in K} \| A^\top \nabla h^\top (\nabla f - \nabla h A h) \| \), we get

\[
\inf_{0 \leq t \leq T} \| O_D(x(t)) \|^2 = \inf_{0 \leq t \leq T} \| \dot{x}(t) \|^2 \leq \frac{1}{T} \int_0^T \| \dot{x}(t) \|^2 \, dt \leq \frac{\Lambda_M(x(0)) - \Lambda_M(x(T))}{T}.
\]

3. Let \( x^* \) be in the limit set of \( x \), i.e. there is \( t_n \to +\infty \) such that \( x(t_n) \to x^* \). Then \( x^* \) is a critical point of (1).

**Proof** The existence and uniqueness of a local solution of (7) follows from the fact that \( O_D \) is locally Lipschitz continuous. As we shall see, such a solution must lie in \( K \), which is compact by A1. This implies that the domain of a local solution can be extended to \( \mathbb{R}_+ \). Indeed, let \( x \) be such a solution. Since for all \( v \in V \), it holds that \( \nabla h^\top v = 0 \), we get using A1-iv):

\[
\frac{d}{dt} \| h(x) \|^2 = -2 \nabla h^\top(x) \nabla h(x) A(x) h(x) \leq -2\alpha_m \| h(x) \|^2 , \tag{8}
\]

and Grönwall’s lemma implies that \( \| h(x(t)) \| \leq e^{-\alpha m t} \| h(x(0)) \| \), for \( t \geq 0 \). Therefore, any local solution stays away from the boundary of \( K \) and can be extended to a global solution for which the
first claim holds. We now prove the second claim. Denote $D_h = (\nabla h^\top \nabla h)^{-1}$. In order to simplify the notations we omit the dependence on $x$ (see Lemma 7), and get

$$O_D = -\nabla f + \nabla h (D_h \nabla h^\top \nabla f - Ah), \tag{9}$$

where $D_h := (\nabla h^\top \nabla h)^{-1}$. This implies $\nabla h^\top O_D = -\nabla h^\top \nabla h Ah$. Therefore, we have

$$\left\| (O_D + \nabla f)^\top O_D \right\| = \left\| (D_h \nabla h^\top \nabla f - Ah)^\top \nabla h^\top O_D \right\| \leq \left\| h^\top A^\top \nabla h^\top \nabla h Ah - \nabla f^\top \nabla h Ah \right\| \leq M_1 \|h\|. \tag{10}$$

Finally, if $x \notin \mathcal{M}$, we have

$$\frac{d}{dt} f(x) = \nabla f(x)^\top \dot{x} = -\|\dot{x}\|^2 + (\dot{x} + \nabla f(x))^\top \dot{x}(t) \leq -\|\dot{x}\|^2 + M_1 \|h(x)\|, \tag{11}$$

and from (8)

$$\frac{d}{dt} \|h(x)\| = \frac{1}{2 \|h(x)\|} \frac{d}{dt} \|h(x)\|^2 \leq -\alpha_m \|h(x)\|. \tag{12}$$

Therefore, using (12) and (11) we obtain, for $x \notin \mathcal{M}$,

$$\frac{d}{dt} \Lambda_M(x) \leq -\|\dot{x}\|^2 \leq -\|\nabla_V f(x)\|^2, \tag{13}$$

where the last inequality comes from the fact that the projection of $\dot{x}(t)$ onto $V$ is $\nabla_V f$. Furthermore, as soon as there is $t_1 > 0$ such that $x(t_1) \in \mathcal{M}$, $x$ remains in $\mathcal{M}$ by (8). Thus, for $t \geq t_1$, $O_D(x(t)) = -\text{Grad}_{\mathcal{M}}(f(x(t))) = -\nabla_V f(x(t))$ and the flow reduces to the Riemannian gradient flow. Since, for such $t$, $f(x(t)) = \Lambda_M(x(t))$, (13) still holds. We obtain the second claim by integrating the latter.

To establish the third claim, we notice that $O_D \neq 0$ as soon as $x \notin \mathcal{M}$ or $x \in \mathcal{M}$ and $\text{Grad}(f) \neq 0$. Equation (13) then shows that $\Lambda_M$ is a strict Lyapunov function for the ODE (7) and the set of critical points of (1). In particular, LaSalle’s invariance principle (see e.g. (Haraux, 1991, Theorem 2.17)) then implies that any limit point of $x$ must be contained in the set of critical points of (1).

3.2. Algorithm

In this section we analyze the algorithms provided by the discretization of the ODE (7) both in the deterministic and stochastic settings. Consider a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_k, k > 0\}, \mathbb{P})$. Fix $x_0 \in K$ and let $(\eta_k)_{k \geq 1}$ be a sequence of random variables adapted to $(\mathcal{F}_k)$. Our method, ODCGM, produces iterates as follows:

$$x_{k+1} = x_k + \gamma_k v_k + \gamma_k \eta_{k+1}, \quad \text{with } v_k = O_D(x_k) \tag{14}$$

and with $(\gamma_k)$ a sequence of positive step sizes. The perturbation $(\eta_k)$ allows to capture the case where $\nabla f(x)$ (and hence $\nabla_V f(x)$) is unknown. This covers both streaming data and finite-sum problems in machine learning; see (Lan, 2020). Recall that $\mathbb{E}_k$ denotes the conditional expectation given $\mathcal{F}_k$ and consider the following assumptions.

A2 i) The function $f$ (respectively $h$) has $L_f$ (respectively $L_h$) Lipschitz gradients on $K$. 
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ii) The iterates \((x_k)\) remain in \(K\), \(\mathbb{P}\)-almost surely.

iii) For every \(k \in \mathbb{N}\), it holds that \(\eta_{k+1} \in V(x_k)\) and \(\mathbb{E}_k[\eta_{k+1}] = 0\).

iv) There is a constant \(\sigma \geq 0\) such that for all \(k \in \mathbb{N}\), \(\mathbb{E}_k[\|\eta_{k+1}\|^2] \leq \sigma^2\).

Example 3 In the stochastic approximation framework, it is assumed that there is a probability space \((\Xi, \mathcal{F}, \mu)\) and a \(\mu\)-integrable function \(g : \mathbb{R}^n \times \Xi \to \mathbb{R}^n\) such that for each \(x \in \mathbb{R}^n\), \(\int g(x, s) \mu(ds) = \nabla f(x)\). Let \((\xi_k)_{k \geq 1}\) be a sequence of i.i.d random variables defined on \((\Omega, \mathcal{F}, \mathbb{P})\), taking values in \(\Xi\) and such that the distribution of \(\xi_k\) is \(\mu\). We consider the following recursion

\[
x_{k+1} = x_k - \gamma_k \nabla h(x_k) A(x_k) h(x_k) - \gamma_k g_V(x_k, \xi_{k+1}),
\]

where \(g_V(x, \xi)\) denotes the orthogonal projection of \(g(x, \xi)\) onto \(V(x)\). Thus, if we denote \(\eta_{k+1} := \nabla f(x_k) - g_V(x_k, \xi_{k+1})\) and \(\mathcal{F}_k := \sigma(\xi_1, \ldots, \xi_k)\), we obtain (14). Note also that in this case \(\eta_{k+1} \in V(x_k)\), \(\mathbb{E}_k[\eta_{k+1}] = 0\), and if for some \(\sigma > 0\), it holds that \(\sup_{x \in \mathbb{R}^n} \mathbb{E}[\|g(x, \xi) - \nabla f(x)\|^2] \leq \sigma^2\), then \(\mathbb{E}_k[\|\eta_{k+1}\|^2] \leq \sigma^2\).

The deterministic setting is recovered by setting \(\sigma = 0\). If \(A\) is defined only on \(K\) (see Example 2), then \(A2\)-ii) is required for the recursions to be properly defined. However, for \(A\) as in Example 1, this assumption is not needed. Nevertheless, it is necessary for our convergence analysis. The following proposition shows that if the sequence \((\eta_{k+1})\) is bounded (which is the case in both the deterministic and finite-sum settings), a sufficiently small step size forces the algorithm to stay in \(K\). Its proof is given in Appendix B.2.

To state the result, we denote \(C_h, C_f\) as the Lipschitz constants of \(h, f\) on \(K\) and define \(C_A := \sup_{x \in K} \|\nabla h A\|\).

Proposition 3 (safe step-size) Assume \(A1\) and \(A2\)-i) and that there is a constant \(b > 0\) such that \(\sup_k \|\eta_{k+1}\| \leq b\). Consider \(\delta > 0\) and let \(\gamma\) be defined as

\[
\gamma = \min \left( \frac{1}{\alpha_m}, \frac{\delta}{C_h \sqrt{2} \left( C_A^2 r_1^2 + C_f^2 b^2 \right)}, \frac{\alpha_m}{2L_h C_A^2 r_1}, \frac{2\alpha_m (r_1 - \delta)}{3L_h (C_f^2 + b^2)} \right).
\]

If \((\gamma_k)\) is bounded by \(\gamma\) and \(\|h(x_0)\| \leq r_1 - \delta\), then the sequence \((x_k)\) produced by ODCGM remains in \(K\).

As explained in Remark 11, although (15) might be intractable to compute explicitly, a simple doubling trick can enforce the algorithm to stay in \(K\).

The following theorem is the discrete counterpart of Theorem 2. It shows that ODCGM converges to the set of the critical points essentially at the same rate than (unconstrained) gradient descent.

Theorem 4 Assume A1–2. For any \(M \geq M\), where \(M\) is defined in Theorem 2, denote \(D_M := \Lambda_{M}(x_0) - \inf_{x \in K} \Lambda_M(x)\) and let \(\gamma \leq \gamma_{\text{max}} = \min \left( \alpha^{-1}_m, (L_f + ML_h)^{-1} \right)\). Then, the following holds.

1. If \(\sigma = 0\), and for all \(k\), \(\gamma_k \equiv \gamma\), then:

\[
\inf_{0 \leq k \leq N-1} \|O_D(x_k)\|^2 = \inf_{0 \leq k \leq N-1} \|v_k\|^2 \leq \frac{2D_M}{N \gamma}.
\]

Furthermore, it holds that \(O_D(x_k) \to 0\) and any accumulation point \(x^*\) of \((x_k)\) is a critical point of Problem (1).
2. Otherwise, fix some constant $\bar{D} > 0$, $N > 0$ and $\gamma := \min(\gamma_{\text{max}}, \bar{D}(\sigma \sqrt{N})^{-1})$. If $\gamma_k \equiv \gamma$, and $\bar{k}$ is uniformly sampled in \{0, \ldots, N - 1\}, then:
\[
\mathbb{E} \left[ \|O_D(x_{\bar{k}})\|^2 \right] \leq \frac{2D_M(L_f + ML_h + \alpha_m)}{N} + \frac{\sigma}{\sqrt{N}} \left( D(L_f + ML_h) + \frac{2D_M}{\bar{D}} \right). \tag{17}
\]

**Proof** Using a Taylor expansion of $\Lambda_M$ and using the upper-bound on $\gamma_k$, we obtain
\[
2 \left( \mathbb{E}_k[\Lambda_M(x_{k+1})] - \Lambda_M(x_k) \right) \leq -\gamma \|v_k\|^2 + (L_f + ML_h)\sigma^2\gamma^2. \tag{18}
\]

Our claims then follow by telescoping this inequality and applying a standard proof technique (see e.g. Lan (2020, Chapter 6)) both in the deterministic and stochastic framework. Further details are given in Appendix B.1.

The preceding theorem shows that the rate of convergence of our algorithm, measured through $O_D$, is identical to the one obtained by gradient descent in a non-convex framework: $\mathcal{O}(\varepsilon^{-2})$ in the deterministic setting and $\mathcal{O}(\varepsilon^{-4})$ in the stochastic setting. As recently shown in Carmon et al. (2020); Arjevani et al. (2023), these rates are tight, which makes our algorithm near-optimal in both cases.

The term $(L_f + ML_h)$ in the definition of $\gamma_{\text{max}}$ is the Lipschitz constant of $\nabla f + M\nabla h$, hence our bound on the step sizes is reminiscent of the $L_f^{-1}$ bound required for convergence of standard gradient descent. Note also that only an upper bound on $M$ is required to achieve such rates. Indeed, in the deterministic setting, we can combine our method with line search; see Remark 11. In the stochastic framework, performing line search is not an option, but we note that the discussion of Ghadimi and Lan (2013, Corollary 2.2.) applies here as well. In particular, we can make an error of the order of $\sqrt{N}$ in estimating $(L_f + ML_h)$ while maintaining our rate of convergence of $\mathcal{O}(\varepsilon^{-4})$. The constant $\bar{D}$ is presented here to deal with misspecified step sizes, i.e. a lack of knowledge of required constants. Nevertheless, if all constants are known, then the optimal $\bar{D}$ in Equation (17) is $\sqrt{2D_M/(L_f + ML_h)}$. Finally, a nonconstant choice of step sizes is possible without affecting the final results; see (Lan, 2020, Chapter 6). The choice of step size is further discussed in Appendix B.2.

4. Reducing the computational cost: reduced ODCGM

While ODCGM provides optimal theoretical guarantees, it does so by computing, at every iteration, a projection onto a $n - n_h$-dimensional vector space. For $n - n_h \gg 1$, such a projection might be computational expensive. In this section, we therefore propose a modification of ODCGM that only projects onto a hyperplane, which comes essentially for free. The main idea is to reparametrize our problem by noting that $\mathcal{M} = \{x \in \mathbb{R}^n : H(x) := \|h(x)\|^2 / 2 = 0\}$. Introducing the vector spaces $\hat{V}(x) := \{v \in \mathbb{R}^n : \nabla H(x)^\top v = 0\}$, the iterates of RODCGM are defined as follows:
\[
x_{k+1} = x_k - \alpha(x_k)\gamma_k \nabla H(x_k) - \gamma_k \nabla \hat{f}(x_k) + \gamma_k \eta_{k+1}, \tag{19}
\]
where, as previously, $\nabla \hat{f}(x)$ denotes the projection of $\nabla f(x)$ onto $\hat{V}(x)$, $(\eta_{k+1})$ is a perturbation sequence, and $\alpha(x)$ corresponds to the choice $A(x) = \alpha(x) \text{Id}$ and is specified in Theorem 5 below.

Note that, as soon as $\nabla H(x) \neq 0$, $\hat{V}(x)$ is a hyperplane. Therefore, the computation of $\nabla \hat{f}(x)$ is straightforward, preserving, at the same time, its orthogonality to $\nabla H(x)$. Thus, RODCGM follows
the same idea as ODCGM while significantly reducing its computational cost. Unfortunately, this construction damages the continuity of $\tilde{V}(x)$ near $\mathcal{M}$. Indeed, since $\nabla H(x) = \nabla h(x) \cdot h(x)$, we obtain $\nabla H(x) = 0$ and $\tilde{V}(x) = \mathbb{R}^n$ on $\mathcal{M}$. This observation shows that the field associated with RODCGM is non-smooth. The inherent non-smoothness of RODCGM deteriorates its convergence properties, but we can still derive a $O(\varepsilon^{-3})$ rate of convergence in deterministic environments and a $O(\varepsilon^{-4})$ rate of convergence in stochastic environments. The latter is reminiscent of the convergence rate of subgradient methods in non-smooth environments (see Davis and Drusvyatskiy (2019)).

To properly analyze RODCGM, and due to a non-smooth choice of $\alpha(x)$, we consider assumptions that are slightly different from A1. More precisely, we assume A1 for $A(x) = \text{Id}$. We will call this set of assumptions $\text{A1}'$, and we denote the smallest eigenvalue of $\nabla h(x)\nabla h(x)$ as $\mu_h^2$.

We note that the compactness of $K$ and Lipschitz-continuity of $\nabla f$ and $\nabla h$ (A2-i) implies that $f$, $h$, and $\nabla H = \nabla h \cdot h$ are Lipschitz-continuous with Lipschitz constants $C_f, C_h$, and $L_H$ respectively. Moreover, since $\nabla V$ is continuous and $K$ is compact, we have $\sup_{x \in K} \|\nabla h(x)\|_2 \leq M_h$.

**Theorem 5** Assume $\text{A1}'$. Let $\bar{D}, \alpha > 0$ and $\alpha(x) = \alpha \cdot H(x)/\|\nabla H(x)\|^2$. Denote $D_0 = f(x_0) - \inf_{x \in K} f(x)$, $\gamma_{\text{max}} = \min(\alpha^{-1}, (L_f + \alpha \mu_h^{-2} L_H)^{-1})$ and $\bar{C} = B_f M_h \mu_h^2$. Finally, assume that $x_0 \in \mathcal{M}$ and fix $N > 0$ the number of iterations. The following holds:

1. If $\sigma^2 = 0$ and for all $k \in \mathbb{N} : \gamma_k \equiv \gamma$ for $\gamma = \min(\gamma_{\text{max}}, \bar{D} \cdot N^{-1/3})$, then choosing $\alpha = \gamma$, we obtain

$$\inf_{k=0,\ldots,N-1} \left\{ \|\nabla_{\tilde{V}} f(x_k)\|^2 + \frac{1}{2} \|h(x_k)\|^2 \right\} \leq \frac{8D_0(L_f + L_h \mu_h^{-2})}{N} + \frac{(8D_0 + 8\bar{C}L_H \cdot \bar{D})}{N^{2/3}}.$$

2. Otherwise, if for all $k \in \mathbb{N} : \gamma_k \equiv \gamma$, with $\gamma = \min(\gamma_{\text{max}}, \bar{D} \cdot N^{-1/2})$, we obtain by choosing $\alpha = \gamma$ and $k$ uniformly sampled in $\{0, \ldots, N - 1\}$

$$\mathbb{E} \left[ \|\nabla_{\tilde{V}} f(x_k)\|^2 + \frac{1}{2} \|h(x_k)\|^2 \right] \leq \frac{4D_0(L_f + L_h \mu_h^{-2})}{N} \cdot \frac{4D_0}{\bar{D} \cdot \sqrt{N}} + \frac{4\bar{C}^2 \bar{D}^2 \cdot L_H}{N} \cdot \frac{4D_0}{\bar{D} \cdot \sqrt{N}} \cdot \left( \frac{2}{\sigma^2} \left( L_f + \gamma L_H \mu_h^{-2} \sigma^2 + 2\bar{C} \cdot \sqrt{L_H \sigma^2} \right) \right).$$

The main difficulty in establishing this result relies in the lack of a suitable Lyapunov function for RODCGM. The latter comes from its inherent non-smoothness and the fact that the Lagrange multipliers that arise in the problem of projection on $V$ are unbounded. A complete proof of this theorem is provided in Appendix B.3.

In the deterministic setting, RODCGM outputs $\hat{x}$ such that $\|h(\hat{x})\| \leq \varepsilon$ and $\|\nabla_{\tilde{V}} f(\hat{x})\| \leq \varepsilon$ in $O(\varepsilon^{-3})$ iterations. In the stochastic setting, RODCGM outputs a point $\hat{x} = x_\ell$ such that $\mathbb{E}[\|h(\hat{x})\|] \leq \varepsilon$ and $\mathbb{E}[\|\nabla_{\tilde{V}} f(\hat{x})\|] \leq \varepsilon$ in $O(\varepsilon^{-4})$ iterations. One drawback of such a method is that we are no longer guaranteed to converge towards the feasible set. Nevertheless, the condition $\|\nabla_{\tilde{V}} f(\hat{x})\| \leq \varepsilon$, could be rewritten as $\varepsilon$-1o point with appropriate Lagrange multipliers proportional to $h(\hat{x})$ (see Xie and Wright (2021) for the definition of an $\varepsilon$-1o point).

5. A geometry aware version of ODCGM

As mentioned earlier, a drawback of ODCGM lies in the fact that at each iteration the method evaluates a projection on $V(x)$. RODCGM requires only one projection onto a hyperplane but does not
exhibit optimal convergence guarantees. In fact, since the main feature of our analysis was to exploit the orthogonality of $\nabla h(x)$ and $V(x)$, one might think that the projection onto $V(x)$ (and thus $\nabla V f(x)$) is not necessarily defined through the canonical metric. This observation is the main idea behind our Orthogonal Directions Riemannian Gradient Method (ODRGM), where the type of projection might depend on $x$. This implicitly provides the ambient space with a Riemannian metric and turns out to be particularly interesting for optimization over the Stiefel manifold. In fact, by a specific choice of metric, the projection has a closed form, which recovers the landing algorithm of Ablin and Peyré (2022). In particular, our results imply near-optimal rates of landing, significantly improving the ones presented in Ablin and Peyré (2022).

Before proceeding, let us introduce some notations. Let $Q : \mathbb{R}^n \to \mathbb{R}^{n \times n}$ be such that for all $x \in \mathbb{R}^n$, $Q(x)$ is a positive definite matrix. Given $v, u \in \mathbb{R}^n$, we set $q_x(u, v) = u^\top Q(x)v$. As a result, we change the geometry of $\mathbb{R}^n$ and transform it into a Riemannian manifold with $q_x$ as the Riemannian inner product. For $v \in \mathbb{R}^n$, we will denote $\|v\|_{q_x} = \sqrt{q_x(v, v)}$. We are now ready to present the geometry-aware orthogonal directions field

$$O_G(x) = -\nabla h(x)A(x)h(x) + \arg \min_{v \in V(x)} \frac{1}{2} \|v + Q^{-1}(x)\nabla f(x)\|_{q_x}^2. \quad (20)$$

By replacing $O_D$ with $O_G$ in the algorithms of Section 3, we obtain geometry-aware deterministic and stochastic algorithms.

To describe a more geometric viewpoint on this algorithm, let us define a family of manifolds $\mathcal{M}_{h(x)} = \{y \in \mathbb{R}^n : h(y) = h(x)\}$ with Riemannian metric $g^{h(x)}$ such that $g^{h(x)}_x = q_x$ parameterized by $x \in \mathbb{R}^n$. In this case, we can prove that the projection in (20) exactly corresponds to the negative Riemannian gradient (see Lemma 19 in Appendix B.4):

$$-\text{Grad}_{\mathcal{M}_{h(x)}} f(x) = \arg \min_{v \in V(x)} \frac{1}{2} \|v + Q^{-1}(x)\nabla f(x)\|_{q_x}^2. \quad (21)$$

In particular, if the problem at hand has a geometrical structure, one might hope that a particular choice of $Q$ might reduce the computational costs (or even exhibit a closed form solution) of the right-hand side of (21). This idea explains the “geometry-aware” nature of the algorithm.

The main motivation for ODRGM is the example of the orthogonal, or, more generally, Stiefel manifold. In this case, for $X \in \mathbb{R}^{n \times p}$, following the recent work of Gao et al. (2022), the constraints are defined by $h(X) = X^\top X - \text{Id}$ and the manifolds $\mathcal{M}_{h(X)}$ correspond to $\text{St}_{X^\top X}(p, n)$. For any of such $\mathcal{M}_{h(X)}$, we obtain a natural Riemannian metric inherited from the Stiefel manifold $\text{St}(p, n)$ through a family of diffeomorphisms. This provides us with a natural way of defining $Q$ and we obtain (see Gao et al. (2022) for a detailed discussion):

$$\text{Grad}_{\mathcal{M}_{h(X)}} f(X) = \psi(X)X, \quad \text{where } \psi(X) = (\nabla f(X)X^\top - X(\nabla f(X))^\top).$$

In particular, by setting $A(x) = \lambda \text{Id}$, our algorithm exactly recovers the landing algorithm (Ablin and Peyré, 2022; Gao et al., 2022)

$$X_{k+1} = X_k - \lambda \gamma_k \nabla H(X_k) - \gamma_k \psi(X_k) X_k.$$

In other words, our approach is a generalization of the landing algorithm beyond the orthogonal and Stiefel manifolds.

Next we analyze ODRGM under the following assumption.
Theorem 6 Let \( \gamma \) was only conjectured in Ablin and Peyré (2022). A full proof is provided in Appendix B.4.

The following theorem shows that \( \text{ODRGM} \) exhibits the same type of rates as \( \text{ODCGM} \). We emphasize that all our analysis automatically holds for the landing algorithms as a special case. In particular, we obtain new and better rates for landing, where only an \( \mathcal{O}(\varepsilon^{-6}) \) rate was previously proven for the deterministic (and with decreasing step-sizes) version of the algorithm. Furthermore, we establish the convergence of the deterministic version of landing to the Stiefel manifold, which was only conjectured in Ablin and Peyré (2022). A full proof is provided in Appendix B.4.

Theorem 1–3 hold. Then, there exists \( \overline{M}_q \) (detailed in the proof) such that for all \( M \geq \overline{M}_q \), with \( \gamma_{\max} = \min(\alpha_m^{-1}, C_q^{-1}(L_f + M L_h)^{-1}) \), the following holds:

1. If \( \sigma = 0 \) and \( \gamma_{k} = \gamma \), with \( \gamma \leq \gamma_{\max} \), then:

\[
\inf_{0 \leq k \leq N-1} \|O_G(x_k)\|^2 \leq \inf_{0 \leq k \leq N-1} \|v_k\|^2 \leq 2C_q \frac{\Lambda_M(x_0) - \Lambda_M(x_n)}{N \gamma}.
\]

Furthermore, \( \|O_G(x_k)\| \to 0 \) and any accumulation point of \( (x_k) \) is a critical point of Problem (1).

2. Otherwise, fix some constant \( \bar{D} \), \( N > 0 \) and \( \gamma = \min(\gamma_{\max}, \bar{D}(\sigma \sqrt{N})^{-1}) \). If \( \gamma_{k} = \gamma \) and \( \hat{k} \) is uniformly sampled in \( \{0, \ldots, N-1\} \), then

\[
\mathbb{E}_k \left[ \|O_G(x_{\hat{k}})\|^2 \right] \leq \frac{2C_q D_M(L_f + M L_h + \alpha_m)}{N} + \frac{C_q \sigma}{\sqrt{N}} \left( \bar{D}(L_f + M L_h) + \frac{2D_M}{D} \right).
\]

6. Numerical experiments

We showcase the efficiency of the proposed algorithms on different optimization problems.

Procrustes problem Let \( A, B \) be matrices with \( A \in \mathbb{R}^{p \times q} \) and \( B \in \mathbb{R}^{p \times q} \), where \( p \geq q \). We consider the orthogonal Procrustes problem of finding a matrix \( X \in \mathbb{R}^{p \times q} \) with orthonormal columns solving the minimization problem \( \min_{X \in \mathbb{R}^{p \times q}} \| A X - B \|^2_F \), where \( \| \cdot \|_F \) is the Frobenius norm. This is referred to as the Procrustes problem on the Stiefel manifold; see (Eldén and Park, 1999). We compare \( \text{ODCGM}, \text{RODCGM}, \text{ODRGM} \) with Riemannian gradient descent with two different choices of Riemannian metric: Euclidean and canonical. The results are shown in Figure 2 in log-log scale for \( p = 60, q = 40 \). The results are averaged over \( n = 100 \) draws for the matrices \( A \) and \( B \) [the entries of the matrices are sampled from a standard normal distributions]. For this experiment, we choose \( A(x) = 5 \text{Id} \); we use a constant step size \( \gamma_{k} = 10^{-2} \) for \( \text{ODCGM} \) and \( \text{ODRGM} \), and decreasing step size for \( \text{RODCGM} \) \( \gamma_{k} = 10^{-2} \cdot k^{-1/3} \). In particular, we find that \( \text{ODRGM} \) outperforms the Riemannian gradient descent methods for both the Euclidean and canonical Riemannian metrics, and achieves the orthogonality error at the level of machine accuracy. We also see numerical confirmation of the \( \mathcal{O}(\varepsilon^{-2}) \) convergence of \( \text{ODCGM} \) and \( \text{ODRGM} \) and the slower convergence of \( \text{RODCGM} \). Additional experiments on a large instance of the problem are presented in Appendix A.
Figure 2: Comparison of ODCGM (blue), RODCGM (orange), and ODRGM (green) with Riemannian gradient descent with two different Riemannian metrics (red and purple). The upper plot shows the orthogonality error for $X$, the lower plot shows the convergence of the objective function (averages over 100 seeds).

Hanging chain As a second non-convex and nonlinear example, we compute the shape of a hanging chain. The problem can be formulated as follows:

$$\min_{(\xi_1, \ldots, \xi_N) \in \mathbb{R}^{2N}} \frac{1}{N^2} \sum_{i=1}^{N} \left( \frac{k_s}{r^4} (\xi_{i-1} - \xi_i)^T (\xi_{i+1} - \xi_i) + y_i \right)$$

s.t. $\sqrt{(\xi_{k-1} - \xi_k)^T (\xi_{k-1} - \xi_k)} \leq r, \ k = 1, 2, \ldots, N + 1,$ \hspace{1cm} (22)

where $\xi_k = (x_k, y_k)$ denotes the $xy$-position of the $k$-th element, $k = 1, \ldots N$, and $\xi_0 = (0, 0)$ and $\xi_{N+1} = (9, 0)$ are the two endpoints. Further details are given in Appendix A. We compare the results of ODCGM with $A(x) = \alpha (\nabla h(x)^T \nabla h(x))^{-1}$ (hereafter abbreviated as ODCGM), RODCGM, and an augmented Lagrangian method. The results are summarized in Figure 3 for the case $N = 10,000$, which leads to 20,000 decision variables and 10,001 nonlinear constraints. We note that RODCGM and augmented Lagrangian converge much more slowly than ODCGM. We also find that fine-tuning the augmented Lagrangian method is quite difficult, while the time steps of ODCGM and RODCGM are easy to set (see Appendix A for details). The execution time per iteration of ODCGM is about five times that of RODCGM and the augmented Lagrangian. To demonstrate the potential of RODCGM, we run the same example for $N = 2 \times 10^5$, resulting in a large optimization problem with $4 \times 10^5$ decision variables and $2 \times 10^5$ nonlinear constraints. Under these conditions, solving the Karush-Kuhn-Tucker system becomes challenging at each iteration, which is required for ODCGM. However, the RODCGM still performs well, requiring only about 0.85 seconds to execute a single iteration.

7. Conclusion

In this paper, we propose ODCGM a novel infeasible method for optimization on an immersed manifold $M$. An attractive property of ODCGM is that it avoids retractions and only projections on a vector space need to be computed. ODCGM achieve near-optimal oracle complexities $O(1/\varepsilon^2)$ and $O(1/\varepsilon^4)$ in the deterministic and stochastic cases, respectively. Various extensions of ODCGM are
Figure 3: The figure compares the results of ODCGM (black) with RODCGM (red) and an augmented Lagrangian method (blue). RODCGM is performed with a decreasing step size of $O(k^{-1/2})$. The left plot shows the convergence in objective function, while the right plot gives the mean square error (denoted by rms) of the constraint violations. We note that ODCGM converges much faster than RODCGM and the augmented Lagrangian.

presented. First, we introduce RODCGM, a computationally friendly version of ODCGM. Here we only need to compute one projection onto a hyperplane, but at the price of a slightly worse complexity bound. Second, we introduce ODRGM a geometry-based version of ODCGM, where the projections account for the local Riemannian metric. When specialized to the Stiefel manifold, ODRGM generalizes the landing algorithm (Ablin and Peyré, 2022). We show that ODRGM enjoys the same oracle complexity as ODCGM. As a result, we also establish oracle complexity bounds for landing on the Stiefel manifold. Numerical experiments illustrate the performance of ODCGM and its variants.
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Appendix A. Numerical experiments

A.1. Procrustes problem

We provide additional numerical experiment on matrices \( A \in \mathbb{R}^{q \times q}, B \in \mathbb{R}^{p \times q} \) for \( p = 1000 \) and \( q = 500 \). Plots are presented in Figure 4. The large scale of the problem adds a lot of challenges for all algorithms and notably it affects \text{RODCGM}'s convergence for constraints. However, we see that \text{ODRGM} again outperforms all the baselines. All experiments for the Procrustes problem are performed in PyTorch on a CPU with an Intel Core-i7 processor.

![Figure 4: Comparison of ODCGM (blue), RODCGM (orange), and ODRGM (green) with Riemannian gradient descent with two different Riemannian metrics (red and purple). The left plot shows the orthogonality error for \( X \), the right plot shows the convergence of the objective function (averages over 128 seeds).](image)

A set \( K \) that satisfies A1. Even though the existence of \( K = \{ x : \| h(x) \| \leq r_1 \} \) satisfying A1 is guaranteed as soon as \( M \) is a compact manifold, finding the right constant \( r_1 > 0 \) is problem dependent and might be nontrivial. Nevertheless, in the case of Stiefel’s manifold we can show that for \( r_1 < 1 \) and \( A = 1d \), the set \( K := \{ x : \| h(x) \| \leq r_1 \} \) satisfies A1. Furthermore, in that case it holds that \( \alpha_m \geq 4(1 - \sqrt{r_1}) \).

First, recall that the Stiefel’s manifold is defined as \( \{ X \in \mathbb{R}^{p \times q} : X^\top X = 1d \} \). Thus, (see e.g. Boumal (2020)) we have \( \nabla h(x)^\top : \mathbb{R}^{p \times q} \to S^q \), with \( S^q \subset \mathbb{R}^{q \times q} \) denoting the set of symmetric matrices and

\[
\nabla h(X)^\top H = X^\top H + H^\top X.
\]

To compute \( \lambda_{\min}(\nabla h(X)^\top \nabla h(X)) \), we need to minimize \( \langle H', \nabla h(X)^\top \nabla h(X) H' \rangle \) over the set of \( H' \in S^q \) of unitary norm. We have:

\[
\| \nabla h(X) H' \|_2^2 := \langle H', \nabla h(X)^\top (\nabla h(X) H') \rangle = \langle H', X^\top \nabla h(X) H' + H' \nabla h(X)^\top X \rangle = \langle H', (\nabla h(X)^\top X)^\top H' + \nabla h(X)^\top X \rangle
\]

and \( \nabla h(X)^\top X = 2X^\top X \). Thus, we obtain:

\[
2 \text{tr}(H' X^\top X H' + H' H' X^\top X) = 4 \text{tr}(H' X^\top X H').
\]
Without losing generality, we can consider the case where \( X^T X \) is diagonal with, \( \lambda_1 \geq \cdots \geq \lambda_q \), being its eigenvalues. If we denote \( h_1, \ldots, h_q \in \mathbb{R}^q \) the lines of \( H' \), we have \( \| H' \|^2 = \sum_{i=1}^q \| h_i \|^2 \) and
\[
\text{tr}(H'X^T XH') = \sum_{i=1}^q \lambda_i \| h_i \|^2.
\]
Thus, the best way to minimize this sum is to take \( h_1, \ldots, h_{q-1} = 0 \) and \( h_q = (0, \ldots, 1)^T \). We obtain:
\[
\min_{H' \in S^q} \| \nabla h(X) H' \|^2_2 = \min_{H' \in S^q} (\| H' \nabla h(X)^T \nabla h(X) H' \|) = 4 \min_{H' \in S^q} \text{tr}(H'X^T XH') = 4\lambda_q.
\]
Therefore, \( \lambda_{\text{min}}(\nabla h(X)^T \nabla h(X)) = 4\lambda_{\text{min}}(X^T X) \). Furthermore, if \( \| h(X) \| \leq r_1 < 1 \), then:
\[
\| X^T X - \text{Id} \|^2 = \sum_{i=1}^q (1 - \lambda_i)^2 \leq r_1,
\]
and therefore \( (1 - \lambda_q) \leq \sqrt{r_1} \implies \lambda_{\text{min}}(X^T X) = \lambda_q \geq 1 - \sqrt{r_1} > 0 \). This shows that for \( r_1 < 1 \) and \( A = \text{Id} \), the set \( K := \{ x : \| h(x) \| \leq r_1 \} \) satisfies A1. Furthermore, in that case it holds that \( \alpha_m \geq 4(1 - \sqrt{r_1}) \).

**Euclidean projection on tangent space.** Additionally, in the case of optimization over the Stiefel manifold \( \mathcal{M} = \{ X \in \mathbb{R}^{p \times q} : X^T X = \text{Id} \} \), we discuss a way of projecting onto \( V(x) \) (necessary for ODCGM) which is more efficient than solving a linear system of size \( pq \).

First, we notice that the tangent space can be described as follows (see Gao et al. (2022)):
\[
V(X) = \{ Y \in \mathbb{R}^{p \times q} : Y^T X + X^T Y = 0 \}.
\]
To optimize over this set, we apply the Lagrange multipliers method
\[
\min_{Y \in \mathbb{R}^{p \times q}} \frac{1}{2} \| Y - U \|^2_2, \quad \text{s.t. } Y^T X + X^T Y = 0. \tag{23}
\]
To solve this problem, we start from the reparametrization \( Y = (X^+)^T Z \), with \( Z \) a skew-symmetric matrix, and where \( X^+ \) denotes the pseudoinverse. In this way, we obtain:
\[
\min_{Z \in \mathbb{R}^{n \times p}} \frac{1}{2} \| (X^+)^T Z - U \|^2_2, \quad \text{s.t. } Z^T + Z = 0. \tag{24}
\]
The first order optimality condition implies \( X^+((X^+)^T Z - U) - (\Lambda + \Lambda^T) = 0 \), where \( \Lambda \) are Lagrange multipliers. By the properties of the pseudoinverse matrices with full column rank we have \( X^+((X^+)^T = (X^T X)^{-1} \) and thus
\[
Z = (X^T X)(\Lambda + \Lambda^T) + X^T U.
\]
Next, we have to choose \( M \) to satisfy \( Z^T + Z = 0 \):
\[
(X^T X)(\Lambda + \Lambda^T) + (\Lambda + \Lambda^T)(X^T X) = -(X^T U + U^T X).
\]
Since the right-hand side is symmetric, we only need to compute, over \( P \), any solution to the following *Sylvester’s equation*
\[
(X^T X)P + P(X^T X) = -2(X^T U + U^T X)
\]
and symmetrize it, that is \( \Lambda = (P + P^T)/2 \). The solution to this system can be easily found using the SVD of the matrix \( X \). Notice that since \( X^T X \to I \) we may expect that all operations will be numerically stable. The total complexity of the Euclidian projection is therefore equal to \( O(pq^2) \).
A.2. Hanging chain

We compute the shape of a hanging chain as a numerical example. The chain has length \( l = 10 \) and is divided into \( N + 1 \) segments of equal length \( r = 10/(N + 1) \). Each two segments are connected by a joint and a torsion spring, which models the stiffness of the chain. The torsion spring has a spring constant of \( k_s = 100 \). The chain is suspended at positions \((0, 0)\) and \((9, 0)\), and an example with three nodes \((N = 3)\) is shown in Figure 5. The optimization variables are given by the coordinates \( \xi_i = (x_i, y_i) \) of the nodes, \( i = 1, \ldots, N \), and a non-convex distance constraint restricts the length of each segment to \( r \). We compute the shape of the chain by minimizing its potential energy, i.e.,

\[
\min_{(\xi_1, \ldots, \xi_N) \in \mathbb{R}^{2N}} \frac{1}{N^3} \sum_{i=1}^{N} \left( \frac{k_s}{r} (\xi_{i-1} - \xi_i)^T (\xi_{i+1} - \xi_i) + y_i \right)
\]

(25)

subject to \( \sqrt{(\xi_{k-1} - \xi_k)^T (\xi_{k-1} - \xi_k)} \leq r \), \( k = 1, 2, \ldots, N + 1 \),

where \( \xi_0 = (0, 0) \) and \( \xi_{N+1} = (9, 0) \) are the two endpoints. We note that the first term of the objective function contains a discrete approximation to the curvature of the chain that models the spring potential, while the second term corresponds to the gravitational potential. This example is motivated by the fact that it leads to a simple problem formulation that includes non-convex distance constraints, but also allows us to scale \( N \) to values of \( 10^5 \) or more. Finally, Euler-Bernoulli beam theory gives us a reasonable initial estimate for the start of the optimization. All calculations are performed in MATLAB on a standard laptop (Dell XPS 15 with an Intel Core-i7 processor, 32 gigabytes of RAM, and a Windows operating system).

We start with a chain of 10,001 segments, leading to an optimization problem with 20,000 decision variables and 10,001 nonlinear constraints. We compare the three algorithms: \( \text{ODCGM} \) with \( A(x) = \alpha(\nabla h(x)^T \nabla h(x))^{-1} \) (denoted simply by \( \text{ODCGM} \)), \( \text{RODCGM} \), and an augmented Lagrangian approach. Figure 5 (right) shows the initial estimate and the final result as computed by \( \text{ODCGM} \) (the result of the other algorithms is similar). The step size for \( \text{ODCGM} \) is set to \( \gamma_k = T \), where \( T = 0.1/k_s \) and \( \alpha = 0.05/T \); the step size for \( \text{RODCGM} \) is set to \( \gamma_k = T \) for \( k \leq 100 \) and \( \gamma_k = T/\sqrt{k-100} \) for \( k > 100 \) (the scaling with \( 1/k \) results from the Hessian of (25)). Figure 3 (main text) shows the value of the objective function and the root mean square error of the constraint violation over the course of the optimization. We find that \( \text{ODCGM} \) leads to fast convergence in terms of constraint violations and function value, while the convergence of the augmented Lagrangian approach and \( \text{RODCGM} \) is much slower. Moreover, the performance of the augmented Lagrangian is quite sensitive to the initial value of the dual variable, which may even lead to divergence. In contrast, setting the step size of \( \text{ODCGM} \) and \( \text{RODCGM} \) is very simple. Figure 6 illustrates that \( \text{RODCGM} \) must be executed with decreasing step size; if a constant step size is used, the constraint violations remain as shown in the left panel, which is also consistent with our theoretical analysis. The right panel shows the execution time per iteration of the different algorithms by computing a moving average over past iterations. We conclude that \( \text{RODCGM} \) and the augmented Lagrangian require only about one-fifth of the time of \( \text{ODCGM} \) for a single iteration. This can be explained by the fact that \( \text{ODCGM} \) requires the solution of a linear system of size \( 30,000 \times 30,000 \) at each iteration (we have exploited parsimony but have not taken into account the special structure of the equality constraints in (25)). Although \( \text{RODCGM} \) and the augmented Lagrangian approach have lower execution time per iteration, they also converge much more slowly.

In order to highlight the potential of \( \text{RODCGM} \), we run the same example for \( N = 200,000 \), which results in a large-scale optimization problem with 400,000 decision variables and 200,001...
Figure 5: The figure shows a sketch of the hanging chain (left), the results arising from optimizing (25) (black, right) and the results predicted by the Euler-Bernoulli beam theory (red, right). The predictions from the Euler-Bernoulli beam theory are used as initial guess.

Figure 6: The figure on the left shows that RODCGM with a constant step size $\gamma_k = T$ does not converge and leads to significant constraint violations. The figure on the right shows the execution time per iteration of the different algorithms (moving average over past iterations). We note that the curve of the augmented Lagrangian and RODCGM are essentially superimposed.

non-convex equality constraints. In this case, solving the resulting Karush-Kuhn-Tucker system at every iteration, which is required for ODCGM, becomes challenging. However, RODCGM can still be applied and requires only about 0.085 seconds for executing a single iteration. The resulting function values and the evolution of the constraint violations are shown in Figure 7.

Appendix B. Supplementary proofs

B.1. Proof of Theorem 4

We preface the proof with two elementary results.

Lemma 7 Consider $n_h \leq n$, $y \in \mathbb{R}^n$, $b \in \mathbb{R}^{n_h}$ and $W \in \mathbb{R}^{n \times n_h}$, with $W$ being of full rank. It holds that:

$$\arg \min_{v \in \mathbb{R}^n : W^Tv = b} \frac{1}{2} \|v + y\|^2 = -y + W(W^TW)^{-1}(W^Ty + b)$$
**Orthogonal Directions Constrained Gradient Method**

Figure 7: This figure shows the results from applying RODCGM with $\gamma_k \sim 1/\sqrt{k}$ for large $k$ to (25) with $N = 200,000$. This leads to an optimization problem with 400,000 decision variables and 200,001 non-convex constraints. The evolution of the function value is shown on the left, whereas the evolution of the constraint violations is shown on the right.

**Corollary 8** If $x \in \mathbb{R}^n$ is such that $\nabla h(x)$ is of full rank, then:

$$- \nabla V f(x) = \arg \min_{v \in \mathcal{V}(x)} \frac{1}{2} \| v + \nabla f(x) \|^2 = - \nabla f + \nabla h(x) D_h(x) \nabla h(x)^\top \nabla f(x), \quad (26)$$

where $D_h(x) := (\nabla h(x)^\top \nabla h(x))^{-1}$.

The following proposition is the key element in our proof. It mainly follows from a Taylor expansion of $\Lambda_M$.

**Proposition 9 (Discrete Lyapunov function)** Let A1–2 hold and let $\overline{M}$ be the one of Theorem 2. If for all $k \in \mathbb{N}$, $\gamma_k \leq \alpha_m^{-1}$, then for all $M \geq \overline{M}$, it holds:

$$\mathbb{E}_k[\Lambda_M(x_{k+1})] - \Lambda_M(x_k) \leq -\gamma_k \| v_k \|^2 \left( 1 - \frac{L_f + ML_k}{2} \gamma_k \right) + \frac{L_f + ML_h}{2} \sigma^2 \gamma_k^2. \quad (27)$$

**Proof** Since $f$ is gradient Lipschitz continuous on $K$ and $\mathbb{E}_k[\eta_{k+1}] = 0$, it holds that

$$\mathbb{E}_k[f(x_{k+1})] - f(x_k) \leq \gamma_k \nabla f(x_k)^\top v_k + \frac{L_f}{2} \gamma_k^2 \mathbb{E}_k[\| v_k + \eta_k+1 \|^2]$$

$$\leq \gamma_k \nabla f(x_k)^\top v_k + \frac{L_f}{2} \gamma_k^2 (\| v_k \|^2 + \sigma^2)$$

$$\leq -\gamma_k \| v_k \|^2 \left( 1 - \frac{L_f}{2} \gamma_k \right) + \gamma_k (\nabla f(x_k) + v_k)^\top v_k + \frac{L_f}{2} \gamma_k^2 \sigma^2$$

$$\leq -\gamma_k \| v_k \|^2 \left( 1 - \frac{L_f}{2} \gamma_k \right) + \gamma_k M_1 \| h(x_k) \| + \frac{L_f}{2} \gamma_k^2 \sigma^2, \quad (28)$$

where the second inequality follows from A2-iv) and the last inequality follows from (10).
Similarly, since \( h \) is gradient Lipschitz on \( K \), we obtain:

\[
\mathbb{E}_k[\|h(x_{k+1})\|] \leq \mathbb{E}_k[\|h(x_k) + \gamma_k \nabla h(x_k)^\top (v_k + \eta_{k+1})\|] + \frac{L_h}{2} \gamma_k^2 \mathbb{E}_k[\|v_k + \eta_{k+1}\|^2]
\]

\[
\leq \|h(x_k) + \gamma_k \nabla h(x_k)^\top v_k\| + \frac{L_h}{2} \gamma_k^2 \|v_k\|^2 + \frac{L_h}{2} \gamma_k^2 \sigma^2
\]

\[
\leq \|h(x_k) - \gamma_k \nabla h(x_k)^\top \nabla h(x_k) A(x_k) h(x_k)\| + \frac{L_h}{2} \gamma_k^2 (\|v_k\|^2 + \sigma^2)
\]

\[
\leq (1 - \alpha_m \gamma_k) \|h(x_k)\| + \frac{L_h}{2} \gamma_k^2 (\|v_k\|^2 + \sigma^2),
\]

where in the second inequality we have used that \( \eta_{k+1} \in V(x_k) \) and in the last inequality our choice of \( \gamma_k \) with \( A1-iv) \).

Combining Equations (28) and (29) with the fact that \( \sqrt[\gamma]{M} = \sqrt[\gamma]{M_1/\alpha_m} \) completes the proof.

The following corollary is obtained by telescoping (27).

**Corollary 10** Under the assumptions of Theorem 4, for \( N > 0 \), it holds that:

\[
\sum_{i=0}^{N-1} \mathbb{E}[\|v_i\|^2] \leq 2 \frac{\mathbb{E}[\Lambda_M(x_0)] - \mathbb{E}[\Lambda_M(x_{N-1})]}{\gamma} + N \gamma (L_f + ML_h) \sigma^2.
\]

**B.1.1. Deterministic Case: \( \sigma = 0 \)**

Fix \( \sigma = 0 \), from Corollary 10, we obtain:

\[
\gamma \sum_{i=0}^{N-1} \|v_i\|^2 \leq 2(\Lambda_M(x_0) - \Lambda_M(x_{N-1})).
\]

This implies (16) and shows that \( \|v_k\| \to 0 \). Now notice that

\[
\|v_k\|^2 = \|\nabla f(x_k)\|^2 + \|\nabla h(x_k) A(x_k) h(x_k)\|^2.
\]

Since by \( A1 \) both \( A \) and \( \nabla h \) are of full rank on \( K \), this implies that \( \|h(x_k)\| \to 0 \). Thus, if \( x^* \) is an accumulation point of \( (x_k) \), then it must satisfy \( h(x^*) = 0 \), or, in other words, \( x^* \in \mathcal{M} \). Finally, by continuity of \( \mathcal{O}_D \), we also have \( 0 = \lim_{k \to \infty} \|\mathcal{O}_D(x_k)\| = \|\mathcal{O}_D(x^*)\| = \|\nabla f(x^*)\| \), which completes the proof.

**B.1.2. The General Case**

Using Corollary 10, we obtain:

\[
\mathbb{E} \left[ \|v_k\|^2 \right] = \frac{1}{N} \sum_{i=0}^{N-1} \mathbb{E}[\|v_i\|^2] \leq 2 \frac{\mathbb{E}[\Lambda_M(x_0)] - \mathbb{E}[\Lambda_M(x_{N-1})]}{N \gamma} + \gamma (L_f + ML_h) \sigma^2
\]

\[
\leq \frac{2D_M}{N \gamma} + \gamma (L_f + ML_h) \sigma^2.
\]
Therefore,
\[
\mathbb{E} \left[ \left\| v_k \right\|^2 \right] \leq \frac{2D_M}{N\gamma} + D(L_f + ML_h) \frac{\sigma}{\sqrt{N}} \\
\leq \frac{2D_M}{N} \max(\alpha_m, L_f + ML_h, \bar{D}^{-1}\sigma\sqrt{N}) + \bar{D}(L_f + ML_h) \frac{\sigma}{\sqrt{N}} \\
\leq \frac{2D_M}{N} (\alpha_m + L_f + ML_h) + \frac{\sigma}{\sqrt{N}} \left( \bar{D}(L_f + ML_h) + \frac{2D_M}{D} \right),
\]
which completes the proof.

**B.2. Safe step size**

In this section we prove Proposition 3. Recall that \( C_h, C_f \) denote the Lipschitz constants of \( h, f \) on \( K \) and \( C_A = \sup_{x \in K} \|\nabla hA\| \).

**Proof** Let \( k \in \mathbb{N} \) be such that \( \|h(x_k)\| \leq r_1 - \delta \), we will show that \( \|h(x_{k+1})\| \leq r_1 - \delta \), which will complete the proof by an immediate induction.

First, notice that if \( \|x_{k+1} - x_k\| \leq \delta/C_h \), then \( x_{k+1} \in K \). Indeed, assume that \( x_{k+1} \notin K \) and denote for \( t \in [0, 1], x_t = x_k + t(x_{k+1} - x_k) \). Let \( u = \inf \{ t \in [0, 1] : x_t \notin K \} \) and note that by continuity of \( h \), \( \|h(x_u)\| = r_1 \). This implies that
\[
\delta \leq \|h(x_u)\| - \|h(x_k)\| \leq \|h(x_u) - h(x_k)\| \leq C_h \|x_u - x_k\| \leq u\delta.
\]
Thus, \( u \) must be equal to 1, which is a contradiction.

Now,
\[
\|x_{k+1} - x_k\|^2 \leq 2\gamma_x^2 (\|v_k\|^2 + b^2),
\]
and since \( \nabla V f \) is orthogonal to \( \nabla hA h \), we obtain:
\[
\|v_k\|^2 \leq \|\nabla h(x_k)A(x_k)h(x_k)\|^2 + \|\nabla V f\|^2 \leq C_A^2 \|h(x_k)\|^2 + C_f^2 \leq C_A^2 r_1^2 + C_f^2,
\]
(31)
Hence, we get,
\[
\|x_{k+1} - x_k\|^2 \leq 2\gamma_x^2 (C_A^2 r_1^2 + C_f^2 + b^2) \leq \frac{\delta^2}{C_h^2},
\]
which shows that \( x_{k+1} \) remain in \( K \). Now, since \( x_k, x_{k+1} \in K \) and \( \nabla h \) is \( L_h \)-Lipschitz on \( K \), it holds that:
\[
\|h(x_{k+1}) - h(x_k) - \gamma_k \nabla h(x_k)^\top v_k\| \leq \frac{L_h}{2} \|x_{k+1} - x_k\|^2,
\]
where we have used the fact that \( \eta_{k+1} \in V(x_k) \). Thus,
\[
\|h(x_{k+1})\| \leq \|h(x_k) + \gamma_k \nabla h(x_k)^\top v_k\| + \frac{L_h}{2} \|x_{k+1} - x_k\|^2.
\]
Recall that \( \text{Id} \in \mathbb{R}^{n_h \times n_h} \) denotes the identity matrix. It holds that:
\[
\|h(x_{k+1})\| \leq \| (\text{Id} - \gamma_k \nabla h(x_k)^\top \nabla h(x_k)A(x_k))h(x_k)\| + \frac{L_h}{2} \|x_{k+1} - x_k\|^2 \\
\leq (1 - \alpha_m \gamma_k) \|h(x_k)\| + \frac{L_h}{2} \|x_{k+1} - x_k\|^2.
\]
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By examining (31) we can actually obtain a tighter upper bound on \( \|x_{k+1} - x_k\|^2 \)

\[
\|x_{k+1} - x_k\|^2 \leq 2b^2 + 2C_A^2 r_1 \|h(x_k)\| + 2C_f^2,
\]

which yields

\[
\|h(x_{k+1})\| \leq \|h(x_k)\| + \gamma_k \|h(x_k)\| (\gamma_k L_h C_A^2 r_1 - \alpha_m) + \gamma_k^2 L_h (C_f^2 + b^2).
\]

Since \( \gamma \leq \alpha_m/(2L_h C_A^2 r_1) \), it holds that:

\[
\|h(x_{k+1})\| \leq \|h(x_k)\| - \alpha_m \gamma_k \|h(x_k)\|/2 + \gamma_k^2 L_h (C_f^2 + b^2).
\]

Therefore, if \( \alpha_m \|h(x_k)\| \geq 2\gamma_k (L_h C_f^2 + b^2) \), then \( \|h(x_{k+1})\| \leq \|h(x_k)\| \). Otherwise,

\[
\|h(x_{k+1})\| \leq \|h(x_k)\| + \gamma_k^2 L_h (C_f^2 + b^2) \leq (L_h C_f^2 + b^2)\gamma_k \left( \frac{2}{\alpha_m} + \gamma_k \right) \leq \frac{3(L_h C_f^2 + b^2)\gamma}{2\alpha_m} \leq r_1 - \delta,
\]

where the last inequality comes from our choice of \( \gamma \).

**Remark 11** Although (15) may be intractable, it shows that the iterates remain in \( K \) for a sufficiently small \( \gamma \). Therefore, we can combine our algorithm with standard line search techniques (see Nocedal and Wright (2006)). For example, if we set a threshold \( \tau \), we check whether iterates with step sizes smaller than the threshold remain in \( K \). If this is not the case, the threshold is divided by 2. Such a change of the threshold value can only occur finitely often, so that the convergence rates of Theorem 4 remain true.

### B.3. Proof of Theorem 5

We start with the following observation that characterizes the solution to the projection on \( \bar{V}(x) = \{v \in \mathbb{R}^n : \nabla H(x)^\top v = 0\} \), where \( H(x) = \|h(x)\|^2/2 \).

**Corollary 12** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a differentiable function and let \( \mathcal{M} = \{x \in \mathbb{R}^n : H(x) = 0\} \). Then, for any \( x \) such that \( \nabla h(x) \) is of full rank, it holds

\[
\nabla \bar{V} f(x) = \nabla f(x) + \lambda(x) \cdot \nabla H(x),
\]

where

\[
\lambda(x) = \begin{cases} 
0, & x \in \mathcal{M} \\
-\frac{\nabla H(x)^\top \nabla f(x)}{\|\nabla H(x)\|^2}, & x \notin \mathcal{M}
\end{cases}
\]

**Proof** Apply Lemma 7 with \( n_h = 1, W = \nabla H(x) \) and \( b = 0 \) for \( x \notin \mathcal{M} \).

**Remark 13** Even through \( \lambda(x) \to -\infty \) as \( x \to \mathcal{M} \), we have that projected gradients are always bounded:

\[
\|\nabla \bar{V} f(x)\| \leq \|\nabla f(x)\| + \frac{|\nabla H(x)^\top \nabla f(x)|}{\|\nabla H(x)\|^2} \cdot \|\nabla H(x)\| \leq 2\|\nabla f(x)\|. 
\]
Next we provide a lemma that guarantees convergence of $H(x_k)$ under the specific choice of $A(x) = \alpha(x) \text{Id}$, where $\alpha(x) = \alpha \cdot \frac{H(x)}{\|\nabla H(x)\|}$ for a constant $\alpha > 0$ if $x \notin \mathcal{M}$, and $\alpha(x) = 0$ if $x \in \mathcal{M}$.

**Lemma 14** Assume A1' - 2. Assume that for any $k > 0$, $\alpha \gamma_k \leq 1$. Define $v_k = -\alpha(x_k)\nabla H(x_k) - \nabla \tilde{f}(x_k)$. It holds

$$
\mathbb{E}[H(x_{k+1})] \leq H(x_0) \cdot \prod_{j=0}^k (1 - \alpha \gamma_j) + \mathbb{E} \left[ \frac{L_H}{2} \sum_{j=0}^k \gamma_j^2 (\|v_j\|^2 + \sigma^2) \prod_{\ell=j+1}^k (1 - \alpha \gamma_\ell) \right].
$$

Furthermore, if $(\gamma_k)$ is a non-increasing sequence, then for all $N \in \mathbb{N}$,

$$
\mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k H(x_k) \right] \leq \frac{1}{\alpha} H(x_0) + \frac{L_H}{2\alpha} \mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k^2 \|v_k\|^2 \right] + \frac{L_H}{2\alpha} \sum_{k=0}^{N-1} \gamma_k^2 \sigma^2.
$$

**Proof** Since $h(x)$ is Lipschitz and has Lipschitz-continuous gradients we have that $H(x)$ also has Lipschitz-continuous gradients with constant $L_H$. Thus for any $k \in \mathbb{N}$,

$$
\mathbb{E}_k[H(x_{k+1})] \leq H(x_k) + \gamma_k \nabla H(x_k)^\top v_k + \frac{L_H \gamma_k^2}{2} \mathbb{E}_k[\|v_k + \eta_{k+1}\|^2].
$$

Notice that $\nabla \tilde{f}(x_k)$ is orthogonal to $\nabla H(x_k)$, thus

$$
\nabla H(x_k)^\top v_k = -\alpha(x_k) \|\nabla H(x_k)\|^2 = -\alpha H(x_k)
$$

by definition of $\alpha(x_k)$. Also notice that $\mathbb{E}_k[\|v_k + \eta_{k+1}\|^2] \leq \|v_k\|^2 + \sigma^2$. Therefore

$$
\mathbb{E}_k[H(x_{k+1})] \leq (1 - \alpha \gamma_k) H(x_k) + \frac{L_H \gamma_k^2}{2} \left( \|v_k\|^2 + \sigma^2 \right).
$$

Rolling out this inequality we conclude the first statement. Next we sum all inequalities for all $k = 0, \ldots, N - 1$ with weights $\gamma_k$

$$
\mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k H(x_k) \right] \leq H(x_0) \sum_{k=0}^{N-1} \gamma_k \prod_{j=0}^{k-1} (1 - \alpha \gamma_j) + \frac{L_H}{2} \sum_{k=0}^{N-1} \gamma_k \sum_{j=0}^{k-1} \gamma_j^2 (\|v_j\|^2 + \sigma^2) \prod_{\ell=j+1}^{k-1} (1 - \alpha \gamma_\ell) .
$$

First, we apply Lemma 15 to the first term. Next, we change the order of summation and apply Lemma 15 again

$$
\sum_{k=0}^{N-1} \sum_{j=0}^{k-1} \gamma_j^2 (\|v_j\|^2 + \sigma^2) \prod_{\ell=j+1}^{k-1} (1 - \alpha \gamma_\ell) = \sum_{j=0}^{N-1} \gamma_j^2 (\|v_j\|^2 + \sigma^2) \sum_{k=j+1}^{N-1} \gamma_k \prod_{\ell=j+1}^{k-1} (1 - \alpha \gamma_\ell) \leq \frac{1}{\alpha} \sum_{j=0}^{N-1} \gamma_j^2 (\|v_j\|^2 + \sigma^2).
$$
Lemma 15 Let $b > 0$ and $(\gamma_k)_{k \geq 0}$ be a non-increasing sequence such that $\gamma_0 \leq 1/b$. Then

$$\sum_{k=0}^{n} \gamma_k (1 - b\gamma_j) = 1 - \frac{\prod_{j=0}^{n} (1 - b\gamma_j)}{b}$$

Proof Introduce $u_{ij} = \prod_{k=0}^{j} (1 - b\gamma_k)$. Notice that $u_{0,k-1} - u_{0,k} = u_{0,k-1} \cdot b\gamma_k$. Summing this equation from 0 to $n$ concludes the statement.

To provide rates of convergence for the final algorithm we have to prove the following proposition.

Proposition 16 Assume $A1\cdot 2$. Let $x_0 \in \mathcal{M}$. If for all $k \in \mathbb{N}$ $\gamma_k \equiv \gamma$ where $\gamma \leq \min(\alpha^{-1}, (L_f + \alpha L_H \mu_h^{-2})^{-1})$, then for any $N \in \mathbb{N}$, the following holds

$$\mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k \|v_k\|^2 \right] \leq 4\Delta_N + 2 \left( L_f + \alpha L_H \mu_h^{-2} \right) \cdot \sigma^2 \cdot \gamma^2 N$$

$$+ 4\tilde{C}^2 \cdot \alpha L_H \cdot \gamma^2 N + 4\tilde{C} \cdot \sqrt{\frac{\alpha \gamma N}{2}} \sqrt{\frac{L_H \sigma^2}{2}} \cdot \gamma^2 N,$$

where $D_0 = f(x_0) - \inf_{x \in K} f(x)$ and $\tilde{C} = B f M_h \mu_h^{-2}$.

Proof First, we use the smoothness of the function $f$

$$\mathbb{E}_k [f(x_{k+1})] \leq f(x_k) + \gamma_k \nabla f(x_k)^\top v_k + \frac{L_f \gamma_k^2}{2} (\|v_k\|^2 + \sigma^2)$$

Next, we notice that $\nabla f(x_k) + (\alpha(x_k) + \lambda(x_k)) \nabla H(x_k) = -v_k$, thus

$$\mathbb{E}_k [f(x_{k+1})] \leq f(x_k) - \gamma_k \left( 1 - \frac{L_f \gamma_k}{2} \right) \|v_k\|^2 + \frac{L_f \gamma_k^2 \sigma^2}{2}$$

$$- \gamma_k (\alpha(x_k) + \lambda(x_k)) \nabla H(x_k)^\top v_k.$$ (32)

By the orthogonality property and the choice of $\alpha(x_k)$, we have

$$\nabla H(x_k)^\top v_k = -\alpha(x_k) \|\nabla H(x_k)\|^2 = -\alpha H(x_k),$$

and therefore, rolling out inequality for any $N \in \mathbb{N}$ results in

$$\mathbb{E} [f(x_N)] \leq f(x_0) + \mathbb{E} \left[ \sum_{k=0}^{N-1} \left( \frac{L_f \gamma_k^2}{2} - \gamma_k \right) \|v_k\|^2 \mathbb{E} \right] + \sum_{k=0}^{N-1} \frac{L_f \gamma_k^2 \sigma^2}{2}$$

$$- \alpha \mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k (\alpha(x_k) + \lambda(x_k)) H(x_k) \right].$$ (33)

We will analyze the last term next. To do it, we start from the definitions of $\alpha(x_k)$, $\lambda(x_k)$ and $H(x_k)$:

$$\left\| \sum_{k=0}^{N-1} \gamma_k (\alpha(x_k) + \lambda(x_k)) H(x_k) \right\| \leq \sum_{k=0}^{N-1} \gamma_k \frac{|\alpha H(x_k) - \nabla f(x_k)^\top \nabla H(x_k)|}{\|\nabla h(x)h(x_k)\|^2} \cdot \frac{1}{2} \|h(x_k)\|^2.$$
Next, we apply the Cauchy-Schwartz inequality combined with the definition of $B_f$, $\mu_h$ and $M_h$. This yields $\|\nabla h(x)h(x_k)\|^2 \geq \mu_h \|h(x)\|^2$ and

$$
\sum_{k=0}^{N-1} \gamma_k (\alpha(x_k) + \lambda(x_k))H(x_k) \leq \frac{\alpha}{2\mu_h^2} \sum_{k=0}^{N-1} \gamma_k H(x_k) + \frac{B_f M_h}{\sqrt{2} \cdot \mu_h^2} \sum_{k=0}^{N-1} \gamma_k \sqrt{H(x_k)}.
$$

The Cauchy-Schwartz inequality implies

$$
\sum_{k=0}^{N-1} \gamma_k \sqrt{H(x_k)} \leq \sqrt{\sum_{k=0}^{N-1} \gamma_k} \cdot \sqrt{\sum_{k=0}^{N-1} \gamma_k H(x_k)}.
$$

Next, we are going to deal with the expectation term. Jensen’s inequality applied to a square root concludes

$$
\mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k (\alpha(x_k) + \lambda(x_k))H(x_k) \right] \leq \frac{\alpha}{2\mu_h^2} \mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k H(x_k) \right] + \frac{B_f M_h}{\sqrt{2} \cdot \mu_h^2} \sqrt{\sum_{k=0}^{N-1} \gamma_k \mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k H(x_k) \right]}.
$$

By assumption we have $\gamma_k \leq \alpha^{-1}$, so we can apply Lemma 14 and obtain

$$
\mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k (\alpha(x_k) + \lambda(x_k))H(x_k) \right] \leq \frac{1}{2\mu_h^2} \left( H(x_0) + \frac{L_H}{2} \mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k^2 \|v_k\|^2 \right] \right) + \frac{L_H}{2} \sum_{k=0}^{N-1} \gamma_k \mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma_k^2 \sigma^2 \right]
$$

For simplicity we assume $H(x_0) = 0$ and that $\gamma_k \equiv \gamma$ satisfies the following inequality

$$
\gamma \leq \frac{1}{L_f + \alpha L_H \mu_h^{-2}}.
$$

Define $\Delta f_N = f(x_0) - f(x_N)$ and $S_N = \mathbb{E} \left[ \sum_{k=0}^{N-1} \|v_k\|^2 \right]$, then by rearranging term in (33) and applying inequality $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for positive $a, b$

$$
\frac{\gamma}{2} S_N \leq \Delta f_N + \frac{(L_f + \alpha L_H \mu_h^{-2}) \cdot \sigma^2}{2} \gamma^2 N
$$

$$
+ \frac{B_f M_h L_H}{2\mu_h^2} \cdot (\alpha^{1/2} \gamma^{3/2} N) \cdot \sigma + \frac{B_f M_h}{\mu_h^2} \cdot \sqrt{\frac{\alpha \gamma^2 N \cdot L_H}{2}} \cdot \sqrt{S_N}.
$$

This yields a quadratic inequality in $\sqrt{\gamma S_N}$ that can be easily solved. Using the fact that if $x^2 \leq 2ax + 2b$ then $x \leq a + \sqrt{a^2 + 2b} \leq 2a + \sqrt{2b}$ and a numeric inequality $(2a + \sqrt{2b})^2 \leq 8a^2 + 4b,$
we obtain
\[
\mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma \|v_k\|^2 \right] \leq 4 \Delta f_N + 2 \left( L_f + \alpha L_H \mu_h^{-2} \right) \cdot \sigma^2 \cdot \gamma^2 N
\]
\[
+ \left( \frac{4B_f^2 M_h^2 \cdot \alpha L_H}{\mu_h^4} \right) \cdot \gamma^2 N + \frac{2B_f M_h L_H}{\mu_h^2} \cdot (\alpha^{1/2} \gamma^{3/2} N) \cdot \sigma .
\]

Finally, we notice that \( D_0 = f(x_0) - \inf_{x \in K} f(x) \) is an upper bound on \( \Delta f_N \).

Now we are ready to prove the main convergence results. The results will be divided into two independent propositions.

**Proposition 17 (Convergence in the deterministic case)** Assume A1 - 2 and let \( x_0 \in \mathcal{M} \). Let \( \sigma^2 = 0 \) and also define \( \tilde{D} \) as a known constant. If for all \( k \in \mathbb{N} \), \( \gamma_k \equiv \tilde{\gamma} \) where \( \tilde{\gamma} = \min(\alpha^{-1}, (L_f + \alpha L_H \mu_h^{-2})^{-1}, \tilde{D} \cdot N^{-1/3}) \), and \( \alpha = \tilde{\gamma} \) then for any \( N \in \mathbb{N} \) the following holds

\[
\min_{k=0, \ldots, N-1} \left\{ \left\| \nabla_v f(x_k) \right\|^2 + \frac{1}{2} \|h(x_k)\|^2 \right\} \leq \frac{8D_0(L_f + L_H \mu_h^{-2})}{N} \cdot \frac{8D_0}{\tilde{D}} + 8\tilde{C} L_H \cdot \tilde{D} \cdot N^{-2/3},
\]

where \( D_0 = f(x_0) - \inf_{x \in K} f(x) \) and \( \tilde{C} = B_f M_h \mu_h^{-2} \).

In particular, RODCGM outputs a point \( \hat{x} \) satisfying \( \|h(\hat{x})\| \leq \epsilon \) and \( \|\nabla_v f(\hat{x})\| \leq \epsilon \) in \( O(\epsilon^{-3}) \) iterations.

**Proof** We apply Proposition 16 with \( \sigma^2 = 0 \) and without expectations

\[
\sum_{k=0}^{N-1} \gamma \|v_k\|^2 \leq 4D_0 + 4\tilde{C}^2 \cdot \alpha L_H \cdot \gamma^2 N.
\]

At the same time, by combining of Lemma 14 and Proposition 16, we obtain

\[
\sum_{k=0}^{N-1} \gamma \left( \|v_k\|^2 + H(x_k) \right) \leq 4D_0 \left( 1 + \frac{\tilde{\gamma}}{\alpha} \right) + 4\tilde{C}^2 \cdot \alpha L_H \cdot \gamma^2 N \left( 1 + \frac{\tilde{\gamma}}{\alpha} \right).
\]

By taking \( \alpha = \gamma \) and using orthogonality property of \( v_k \) we have

\[
\min_{k=0, \ldots, N-1} \left\{ \left\| \nabla_v f(x_k) \right\|^2 + \frac{1}{2} \|h(x_k)\|^2 \right\} \leq \frac{8D_0}{\gamma N} + 8\tilde{C}^2 L_H \cdot \gamma^2.
\]

To balance these two terms we choose \( \gamma_k \equiv \tilde{\gamma} = \min(1, (L_f + \tilde{\gamma} L_H \mu_h^{-2})^{-1}, \tilde{D} \cdot N^{1/3}) \) and obtain

\[
\min_{k=0, \ldots, N-1} \left\{ \left\| \nabla_v f(x_k) \right\|^2 + \frac{1}{2} \|h(x_k)\|^2 \right\} \leq \frac{8D_0(L_f + L_H \mu_h^{-2})}{N} \cdot \frac{8D_0}{\tilde{D}} + 8\tilde{C} L_H \cdot \tilde{D} \cdot N^{-2/3}.
\]
Proposition 18 (Convergence in the stochastic case) Assume $A1'2$ and let $x_0 \in \mathcal{M}$. Let $\sigma^2 > 0$ and also define $\bar{D}$ as a known constant. Let for all $k \in \mathbb{N}$, $\gamma_k \equiv \bar{\gamma}$, where $\bar{\gamma} = \min(\alpha^{-1}, (L_f + \alpha L_H \mu_h^{-2})^{-1}, \bar{D} \cdot N^{-1/2})$ and fix the number of steps $N > 0$. Let $\hat{k}$ be a uniform index sampled from the set $\{0, \ldots, N - 1\}$. Then, the following holds

\[
\mathbb{E} \left[ \| \nabla \tilde{V}_f(x_{\hat{k}}) \|^2 + \frac{1}{2} \| h(x_{\hat{k}}) \|^2 \right] \leq \frac{4D_0 (L_f + L_h \mu_h^2)}{N} + \frac{4D_0 \bar{D}}{N^{1/2}} + \frac{4\tilde{C}^2 D^2 \cdot L_H}{N} \\
+ \frac{\bar{D}}{N^{1/2}} \left( 2 (L_f + \gamma L_H \mu_h^2) \cdot \sigma^2 + 2\tilde{C} \cdot \sqrt{\frac{L_H \sigma^2}{2}} \right)
\]

where $D_0 = f(x_0) - \inf_{x \in K} f(x)$ and $\tilde{C} = B_f M H \mu_h^{-2}$.

In particular, RODCGM outputs a point $\hat{x} = x_{\hat{k}}$ such that $\mathbb{E} \| h(\hat{x}) \| \leq \varepsilon$ and $\mathbb{E} \| \nabla \tilde{V}_f(\hat{x}) \| \leq \varepsilon$ in $O(\varepsilon^{-1})$ iterations.

Proof Let us start from Proposition 16 by taking $\alpha = \gamma$

\[
\mathbb{E} \left[ \sum_{k=0}^{N-1} \gamma \| v_k \|^2 \right] \leq 4D_0 + 2 \left( L_f + \gamma L_H \mu_h^{-2} \right) \cdot \sigma^2 \cdot \gamma^2 N \\
+ 4\tilde{C}^2 \cdot L_H \cdot \gamma^3 N + 2\tilde{C} \cdot \sqrt{L_H \sigma^2} \cdot \gamma^2 N.
\]

Combining Lemma 14 with Proposition 16 and using the orthogonality property yields

\[
\mathbb{E} \left[ \frac{1}{N} \sum_{k=0}^{N-1} \left\{ \| \nabla \tilde{V}_f(x_{\hat{k}}) \|^2 + \frac{1}{2} \| h(x_{\hat{k}}) \|^2 \right\} \right] \leq \frac{4D_0}{\gamma N} + \gamma \cdot \left( 2 \left( L_f + \gamma L_H \mu_h^{-2} \right) \cdot \sigma^2 + 2\tilde{C} \cdot \sqrt{\frac{L_H \sigma^2}{2}} \right) \\
+ 4\tilde{C}^2 \cdot L_H \cdot \gamma^2.
\]

Notice that the left-hand side corresponds exactly to the expectation over $\hat{k}$. Thus, by taking $\gamma_k \equiv \bar{\gamma} = \min(1, (L_f + \bar{\gamma} L_H \mu_h^{-2})^{-1}, \bar{D} \cdot N^{-1/2})$, we obtain

\[
\mathbb{E} \left[ \| \nabla \tilde{V}_f(x_{\hat{k}}) \|^2 + \frac{1}{2} \| h(x_{\hat{k}}) \|^2 \right] \leq \frac{4D_0 (L_f + L_h \mu_h^2)}{N} + \frac{4D_0 \bar{D}}{N^{1/2}} + \frac{4\tilde{C}^2 D^2 \cdot L_H}{N} \\
+ \frac{\bar{D}}{N^{1/2}} \left( 2 (L_f + \gamma L_H \mu_h^2) \cdot \sigma^2 + 2\tilde{C} \cdot \sqrt{\frac{L_H \sigma^2}{2}} \right).
\]

B.4. Proof of Theorem 6

Lemma 19 Let $(\mathcal{M}, g)$ be a Riemannian manifold with a Riemannian metric $g_x(\xi, \eta) = \langle \xi, G_x \eta \rangle$ and let $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be continuously differentiable. Then for any $x \in \mathcal{M}$ we have

\[
\text{Grad}_{\mathcal{M}} f(x) = \arg \min_{v \in T_x(\mathcal{M})} \frac{1}{2} \| v - G_x^{-1} \nabla f(x) \|_{g_x}^2.
\]

(34)
Proof Let \( v^* \) be a solution to (34). Then it can be written as a solution to the following variational inequality

\[
\forall v \in T_x(M) : \langle \nabla F(v^*), v - v^* \rangle \geq 0,
\]

where \( F(v) = \frac{1}{2} \| v - G^{-1}_x \nabla f(x) \|_{g_x}^2 \). By a direct computation we have

\[
\forall v \in T_x(M) : \langle G_x v^* - \nabla f(x), v - v^* \rangle \geq 0.
\]

Fix an arbitrary \( \xi \in T_x(M) \). Since \( T_x(M) \) is a vector space, we have that \( v_1 = \xi + v^* \) and \( v_2 = -\xi + v^* \) lies in \( T_x(M) \). Thus,

\[
\langle G_x v^* - \nabla f(x), \xi \rangle \geq 0, \quad \langle G_x v^* - \nabla f(x), -\xi \rangle \geq 0.
\]

Therefore, by an arbitrary choice of \( \xi \) we have

\[
\forall \xi \in T_x(M) : \langle G_x v^* - \nabla f(x), \xi \rangle = 0.
\]

\[\]

Proposition 20 Let \( x \in \mathbb{R}^n \) be such that \( \nabla h(x) \) is of full rank. It holds that:

\[
O_G(x) = -\nabla hA h - Q^{-1} \nabla f + Q^{-1} \nabla h B h f ,
\]

with \( B(x) \in \mathbb{R}^{n \times n} \) defined as:

\[
B(x) = (\nabla h(x)^\top Q^{-1}(x) \nabla h(x))^{-1} \nabla h(x)^\top Q^{-1}(x).
\]

Proof It holds that:

\[
\arg \min_{v \in V} \| v + Q^{-1} \nabla f \|_q^2 = \arg \min_{v \in V} \| Q^{1/2} v + Q^{-1/2} \nabla f \|_2^2 = Q^{-1/2} \arg \min_{v \in Q^{1/2} V} \| v + Q^{-1/2} \nabla f \|_2^2.
\]

By noticing that \( Q^{1/2} V := \{ v \in \mathbb{R}^n : (Q^{-1/2} \nabla h)^\top v = 0 \} \), we obtain our claim by applying Lemma 7 with \( W = Q^{-1/2} \nabla h \), \( y = Q^{-1/2} \nabla f \) and \( b = 0 \).

Denote \( M_q \) the following constant:

\[
M_q := \sup_{x \in K} \| (\nabla hA)^\top Q \nabla hA + \nabla f^\top \nabla hA - 2(\nabla hB \nabla f)^\top \nabla hA \|.
\]

The constant \( M_q \) will play the same role as \( M_1 \) (notice that \( M_q = M_1 \), if \( Q = \text{Id}_n \)) in the proof of Theorem 4.

Lemma 21 Let A1-A3. It holds that

\[
\| (Q^{-1} \nabla f + v)^\top Q v \| \leq M_q \| h \| \quad \text{where} \quad v = O_G(x).
\]
Proof Note that, as previously, \( \nabla h^\top v = -\nabla h^\top \nabla h Ah \). Thus, using Proposition 20, we obtain:

\[
(Q^{-1} \nabla f + v)^\top Q v = - (\nabla h Ah)^\top Q v + (B \nabla f)^\top \nabla h^\top v \\
= -(\nabla h Ah)^\top Q v - (B \nabla f)^\top \nabla h \nabla h Ah \\
= (\nabla h Ah)^\top Q (\nabla h Ah) + (\nabla h Ah)^\top \nabla f - 2(\nabla h B \nabla f)^\top (\nabla h Ah) \\
= ((\nabla h Ah)^\top Q \nabla h A + \nabla f^\top \nabla h A - 2(\nabla h B \nabla f)^\top \nabla h A) \ nabla h A \ nabla h A .
\]

This completes the proof by the definition of \( M_q \). 

Denote \( \overline{M}_q := M_q/\alpha_m \). The following is an extension of Proposition 9 to the present case.

**Proposition 22 (Geometry aware discrete Lyapunov function)** Let A 1–A 3 hold. If for all \( k, \gamma_k \leq \alpha_m^{-1} \), then for all \( M \geq \overline{M}_q \), it holds:

\[
\mathbb{E}_k[\Lambda_M(x_{k+1})] - \Lambda_M(x_k) \leq -\gamma_k \| v_k \|^2 \left( \frac{1}{C_q} - \frac{L_f + ML_h}{2} \gamma_k \right) + \frac{L_f + ML_h}{2} \sigma^2 \gamma_k^2 . \tag{37}
\]

**Proof** Following the same path as in the proof of Proposition 9, we obtain a generalization of (28):

\[
\mathbb{E}_k[f(x_{k+1})] - f(x_k) \leq \gamma_k \| \nabla f(x_k) \|^2 v_k + \frac{L_f}{2} \gamma_k^2 \| v_k + \eta_{k+1} \|^2 \\
\leq \gamma_k (Q^{-1}(x_k) \nabla f(x_k))^\top Q(x_k) v_k + \frac{L_f}{2} \gamma_k^2 (\| v_k \|^2 + \sigma^2) \\
\leq -\gamma_k v_k^\top Q(x_k) v_k + (Q^{-1}(x_k) \nabla f(x_k) + v_k)^\top Q(x_k) v_k + \frac{L_f}{2} \gamma_k^2 (\| v_k \|^2 + \sigma^2) \\
\leq -\gamma_k \| v_k \|^2 \left( \frac{1}{C_q} - \frac{L_f}{2} \gamma_k \right) + M_q \| h(x_k) \| + \frac{L_f}{2} \gamma_k^2 \sigma^2 ,
\]

where we have used Lemma 21 for the third and A 3 for the fourth inequality. Since (29) remains unchanged, we obtain the claimed inequality. 

The end of the proof of Theorem 6 then follows, *mutatis mutatis*, the one of Theorem 4, upon replacing Proposition 9 with Proposition 22.