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Abstract

Underdamped Langevin Monte Carlo (ULMC) is an algorithm used to sample from unnormalized
densities by leveraging the momentum of a particle moving in a potential well. We provide a novel
analysis of ULMC, motivated by two central questions: (1) Can we obtain improved sampling
guarantees beyond strong log-concavity? (2) Can we improve the condition number dependence in
sampling ?

For (1), prior results for ULMC only hold under a log-Sobolev inequality together with a
restrictive Hessian smoothness condition. Here, we relax these assumptions by removing the Hessian
smoothness condition and by considering distributions satisfying a Poincaré inequality. Our analysis
achieves the state of art dimension dependence, and is also flexible enough to handle weakly smooth
potentials. As a byproduct, we also obtain the first KL divergence guarantees for ULMC without
Hessian smoothness under strong log-concavity, which is based on a new result on the log-Sobolev
constant along the underdamped Langevin diffusion.

For (2), the recent breakthrough of Cao, Lu, and Wang (2020) established the first accelerated
result for the underdamped Langevin diffusion in continuous time via PDE methods. Our dis-
cretization analysis translates their result into an algorithmic guarantee, which indeed enjoys better
condition number dependence than prior works on ULMC, although we leave open the question of
full acceleration in discrete time.

Both (1) and (2) necessitate Rényi discretization bounds, which are more challenging than
the typically used Wasserstein coupling arguments. We address this using a flexible discretization
analysis based on Girsanov’s theorem that easily extends to more general settings.

Keywords: Girsanov’s theorem, log-Sobolev inequality, Poincaré inequality, Rényi divergence,
underdamped Langevin Monte Carlo
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1. Introduction

The problem of sampling from a high-dimensional distribution 7 o exp(—U) on R?, when the
normalizing constant is unknown and only the potential U is given, has increasing relevancy in a
number of application domains, including economics, physics, and scientific computing (Johannes
and Polson, 2010; Von Toussaint, 2011; Kobyzev et al., 2020). Recent progress on this problem has
been driven by a strong connection with the field of optimization, starting from the seminal work
of Jordan et al. (1998); see Chewi (2023) for an exposition.

Given the success of momentum-based algorithms for optimization (Nesterov, 1983), it is natural
to investigate momentum-based algorithms for sampling. The hope is that such methods can improve
the dependence of the convergence estimates on key problem parameters, such as the condition
number &, the dimension d, and the error tolerance €. One such method is underdamped Langevin
Monte Carlo (ULMC), which is a discretization of the underdamped Langevin diffusion (ULD):

di’t = V¢ dt,

(ULD)
dvy = —yup dt — VU (z¢) dt 4+ /2y d By,

where { B; }+> is the standard d-dimensional Brownian motion. The stationary distribution of ULD
is pu(z,v) o< exp(—=U(z) — ||v||?/2), and in particular, the z-marginal of 1 is the desired target
distribution 7. Therefore, by taking a small step size for the discretization and a large number of
iterations, ULMC will yield an approximate sample from 7.

We also note that in the limiting case where v = 0, ULMC closely resembles the Hamiltonian
Monte Carlo algorithm, which is known to achieve better condition number dependence and dis-
cretization error in some limited settings (Vishnoi, 2021; Apers et al., 2022; Bou-Rabee and Marsden,
2022; Wang and Wibisono, 2022).

While there is currently no analysis of ULMC that yields acceleration for sampling (i.e., square
root dependence on the condition number «), ULMC is known to improve the dependence on other
parameters such as the dimension d and the error tolerance € (Cheng et al., 2018a,b; Dalalyan and
Riou-Durand, 2020), at least for guarantees in the Wasserstein metric. However, compared to the
extensive literature on the simpler (overdamped) Langevin Monte Carlo (LMC) algorithm, existing
analyses of ULMC are not easily extended to stronger performance metrics such as the KL and Rényi
divergences. In turn, this limits the scope of the results for ULMC; see the discussion in Section 1.1.

In light of these shortcomings, in this work, we ask the following two questions:

1. Can we obtain sampling guarantees beyond the strongly log-concave case via ULMC?

2. Can we obtain better condition number dependence for sampling via ULMC?

1.1. Our Contributions

We address the two questions above by providing a new Girsanov discretization bound for ULMC.
Our bound holds in the strong Rényi divergence metric and applies under general assumptions (in
particular, it does not require strong log-concavity of the target 7, and it allows for weakly smooth
potentials). Consequently, it leads to the following new state-of-the-art results for ULMC:

» We obtain an £2-guarantee in KL divergence with iteration complexity O (/i?’/ 24/ 2e=1) for
strongly log-concave and log-smooth distributions, which removes the Lipschitz Hessian
assumption of Ma et al. (2021); here, « is the condition number of the distribution.
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* We obtain an e-guarantee in TV distance with iteration complexity 6(Cﬁé|2L3/ 2qY/ 2¢=1) under
a log-Sobolev inequality (LSI) and L-smooth potential, again without assuming a Lipschitz
Hessian. This is the state-of-the-art guarantee for this class of distributions with regards to
dimension dependence.

» We obtain £2-guarantees in the stronger Rényi divergence metric of any order in [1,2) with
iteration complexity (’)(Cél/ ?I3/2 @22=1) under a Poincaré inequality and a L-smooth potential,
which improves to O(CpLd?*c~!) under log-concavity. These are the first guarantees for

ULMC known in these settings, and they substantially improve upon the corresponding results
for LMC in these settings (Chewi et al., 2021).

* In the Poincaré case, we also consider weakly smooth potentials (i.e., Holder continuous
gradients with coefficient s € (0, 1]), which more realistically reflect the delicate smoothness
properties of distributions satisfying a Poincaré inequality.

We now discuss our results in more detail in the context of the existing literature.

Guarantees under Weaker Assumptions. Prior works, Cheng et al. (2018b); Dalalyan and Riou-
Durand (2020); Ganesh and Talwar (2020), require strong log-concavity of the target. Whereas for
works which operate under isoperimetric assumptions, we are only aware of Ma et al. (2021), which
further assumes a restrictive Lipschitz Hessian condition for the potential. In contrast, we make no
such assumption on the Hessian of U, and we obtain results under a log-Sobolev inequality (LSI),
or under the even weaker assumption of a Poincaré inequality (PI), for which sampling analysis is
known to be challenging (Chewi et al., 2021).

As noted above, our result for sampling from distributions satisfying LSI and smoothness
assumptions are state-of-the-art with regards to the dimension dependence (d'/2); in contrast, the
previous best results had linear dependence on d (Chewi et al., 2021; Chen et al., 2022). Moreover,
in the Poincaré case, we can also consider weakly smooth potentials, which have not been previously
considered in the context of ULMC.

Guarantees in Stronger Metrics. Key to achieving these results is our discretization analysis in
the Rényi divergence metric. Indeed, the continuous-time convergence results for ULD under LSI
or PI hold in the KL or Rényi divergence metrics, and translating these guarantees to the ULMC
algorithm necessitates studying the discretization in Rényi. This is the main technical challenge, as
we can no longer rely on Wasserstein coupling arguments which are standard in the literature (Cheng
et al., 2018b; Dalalyan and Riou-Durand, 2020). Two notable exceptions are the Rényi discretization
argument of Ganesh and Talwar (2020), which incurs suboptimal dependence on ¢, and the KL
divergence argument of Ma et al. (2021), which requires stringent smoothness assumptions.

In this work, we provide the first KL divergence guarantee for sampling from strongly log-
concave and log-smooth distributions via ULMC without Hessian smoothness, based on a new LSI
along the trajectory (discussed further below).

Condition Number Dependence in Sampling. Our work is also motivated by the breakthrough
result of Cao et al. (2020), which achieves for the first time an accelerated convergence guarantee for
ULD in continuous time. Our discretization bound allows us to convert this result into an algorithmic
guarantee which indeed improves the dependence on the condition number ! for ULMC: whereas

1. In the Poincaré case, the condition number is x := Cp|L, which is consistent with the definition in the strongly
log-concave case.
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prior results incurred a dependence of at least x3/2, our dependence is linear in « in the log-concave

case. While this falls short of proving full acceleration for sampling (i.e., an improvement to K2y,
our result is a significant step in improving the known condition number dependence in sampling.

A New Log-Sobolev Inequality along the ULD Trajectory. Finally, en route to proving the KL
divergence guarantee in the strongly log-concave case, we establish a new log-Sobolev inequality
along ULD (Proposition 10), which is of independent interest. While such a result was previously
known for the overdamped Langevin diffusion, to the best of our knowledge it is new for the
underdamped Langevin diffusion.

This result is then applied to our discretization analysis, which is done using Girsanov’s Theorem.
While such a technique has been seen before in sampling (Ganesh and Talwar, 2020; Chewi et al.,
2021), the application in the underdamped case is by no means straightforward. This requires
two technical novelties: (i) the aforementioned LSI for the iterates along the trajectory, and (ii) a
sub-Gaussian tail bound along the ULMC iterates, established via a matrix Gronwall inequality.

1.2. More Related Work

Langevin Monte Carlo. The study of non-asymptotic convergence guarantees for the standard
LMC algorithm has a long history (Dalalyan and Tsybakov, 2012; Durmus and Moulines, 2017;
Dalalyan, 2017). Guarantees in KL divergence under a log-Sobolev inequality were obtained by
Vempala and Wibisono (2019), which developed an appealing continuous-time framework for
analyzing LMC under functional inequalities. With some difficulty, this result was extended to Rényi
divergences by Ganesh and Talwar (2020); Erdogdu et al. (2022). At the same time, a body of
literature studied convergence in KL divergence under tail-growth conditions such as dissipativity
(Raginsky et al., 2017; Erdogdu and Hosseinzadeh, 2021; Mou et al., 2022), which usually imply
functional inequalities.

Most related to the current work, Chewi et al. (2021) extended the continuous-time approach from
Vempala and Wibisono (2019) to Rényi divergences, and moreover introduced a novel discretization
analysis using Girsanov’s theorem, which also holds for weakly smooth potentials. The present work
builds upon the Girsanov techniques introduced in Chewi et al. (2021) to study ULMC.

Underdamped Langevin Diffusion. ULMC is a discretization of the underdamped Langevin
diffusion (ULD). First studied by Kolmogorov (1934) and Hormander (1967) in their pioneering
works on hypoellipticity, it was quickly understood that establishing quantitative convergence to
stationarity is technically challenging, let alone capturing any acceleration phenomenon. The seminal
work of Villani (2002, 2009) developed the hypocoercivity approach, providing the first convergence
guarantees under functional inequalities; see also (Hérau, 2006; Dolbeault et al., 2009, 2015; Roussel
and Stoltz, 2018). We also refer to Bernard et al. (2022) and references therein for a comprehensive
discussion of qualitative and quantitative convergence results for ULD.

As mentioned earlier, the most recent breakthrough by Cao et al. (2020) achieved acceleration
in continuous time in x2-divergence when the target distribution 7 is log-concave. This work was
built on an approach using the dual Sobolev space 7! (Albritton et al., 2019). However, since
this method relies on the duality of the L? space and its connections to the Poincaré inequality, it is
difficult to extend to LP spaces or to other functional inequalities.

Other Discretizations. Many alternative discretization schemes have since been proposed in this
setting (Shen and Lee, 2019; Foster et al., 2021; Monmarché, 2021; Foster et al., 2022; Johnston
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et al., 2023), albeit all of the analyses up to this point were limited to W, distance and did not
achieve acceleration in terms of the condition number k. Other works which cover momentum-based
methods include Zou et al. (2019); Gao et al. (2022), although their regimes are quite different from
our own.

1.3. Organization

The remainder of this paper will be organized as follows. In Section 2, we will review the required
definitions and assumptions. In Section 3, we will state our main results and briefly sketch their
proofs. In Section 4, we highlight several implications of our theorems through some examples. In
Section 5, we briefly sketch the proofs of our main results, before concluding in Section 6 with a
discussion of future directions.

2. Background

2.1. Notation

Hereafter, we will use ||-|| to denote the 2-norm on vectors. In general, we will only work with
measures that admit densities on R, and we will abuse notation slightly to conflate a measure with
its density for convenience. The notation a = O(b) signifies that there exists an absolute constant
C > 0 such that a < Cb, and O(-) hides logarithmic factors. Similarly we write a = O(b) if
there exist constants ¢, C' > 0 such that c¢b < a < Cb, and O(+) hides logarithmic factors. The
stationary measure (in the position coordinate) is m o< exp(—U), and U will be referred to as the
potential. We will use L?(7) to denote test functions f where E, f? < oo, and H!(7) to denote
weakly differentiable L?(r) functions where 0, f € L?(7). Finally, the notations <, >, < represent

~ N

<, >, = up to absolute constants. Further notations are introduced in subsequent sections.

2.2. Definitions and Assumptions

In this subsection, we will define the relevant processes, divergences, and isoperimetric inequalities.
Firstly, we define the ULMC algorithm by the following stochastic differential equation (SDE):

dz; = v dt,

(ULMC)
dvy = —yvp dt + VU (zgp,) dt + /2y d By,

where ¢t € [kh, (k + 1)h) for some step size h > 0. We note this formulation of ULMC can be
integrated in closed form (see Appendix A).

Next, we define a few measures of distance between two probability distributions ; and 7 on R,
We define the total variation distance as

[l = mllrv = sup [u(A) — = (A)], 2.1)

where the sup is taken over Borel measurable sets A C R%. We further define the KL divergence as

du. d
KL(u || 7) = / ﬁlogﬁdﬂ, 2.2)
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and KL(p || ) := +o0 if u is not absolutely continuous with respect to 7. Finally, we define the
Rényi divergence with order ¢ > 1 as

1 dy |4
R,y 7) = —log [ |F["ar.

and similarly R, (|| m) := 400 if 1 & 7. The Rényi divergence upper bounds KL for all orders, i.e.,
KL( || m) < Ry(pe || ) for any order ¢ > 1, and R, is monotonic in ¢. In particular, when g = 2,
we also get xo divergence, i.e., x2(u || ) = exp(Ra(p || 7)) — 1.

Our primary results are provided under the following smoothness conditions.

Definition 1 (Smoothness) The potential U is (L, s)-weakly smooth if U is differentiable and VU
is s-Holder continuous satisfying

IVU(z) = VU(y)|l < Lz =y, (2.3)

forall z,y € R? and some L > 0, s € (0, 1]. In the particular case where s = 1, we say that the
potential is L-smooth, or that VU is L-Lipschitz.

We conduct three lines of analysis. The first assumes strong convexity of the potential, i.e.:

Definition 2 (Strong Convexity) The potential U is m-strongly convex for some m > 0 if for all
z,y € R%:

lz = yl|*.

(VU() = VU(y),e ~y) =

In the case m = 0 above, we say that U is convex. If a potential function U is (strongly) convex,
then we say the distribution 7 ox exp(—U) is (strongly) log-concave.
A second, strictly more general assumption is the log-Sobolev inequality.

Definition 3 (Log-Sobolev Inequality) A measure 7 satisfies a log-Sobolev inequality (LSI) with
parameter Cs) > 0 if forall g € H'(r) :

ent.(g%) < 2015 E+[|Vg|*], (LSI)

where ent(g%) == E.[g%log(g%/ E[?])].

An m-strongly convex potential is known to satisfy (LSI) with constant m~! (Bakry et al., 2014).
More generally, we can consider the following weaker isoperimetric inequality, which corresponds
to a linearization of (LSI).

Definition 4 (Poincaré Inequality) A measure 7 satisfies a Poincaré inequality with parameter
Cpy > O ifforall g € H'(r) :

varr(g) < Cpi Ex[||Vg]*], (PD

where var,(g) = Ex[|lg — E[g]|?].
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Conditions (LSI) and (PI) are standard assumptions made on the stationary distribution in the theory
of Markov diffusions as well as sampling (Bakry et al., 2014; Vempala and Wibisono, 2019; Chewi
et al., 2021; Chewi, 2023). They are known to be satisfied by a broad class of targets such as
log-concave distributions or certain mixture distributions (Chen, 2021; Chen et al., 2021).

We define the condition number for an m-strongly log-concave target with (L, s)-weakly smooth
potential as x := L/m. In the case where instead of strong convexity, the target only satisfies (LSI)
(respectively (PI)), the condition number is instead « := C| g/ L (respectively x := Cp|L).

Finally, we collect several mild assumptions to simplify computing the bounds below, which
have also appeared in prior work; see in particular the discussion in Chewi et al. (2021, Appendix A).

Assumption 1 The expectation of the norm (in the position coordinate) is quantitatively bounded
by some constant, E[||-||] < m = O(d)?, for some constant m < co. Furthermore, we assume that

VU(0) = 0 (without loss of generdlity), and that U(0) — min U = O(d).

Remark On an intuitive level, Assumption 1 asks for bounds on the noncentral moment, whereas
isoperimetric inequalities only imply bounds on the central moments. For instance, one can construct
a sub-Gaussian target centered at some parameter 0 with ||0|| < d2, which would satisfy (LSI) but
not Assumption 1.

3. Main Theorems

In the sequel, we always take the initial distribution of the momentum pg to be equal to the stationary
distribution p oc exp(—||-||*/2). Then, under Assumption 1 we can find an initial distribution 7o for
the position which is a centered Gaussian with variance specified in Appendix D, such that my has
some appropriately bounded initial divergence (e.g. KL, R,) with respect to 7. Lastly, we initialize
ULMC by sampling from the distribution po(z, v) = mo(z) X po(v), i.e. with z and v independent.

3.1. Convergence in KL and TV

In order to state our results for ULMC in KL and TV, we leverage the following result in continuous-
time from Ma et al. (2021), which relies on an entropic hypocoercivity argument, after a time-change
of the coordinates (see Appendix B.1 for a proof).

Lemma 5 (Adapted from Ma et al. (2021, Proposition 1)) Define the Lyapunov functional

’ 1 1
T | ) = KL | 1)+ By [ I0Y2 Vlog 2 |P] L where 9 = [4% ViEl @ L. ()
H V2L

For targets m that are L-smooth and satisfy (LS]) with parameter C\ s, let v = 2+/2L. Then the law
e of ULD satisfies

0T (e || p1) < F (e [ ) -

1
1005 V2L

We now proceed to state our main results more precisely. First, we obtain the following KL
divergence guarantee under strong log-concavity and smoothness.

2. This holds for instance when U (z) = ||z||* for 1 < o < 2.
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Theorem 6 (Convergence in KL under Strong Log-Concavity) Let the potential U be m-strongly
convex and L-smooth, and additionally satisfy Assumption 1. Then, for

1/2
~ /em
the following holds for iy, the law of the N-th iterate of ULMC initialized at a centered Gaussian
(with variance specified in Appendix D):

., 3/2 41/2
Nzgpgii

> iterations .
€

KL(iinn || p) <€* after

Here, we justify the choice of error tolerance for KL to be £2. Based on Pinsker’s and Talagrand’s

transport inequalities, we know KL is on the order of TV?, W2. Hence, this allows for a fair

comparison of convergence guarantees in terms of KL with TV and W,. Weakening the strong
convexity assumption to (LSI), we obtain a result in TV.

Theorem 7 (Convergence in TV under (LSI)) Let the potential be L-smooth, satisfy (LSI) with
constant C s, and satisfy Assumption 1. Then, for

~ €
h=0(—F———), and = \/Z,
(Cﬁé?Ldl/Z) 7

the following holds for iy, the law of the N-th iterate of ULMC initialized at a centered Gaussian
(with variance specified in Appendix D):

~(Cfé|2 1,3/2 g1/2

liing — pllrv < e after N=06 ) iterations .

g

3.2. Convergence in R, and Improving the Condition Number ~

To state our convergence results in R,, we additionally inherit the following technical assumption
from Cao et al. (2020).

Assumption 2 H!(u) < L%(u) is a compact embedding. Secondly, assume that U is twice
continuously differentiable, and that for all x € R?, we have

IV2U @)l < £+ VU ()]).-

Remark Hooton (1981, Theorem 3.1) shows the first part of this assumption is always satisfied if
the potential has super-linear tail growth, i.e. U(x) o ||z||* for a > 1 and large ||z||. In the case

where the tail is strictly linear, we can instead construct an arbitrarily close approximation with
super-linear tails; thus, it generically holds for all targets we consider in this work. As also remarked
in Cao et al. (2020), the above assumption is required solely due to technical reasons and is likely
not a necessary condition.

The second part of the assumption is satisfied under L-smoothness of the gradient with the same
constant. In the convex case or the case where V2U is lower bounded, the constant £ does not show
up in the bounds. As a result, for weakly smooth potentials in this setting, we can approximate using
twice differentiable potentials to obtain a rate estimate.
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In the light of the above discussion, we emphasize that this additional assumption largely does
not hinder the applicability of our results. Under this assumption, Cao et al. (2020) established the
following guarantee on (ULD) in continuous time.

Lemma 8 (Rapid Convergence in L?; Adapted from Cao et al. (2020, Theorem 1))

Under Assumption 2, and if m additionally satisfies (PI) with constant Cp,, then the following holds

for the law p; of ULD initialized at 1o, where Cy > 0 is an absolute constant:
X2 (pe || 1) < Coexp(=a(7)t) x2(uo || 1),

where the coefficient inside the exponent is

CFTllfy

: (3.2)
Co (Cpt + R2 +42)

qa(y) =

and the constant R is
0 if U convex ,
R=(VK ifinf,cpaV2U(z) = —KI,,
eVd i |VPU(@)|lop < L1+ ||[VU(2)||) for all x € RY.

Remark In the strongly log-concave case, Lemma 8 actually yields a better decay of order v/m
than Lemma 5, which has dependence m / \/f

Our final result leverages the above accelerated convergence guarantees of ULD, and establishes
the first bound for ULMC in Rényi divergence with an improved condition number dependence.

Theorem 9 (Convergence in R, under (P1)) Let the potential be (L, s)-weakly smooth, satisfy
(PI) with constant Cp, and satisfy Assumption 1. Let it also satisfy the additional technical condition
Assumption 2. Then, for £ € (0,1)
. é(71/(25)51/851/:%{(7)1/(25))
LV/sdl/2 (L v d)l/(QS)
the following holds for iy, the law of the N-th iterate of ULMC initialized at a centered Gaussian
(variance specified in Appendix D) for ¢ = 2 — £ € [1,2) and with q defined in (3.2):
LY/s q1/2 (L vV d)l+1/(25)

F1/(25) /s €1/s UI(W)HI/@S)

Ry(inn || ) < €2 after N = (:)( ) iterations ,

Remark The optimal choice is to take v < 4/ C| ,;,1 + R2. If the potential U is convex, then we set

v = q(1/+/Cpi) < 1/4/Cpy, which is known to be an optimal choice (Cao et al., 2020). As a result,
in the convex and smooth case, the iteration complexity has the condition number dependence x,
which improves upon the x? dependence seen in Chewi et al. (2021). The dependence on dimension
d and error tolerance ¢ are also improved.

These results are compared against the known upper bounds in Table 3.2. To summarize our
improvements on existing literature, we note that (i) our results in the strongly log-concave case
are in the “’stronger” divergence of v/KL compared to the previous known guarantees in Wh, (ii)
our results under LS| have better condition number dependence, and remove dependence on the
Frobenius Lipschitz constant of the Hessian (which scales like O(d)), (iii) the Pl regime is a novel
result, which to our knowledge has not been seen before in previous works.
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Source Condition Metric Complexity
[Dalalyan and Riou-Durand *20] ~ Strongly Log-Concave Wa k32412 /e
Theorem 6 Strongly Log-Concave /KL Kk3/2q1/2 /e
[Ma etal. *21] LS VKL C%L2Lyd'/? /e
Theorem 7 LSI TV CEé?LB/le/Q/e
Theorem 8 Pl VR Cp1Ld'/? /e

Table 1: We compare our guarantees against existing results. The result of [Ma et al. *21] contains
dependence on the Hessian Frobenius smoothness constant Lz, which generally scales like
O(d). Our g-Rényi result also holds for ¢ € [1,2).

4. Examples

Example 1 We consider the potential U(z) = /1 + ||z||2, which satisfies (PI) with constant
O(d) (Bobkov, 2003) and is (1, 1)-smooth. Assuming the compact embedding condition of Assump-
tion 2, Theorem 9 gives a complexity of O(d3¢~1e~1) for e2-guarantees in Ry_¢ after optimizing
for ~, since in this case the potential is log-concave. In this case, the dimension dependence equates
to that of the proximal sampler with rejection sampling (Chen et al., 2022, Corollary 8), which is
O(d3); it surpasses Chewi et al. (2021, Theorem 8), which can only obtain O(d4c~2) for the same
guarantees. However, it is important to note that the latter two works obtain these for any order of
Rényi divergence and are not limited to order ¢ = 2 — £ < 2, which cannot presently be obtained
using our results for ULMC.

Example 2 Consider an m-strongly log-concave and L-log-smooth distribution. Non-trivial ex-
amples of this can be found in Bayesian regression (see e.g., Dalalyan (2017, Section 6)); we will
examine the first one, where 7(z) o exp(—||z — al|?/2) + exp(— ||z + al|?/2) for some a € R* :
|la|| = 1/3. Here, our Theorem 6 gives a complexity of N = O(d"/2c~1) to obtain a £2-guarantee for
the KL divergence. In contrast, the Hessian is V2U (z) = I;—4aa " exp(2zTa)/(14+exp(227a))?,
which has Ly = d, where Ly is the Lipschitz constant of the Hessian in the Frobenius norm.
Consequentlz, Ma et al. (2021, Theorem 1) is stated as N = (5(d1/ 2r Hm_Qe_l), which in this case
gives N = O(d3/ 2¢71) to obtain the same e2-accuracy guarantee. This is worse in the dimension-
dependence. Finally, it is possible to compare with the discretization bounds achieved in Ganesh and
Talwar (2020, Theorem 28), where in combingtion with our continuous time results (using the same
proof technique as Theorem 6) to yield N = O(dl/ 2¢72) iterations, which is suboptimal in the order
of ¢, but has the same dimension dependence.

Example 3 We can analyze L-smooth distributions satisfying a log-Sobolev inequality with pa-
rameter C| 5. One such instance arises when considering any bounded perturbation of a strongly
convex potential. In this case, let U, be the potential of the target in Example 2. Then consider a
target with modified potential U, + £, with sup,|f(z)| V [V £(2)|| V [|V2f(2)]lop < B for some
B < oo, and let V2 f be O(d)-Frobenius Lipschitz. We can bound the log-Sobolev constant of
this potential using the Holley—Stroock Lemma (Holley and Stroock, 1987). Let this new potential
have condition number . We achieve e-accuracy in TV distance with N = O(x3/2d'/2¢=1). For
comparison, the previous bound (Ma et al., 2021, Theorem 1) gives N = @(n2d3/ 271 to arrive at

10
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the same guarantee in TV, which is worse in the dimension. However, note that the guarantees in
Ma et al. (2021, Theorem 1) are in KL, which is stronger than TV. Finally, we note that Ganesh and
Talwar (2020) requires strong log-concavity, and hence cannot provide a guarantee in this setting.

Example 4 Consider a (1, s)-weakly log-smooth target that is log-concave and satisfies a Poincaré
inequality with Cp; = O(d). Consequently, Theorem 9 yields N = O(d*t/s¢=1/5¢=1/9) to
obtain e2-guarantees for Ro—¢. Chewi et al. (2021, Theorem 7) yields N = @(d3+2/ se=2/5)
for the same guarantees, which is worse in both parameters. On the other hand, take the spe-
cific case of a distribution with potential U(z) = ||z|*, which has Cp; = O(d**~') (Bobkov,
2003), is log-convex and (1, « — 1)-weakly log-smooth. Consequently, Theorem 9 yields N =
@(do‘/ (e g=1/(a=1)g—1/ (O‘_l)) for e2-accuracy guarantees in Ro_¢ divergence. This is worse by
a factor of d than the rate estimate obtained in Chewi et al. (2021, Example 9), as they leverage a
stronger class of functional inequalities that interpolate between (PI) and (L.SI), whereas our analysis
cannot capture this improvement. Our convergence guarantee is still better in terms of e-dependence.

5. Proof Sketches

5.1. Continuous Time Results

For results under both the Poincaré and log-Sobolev inequalities, we leverage the existing results as
stated in Cao et al. (2020); Ma et al. (2021), which we present in Lemmas 5 and 8. These allow us to
bound 2 (u || i), KL(pt || ) with exponentially decaying quantities.

With the additional assumption of strong convexity, we can obtain a contraction in an alternate
system of coordinates (¢,) = M(z,v) = (z,x + %v) (see Appendix B). This allows us to
consider the distributions of the continuous time iterates and the target in these alternate coordinates
M, 1™ respectively. From this, we obtain the following proposition.

Proposition 10 (Log-Sobolev Inequality Along the Trajectory) Suppose U is m-strongly convex
and L-smooth. Let ™ now denote the law of the continuous-time underdamped Langevin diffusion
with v = /L for ¢ > \/2 in the (¢, 1) coordinates. Suppose the initial distribution py has (LSI)
constant (in the altered coordinates) Cysi(u"), then { M }e>o satisfies (LSI) with constant that can
be uniformly upper bounded by

2 2
Crsi() < exp (—m\/;t) Cusi(p") + oo

The main idea behind the proof of this proposition is to analyze the discretization (ULMC) of the
underdamped Langevin diffusion in the coordinates (¢,1)). Note that this can be written in the
following form, for some matrix > € R24%24 and function F' : R% x R — R? x R,

(k15 V(k+1)n) L Fdrn, i) + N(0,5).

This is the composition of a deterministic function F' giving the mean of the next iterate of ULMC
started at (¢, ¢), followed by addition with a Gaussian distribution giving the variance of the resulting
iterate. In particular, we show that for coordinates (¢(x,v), ¥ (z,v)) = (z,x + %v), we can find an

almost sure strict contraction under F in the sense that

— m
Flluin <1— —=h+ O(Lh?),
[F|Lip < 5T (Lh7)

NeTH
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where by abuse of notation F' : R?¢ — R??, and the seminorm ||g||ip of a function g : R?® — R
refers to the Lipschitz constant of the function.

Since F is a contraction for small enough h, each push forward improves the log-Sobolev
constant by a multiplicative factor (Vempala and Wibisono, 2019, Lemma 19). At the same time,
a Gaussian convolution can only worsen the log-Sobolev constant by an additive constant (Chafai,
2004, Corollary 3.1). Subsequently, the log-Sobolev constant at each iterate forms a (truncated)
geometric sum, and therefore can be bounded by the infinite series. This incidentally can be used to
bound the log-Sobolev constant of the ULMC iterates. Taking an appropriate limit of 4 — 0 while
keeping Nh = t, we arrive at the stated bound in the proposition. Consequently, considering the
decomposition of the KL, a simple application of Cauchy—Schwarz tells us that

Mo M i My M Y
KLG™ | ):/lOguMdﬂt = KL(f" || 1 )+/10gMMth

M
) ) p
<KL | ) + KL || ™) + \/XQ(MM 1) x var (log ﬁ) :

The log-Sobolev inequality for 1" implies a Poincaré inequality, which allows us to bound the
variance term by the Fisher information FI(uM || p™) = E,m |V log(pM/p™)||2. This can be
bounded by the same entropic hypocoercivity argument from Ma et al. (2021) that is used to generate
our TV bounds, while the remaining two terms are handled respectively via the discretization analysis
and again the entropic hypocoercivity argument.

5.2. Discretization Analysis
The main result we use to control the discretization error can be found below.
Proposition 11 Let (fi;);>0 denote the law of (ULMC) and let (1)~ denote the law of the

continuous-time underdamped Langevin diffusion (ULD), both initialized at some 1. Assume that
the potential U is (L, s)-weakly smooth. If the step size h satisfies

1/(2s) ~1/s
SR ). 5.1)

= O G (4 R T

where the notation O hides constants depending on s as well as polylogarithmic factors including
log N, and /¥ is a modified target distribution (see Appendix C.3 for details), then

Rg(fir || pr) < €°.

Remark The condition on A is dependent on N only through logarithmic factors. Secondly, this is
shown under generic assumptions, and can be combined with continuous-time results in R, in any
setting, such as the log-Sobolev or Latata—Oleszkiewicz inequalities seen in Chewi et al. (2021).

We outline the proof of this result below. Similar to the work of Chewi et al. (2021), we first
invoke the data processing inequality, allowing us to bound the Rényi between the time marginal
distributions of the iterates with Rényi between the path measures

Ryl || pr) < Ry(Pr || Qr) ,

12
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where Pr, Q7 are probability measures of (ULMC), (ULD) respectively on the space of paths
C([0,T],R??). Subsequently, we invoke Girsanov’s theorem, which allows us to exactly bound the
pathwise divergence by the difference between the drifts of the two processes:

4q2 T )
Ray(Pr | Qr) 5 logEexp (<5 [ VU @) = VU aingn) o).

It remains to bound the term inside the expectation. We achieve this by conditioning on the event that
supyepo,rillTt — 2 (4/n) »||? is bounded by a vanishing quantity as h — 0, which we must demonstrate
occurs with sufficiently high probability. To show this, we begin with a single-step analysis, i.e.,
we bound the above for 7' < h. Compared to LMC, the main gain in this analysis is that the SDEs
(ULD) and (ULMC) match exactly in the position coordinate, while the difference between the drifts
manifests solely in the momentum. After integration of the momentum, the order of error is better in
the position coordinate (the dominant term is O(dh?) compared to O(dh) seen in Chewi et al. (2021,
Lemma 24)).

The technique for extending this analysis from a single step to the full time interval follows
closely that seen in Chewi et al. (2021). In particular, we obtain a dependence for ||z|| on ||xgp||
in the interval ¢ € [kh, (k + 1)h). Controlling the latter is quite complicated when the potential
satisfies only a Poincaré inequality, since it is equivalent to showing sub-Gaussian tail bounds on
the iterates, while the target itself is not sub-Gaussian in the position coordinate. By comparing
against an auxiliary potential, we can show that for our choice of initialization, the iterates remain
sub-Gaussian for all iterations up to N (albeit with a growing constant). Finally, this allows us to
recover our discretization result in the proposition above.

6. Conclusion

This work provides state-of-the-art convergence guarantees for underdamped Langevin Monte Carlo
algorithm in several regimes. Our discretization analysis (Proposition 11) in particular is generic
and can be extended to any order of Rényi, under various conditions on the potential (Latata—
Oleszkiewicz, weak smoothness, etc.). Consequently, our results serve as a key step towards a
complete understanding of the ULMC algorithm. However, limitations of the current continuous-
time techniques do not permit us to obtain stronger iteration complexity results. More specifically, it
is not understood how to analyze Rényi divergence of order greater than 2, or if hypercontractive
decay is possible when the potential satisfies a log-Sobolev inequality. Secondly, our discretization
approach via Girsanov is currently suboptimal in the condition number (a fact noted in Chewi
et al. (2021)), and thus does not obtain the expected dependence of +/k after discretization. An
improvement in the proof techniques would be necessary to sharpen this result. We believe the results
and techniques developed in this work will be of interest to stimulate future research.
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Appendix A. Explicit Form for the Underdamped Langevin Diffusion

Recall that we evolve (x4, v¢) for time ¢ € [kh, (k + 1)h) explicitly according to the SDE (ULMC),
which we repeat here for convenience:

dxy = vy dt, (A.1)
dvy == —yvy + VU (zgp) dt + /2y d By . (A2)

Consequently, since we fix the position xyy, in the non-linear term, this permits an explicit solution

Tgyh = Ten +7 7 (1= exp(—=yh)) vgn — 7~ (h =~ (1 — exp(—7h))) VU (zxn) + W,
(A.3)

Uk1yn = exp(—yh) vg, — 771 (1 — exp(—7h)) VU (zkn) + W (A4)
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where (W, W}")ien is an independent sequence of pairs of variables, where each pair has the joint
distribution

Wi 2(h =21~ exp(—vh)) + g5 (1 — exp(—2vh))) *
[WE’] - N<0’ [ 5 (1= 2exp(—yh) +26Xp(—2'yh)) 1- eXp(—Q'yh)D ’

where * is identical to the bottom left entry.

Appendix B. Continuous-Time Results
B.1. Entropic Hypocoercivity

Our proof of Lemma 5 is based on adapting the argument on the decay of a Lyapunov function from
Ma et al. (2021) (based on entropic hypocoercivity, see Villani (2009)) and combining it with a time
change argument (Dalalyan and Riou-Durand, 2020, Lemma 1). We provide the details below for
completeness.

Proof of Lemma 5 First note that variables x;, vy with v = 2V2L following (ULMC) can be
changed into (2, 0t) = (2, /¢, % vy /), which satisfies the process given by

Az, = £, dt,
dv; = —&30; At — VU (&) dt + /27 dB;

with ¥ = 2, £ = 2L, which are the parameters satisfying Ma et al. (2021, Proposition 1). From that
Proposition, we know that the Lyapunov functional given by

F(i || 1) = KL || i) + g [

i 2 1(1/4 1/2
"ﬁl/QvlogﬁH], where‘ﬁ:LL;2 é]@]d,

decays with 8, F (ji; || 1) < —ﬁw F(ju || /1). Here the LS| constant does not change under our
coordinate transform, but now [i; represents the joint law of (Z;, 9y ), while the stationary measure
has the form /i(Z, 7) o 7(Z) x exp(—¢||9]|?/2). The statement of our theorem immediately follows
by reversing our change of variables, which involves scaling up the gradients of the momenta by
€1/2, while the time is scaled down by ¢1/2. [ |

B.2. Contraction of ULMC

In this section, we prove a contraction result for ULMC and use this to deduce a log-Sobolev
inequality along the trajectory of the underdamped Langevin diffusion. The mean of the next iterate
of ULMC started at (z, v) is given by

(o L) =y (L —exp(=yh) o
Fz,0) = (v+ S - VU(2),
exp(—vyh)v — 1= exp(=yh) VU(JU)) .

~y
We will use the change of coordinates

(6,9) = M(z,v) = (2,2 + iv) .
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In these new coordinates, the mean of the next iterate of ULMC started at (¢,9) is F(¢,1)), where
F=MoFoM™ Since M71(¢,¢) = (¢,% (v — ¢)), we can explicitly write

— exp(— — 71 (1 — exp(—
Fior0) = (64 =220 (g - gy - Lo O gy,
exp(— (1 — exp(—
¢+1+ 123( vh)(w_d))_thv (17 p( vh))VU(d)))_

Lemma 12 Consider the mapping F : R x R — R? x R¢ defined above. Assume that mI; <
VU < L1y Then, forh < 1and~y = C\Efor some ¢ > /2, F is a contraction with parameter

_ m
Flluip <1— —=h+ O(Lh?).
H HLP \/E ( )

Proof We compute the partial derivatives

1+ exp(—vh) h—~"' (1 —exp(—vh))

05 F(6,), = : Ig— 5 V2U(9),
05 F(6,1),, = 1- exg(—vh) Lot v ;exp(—vh)) V().
B (6,9), = 2PN
0, F(6.0), = ORI

Let a := exp(—vh) and b := % (h+~71 (1 — exp(—~h))). Since

h—~7' (1 —exp(—h))

— 2
we have
3 — _ 2
R
=A
Then,
AAT — (1+Cl)2fd—|—((1—a)[d_bv2U(¢))2 )

Y

21—a?) [i— (1+a)bV2U() {1 —a)+(1+a)

where the upper right entry is determined by symmetry. Since 1 — a = ©(~vh) and b = O(h/~), one
can simplify this as follows:

HAAT_2 (1+a*) 14 (1—a®) Iq—bV?U(9)
(1—a?) Iy —bV2U(9) (1+a?) Iy op
=B
212
< o(LVQ + Lh?).
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One can check that the eigenvalues of the matrix B are 1 + a? & (1 — a? — b)), where ) ranges over
the eigenvalues of V2U (¢). Hence, we can bound

|Bllop < max{2a®+ Lb,2 — bm}.

‘We note that

L2t 77! (1 — exp(—7h)))
i
2L

— 2{1 —oyh 4 vh + O(y*h? +Lh2)}.

2a* + Lb = 2exp(—27h)

In order for this to be strictly smaller than 2, we must take v > /L. We choose v = ¢V/L for
¢ > /2, in which case

2
HBHOP S 2max{1 — C\/Zh, 1-— m\/;h} + O(Lh,2)

=2(1- m\/zh) +O(Lh?).

‘We deduce that

2
JAAT op < 4 (1 - m\/;h) +O(Lh?)

and therefore
’ L 21 '

The ULMC iterate is
d
(T (k+1)hs Ykt 1)n) = F(@kns vien) + N (0,%),

where X is the covariance of the Gaussian random vector in the LMC update. In the new coordinates,
this iteration can be written

(Bk+1)h> (kr1)n) L F(rn, ¥rn) + N (0, MEMT).

Writing MEMT = ¥ ® I, we can compute

- 2h 3 4dexp(—vh) exp(—27h
s 3 p(Qv)_ p(27)20(7h3)7
Y Y ’7 v
= 2h 1 exp(—2vh
21,22*—*24-1)(727):0@2),
gl v v
= 2h 5 8exp(—7vh) = 3exp(—2vh 4h
SR 1)(27)Jr p(2v>:72+0(h2)_
Y Y Y v Y
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We conclude that

4h
ISllop < — + O(R?).

Hence, Cps/(N (0, MEMT)) < —Z O(hQ).

Proposition 13 Let i = law(¢y, ;). Then, for all ¢ > 0, for all sufficiently small h > 0
(depending on ), one has

) 4 hvL
C'LSI(MNh 1_ m\/7_5 CLSl(/‘[J)M)"i_Qm_g\/ﬁ—i_O( m )

Proof The LSI constant evolves according to

Cusi(ili ) < IIF|Io, Cusi(fig ) + Cusi (N (0, MEMT))
. 4h
1 — m\/zh + O(Lh2)> CLSI(M%) + 7 + O(h2) .

For h sufficiently small, we have

. 4h
CLSI(H?}?+1) 1 - m\/ CLSI (i) + B3 +O(h?).
Iterating,
4 hv'L
C 1 — (m —¢) C ") + +0 .
Lsi(inh) < \/ Lsi(fig”) + 5 — VoL (=)
This completes the proof. n

Corollary 14 Let ;' now denote the law of the continuous-time underdamped Langevin diffusion
with v = cv/'L for ¢ > /2 in the (¢,v) coordinates. Then,

2 2
Cusi(pit!) < exp(=my [ £ 1) Cusilig™) + -
Proof In the preceding proposition, let & ~\, 0 while Nh — ¢, and then let € ™\ 0. |

Appendix C. Discretization Analysis

We consider the discretization used in Ma et al. (2021), with the following differential form:

2, = o, dt,
dvy = —y0y dt — VU(fkh) dt + /2y dB,

and we define the variable w; as the tuple (&, ), for ¢t € [kh, (k + 1)h].
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C.1. Technical Lemmas

Theorem 15 (Girsanov’s Theorem, Adapted from Oksendal (2013, Theorem 8.6.8)) Consider
stochastic processes (zt),5q, (bF);>0 (th )¢>o adapted to the same filtration, and o € R**? any
constant, possibly degenerate, matrix. Let Pr and Q1 be probability measures on the path space
C([0, T); RY) such that (wt),~ evolves according to

dw; = b dt + 0dBl’  under Pr,
dw; = b? dt +o dBtQ under Qr ,

where BY is a Pp-Brownian motion and B is a Qp-Brownian motion. Furthermore, suppose there
exists a process (ut)¢>o such that

oup =b —b?
and

1 (T
EQT eXp(Q/ ||Us||2d8> < 00,
0

Consequently, if we define o' as the Moore—Penrose pseudo-inverse of o, then by the previous
supposition we have u; = ol (b}’ — th ). Then,

dPr T I
T = e[t 0f 1.5 - 5 [C1ot0f <))

In fact, we will only need the following corollary.

Corollary 16 For any event £ and q > 1,

w0 () < el [ ot 07~ 912 ar) 1]

Proof Using Cauchy—Schwarz, and then 1t6’s Lemma, we find

P g '
B2 [(G50)" 1] :IEQT[eXp(q/O (o (bfb?>,dB?>g/0 o 8 — )1 a) 1|

< \/IEQT [eXp((2q2 —q) /OTIUT (bf — th)IIth) ﬂe}

T T
X%EQT exo(2a [ (ot 0F —42).aB2) 202 [ ot 0 — 5 at) 1]

=1

< \/IEQT [exp(zcﬁ /OTHJT P — th)Hth) ng} .

Here, we used the fact that ¢ — exp(fé(uﬁ dB;) — 3 nguT |2 d7) is a local martingale. [
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We can identify the following for the process (z¢, v¢):

B P R
0 V2v14)’ L e = VU ()| C e = VU@ ymgn)]

In this case, ||t (bF — b¥)| = 2 IVU (@ gnjn) = VU ()]
We also adapt the following Lemmas without proof from Chewi et al. (2021).

Lemma 17 (Change of Measure, from Chewi et al. (2021, Lemma 21)) Let i, v be probability
measures and let F be any event. Then,

w(E) <v(E) + xa(p || v)v(E).
In particular, if i and v are probability measures on R and
v{|lll = Ro +n} < Cexp(—cn®)  foralln >0,

where C > 1, then

1 cn?
p{ 1 2 Ro+ 1/~ Ralu | v) + 0} < 2Cexp(=2-)  foralln > 0.

Lemma 18 Let (Bt),- be a standard Brownian motion in RY. Then, if \ > 0 and h < 1/(4)),

Eexp(\ sup HBtHQ) < exp(6dh\) .
t€(0,h]

In particular, for all n > 0,

2
Ui

P Bl > <3 ——).

{tg(l)%] I tHin}i eXP( 6dh)

Lemma 19 (Ganesh and Talwar (2020, Lemma 14)) Let Y > 0 be a random variable. Assume
that for all 0 < § < 1/2 there exists an event Es with probability at least 1 — & such that

v
E[Y?| &) < 5
for some £ < 1. Then, EY < 4,/v.

Lemma 20 (Matrix Gronwall Inequality) Let z : Ry — RY and ¢ € R% A € R where A
has non-negative entries. Suppose that the following inequality is satisfied componentwise:

¢
z(t) <c+ / Az(s)ds, forallt > 0. (C.1)
0
Then, the following inequality holds, where Iy € R%*? is the d-dimensional identity matrix:

z(t) < (AAT e — AAT + 1) e, (C.2)

where Al is the Moore—Penrose pseudo-inverse of A (when A is invertible, this is equivalent to the
standard inverse).

Proof This is a special case of Chandra and Davis (1976, Main Theorem). |
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C.2. Movement Bound for ULMC

We next prove a movement bound for the continuous-time Langevin diffusion. The following lemma
is a standard fact about the concentration of the norm of a Gaussian vector (see, e.g., Boucheron
et al., 2013, Theorem 5.5).

Lemma 21 (Concentration of the Norm) The following concentration holds: for all n > 0,

2

plll = Vd+n) < exp(— L)

Note that ||v; — vg|| is of size O(+/dt), due to the Brownian motion component of the momentum
variable v; this is the same order as the size of the increment of the overdamped Langevin diffusion.
However, if we consider the increment in the xz-coordinate only, we obtain the following bound.

Lemma 22 Let (x¢,v;),~ denote the continuous-time underdamped Langevin diffusion started
at (xg,vo), and assume that the gradient VU of the potential satisfies VU (0) = 0 and is Holder
continuous (satisfies (2.3)). Also, assume that h < L2 A v Land 0 < A < W Then,

log Bexp(\ sup [l = w0l**) S (B 1+ el + 12 o] +°0%) .
te[0,h

Proof For the interpolant times, we will use Gronwall’s matrix inequality (Lemma 20), with the

following equation for x:
t t
oo = aoll <| [ vrar] < bl + | [ o, = o0y ar]
0 0

t T t T
<h||1)0‘+H//’}/UT/dT/dTH—I-H// VU(:E-,-/)dT/dTH
0o JO 0 JO
t T
+H// «/QWdBT/dTH
0 JO

t
< hlvoll +~h (h [[voll +/ [vr — wo| d’T) + Lh?
0

t
i (ool + [ ller —sollar) + /27 h sup B
0 t€[0,h]
Here we use the Holder property of VU along with ||z||® < 1 + ||z||. Likewise for v:

t t t
lve — vo| < H/ YUr dTH + H/ VU(J:T)dTH + H/ V/2vdB;
0 0 0

t t
< (mhol + [ lor = wllar) + Lo+ L (ol + [ Y, =20 ar)

+ /2y sup ||By.
te[0,h]
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Consequently, we can use the matrix form of Gronwall’s inequality (Lemma 20). While applying
that Lemma, let ¢ = ¢; + ¢y with ¢y, o to be given. First, for c;:

e [Lh vh] o — [Lh2 llzol|® + vh? ||vol| + LR + /27 h supPyeo,p) | Bt l
L v Lh||zoll* + vk [Jvoll + Lh + /27y supejo 5 || Bt

Noting that ¢; lies in the image space of A so that AAT¢; = ¢, and similarly observing that
exp(At) c; belongs to the image space of A (using the power series representation of the matrix
exponential), we obtain for this first component:

sup |[|lzo — 4|
t€[0,h]

< hexp((Lh +7)h) (vh||vol| + Lh ||zol|* + Lh + /2y sup ||B||) + ¢z term
te[0,h]

< 2h (vh||lvo|l + Lh ||zo||® + Lh + /2y sup ||B||) + co term,
te(0,h]

where in the second line we take h <

S \F+ . Now, taking

C_{hmw]
2 — 0 )

we find the following (where v (1) denotes the first component of a vector v):

Lhe(Lh-i—"{)
Lh +~

+
((AAT (M = Ig) + Tng) c2) (1) = 7 b Jvol.

Finally,

~

expression completes the proof. |

C.3. Sub-Gaussianity of the Iterates

Similarly to Chewi et al. (2021), we introduce a modified potential in order to prove sub-Gaussianity
of the iterates of ULMC. Firstly, we consider a modified distribution in the z-coordinate, with
parameter a := (3, S) for some S, 5 > 0:

7@ o exp(=U@), U@ (z) =U(z)+ = (=] - S)%. (C.3)

The modified potential satisfies the following properties.

Lemma 23 (Properties of the Modified Potential, Chewi et al. (2021, Lemma 23))
Consider 7' and U@ deﬁned as in (C.3). Assume that VU (0) = 0 and that VU satisfies (2.3).
Then, the following assertions hold.

1. (sub-Gaussian tail bound) Assume that S is chosen so that w(B(0,S)) > 1/2. Then, for all
n =0,

RO > 8 + 0} < 2exp(~20)
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2. (gradient growth) The gradient VU satisfies
VU@ @) < L+ (8+ L) |l
Then, letting {(a:,(:a), Uéa))}tzo be the solution to the underdamped Langevin diffusion with
potential U (@) and u(“) =7 g p, the following lemma holds:

Lemma 24 Assume that h < (8 + L)~ Y2 Ay~ Ad=Y2, and 8 < 1. Then, for all § € (0, 1), with
probability at least 1 — 6,

3 5

Proof We can use the change of measure lemma (Lemma 17) together with the sub-Gaussian tail
bounds in Lemmas 21, 23 to see that with probability at least 1 — ¢, the following events hold
simultaneously:

1 1 16 N
o [ = 8 S (3 + ) SH |5 Rl | 1) + [ S hog o
t<Nh B

a 2 a 8N
e a5 < 5[5 R )+ 106 5

a a 4N
ma [0 | < VA4 /2R | w@) + 14108

Here we use a union bound together with the monotonicity of ¢ — Ry (ut | () in t.
For the interpolant times, we will use Gronwall’s matrix inequality, with the following inequality
for z:

Jole) — 2l < A lof [Cliemartae| | [ [ w0l a7 0
t T
n H/ / NCT): dTH
0 JoO
t
Shm$n+w&hm$n+AH¢%T offlldr) + Lh?
t
3+ Db (el + [ el — 2l ar)
+ 2’)/h sup HBk‘h+T — Bth .
T€[0,h]
Likewise,

1o — 0@ < H/ ’yvkthTdTH + H/ VU@ (@ dTH + H/ V27 dBppsr
<7 (h ||ka;L I +/ ||ka;+7 - vk‘,zl I dT) + Lh

+ 6+ 0) (hlafgl+ [ e, — aflar)

+ /27 sup || Binir — Ball -
T€[0,h]
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Consequently, we can apply the matrix Gronwall inequality analogously to how we did in
Lemma 20 with ¢ = ¢; + ¢ denoting the following matrices:

g [BFD)R 'yh]
B+L) ~)
(B+ L) B2 ||| +vh2 [0\ + Lh? + 27 hsupyepo | Binse — Bil
(B + L) B[l || + vk 0l + Lh + /27 supyeqo n | Bune — Ball

i (a)
o= 1105 ||] |

Cc1 =

)

Note that ¢; here is again in the image space of A, so that (AAT — I,) ¢ = 0. Finally, after
calculating the matrix exponential we find

sup ) — i3 || < hexp((8+ L)W+ 4m) (84 L) b e+ 4% ol + L

+V/2ysup | Brnis — Bunl)
t<h

(B+1L) exp((ﬂ + L)Rh? + 'yh)h + Hv(a)”
(B+L)h+~ kh

<2 ((8+ D) b5l + ol + i+ /25 sup |1 Bynse = Bual)

+h

where in the second line we take h < A % Note that this is also entirely analogous to the

1
(B+L)!/?
calculation in Lemma 22.

Subsequently, we can take a union bound to obtain for any .51, So,

p{ sup [lef) > nf

t€[0,Nh]
25 42 g, 1125
< > >
- P{kzoflll,%.}%a g | = S1p + P kzoflﬁ?fﬁ_l gz | = S2
N-1
* P{ Sip ||ml(€(;1)+t - xlg;L)H 21— Sl}
k=0 tE[O,h]
(a) } { (a)
< > >
=F k=0,L N—1 Iz Il = S1 g + P =01 N1 [ogy || = 52}
IS n— 51
T P{ sup /27 || Bt = Bunll 2 =, — — (B+ L) Slh—SQ_Lh}.
k=0 tE[O,h]

Subsequently, taking respectively S1 = S + \/% 932(/181) | p(@)) + \/%log %, Sy = \d +

\/ 2 fRz(,u(()a) | (@) + 1/4log 2X, we use the Brownian motion tail bound (Lemma 18) to get with
probability 1 — 24:

a 3N
sup |2\ — Sy < (B+ L) S1h® + Soh + Lh2 + | vdh3 log ==~
t<Nh
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If we assume that 3 < 1 and h < %, then we can further simplify this bound to yield
1 SN
o [ = § S (3 L) S+ /5 Ralu? 0 + [ S 1o
t<Nh B B 0
This concludes the proof. |

To transfer this sub-Gaussianity to the original underdamped Langevin process, we consider the
following bound on the chi-squared divergence between these two processes.

Proposition 25 Ler Qr, Qgpa ) represent respectively the laws on the path space of the original and
modified diffusions, under the same initialization jig. Then, if 3 < & A Land h S (8 + L)~ Y2 A
YA dY2, then

B2L2S?Th? BT (

Re(@r Q) S Ro(po || 1)) +log N) .

Proof Conditioning on the event in Lemma 24, which we denote by &; for some § < 1/2, then using
Girsanov’s theorem (Corollary 16) we get (for some sufficiently small A so that Novikov’s condition
is satisfied)

1ogE[(£(T))4ngé] < 1 logE| Xp(lf /0T||VU(:U§“>) VU @) ) 1,

dQy T2
1 ].6/82 r (a) 2
§2logE{exp(7/0 (I~ 5)2 at) 1,
32T 9 2,4 1 (@, L, 16N
< T - _ a _
<TG+ 0?8+ S Raluo | 1) + Slog = |

If we take § < /T and that L > 3, we can use Lemma 19 to get

(a)y _ dQr \?) _ BPL*S*Th* BT
Ro(Qr || QY )—logE[(ngg)) } ST (R | 1) + log N) .

This concludes the proof. |

Proposition 26 Consider the continuous time diffusion (xt,v:)e>0 initialized at po. For h <
(B+L)'2AyTAdY2 S < m, and B = 7, for 6 € (0,1/2), the following holds with
probability 1 — §:

T N
< — (a) log —
k&nw zknll S “H'\/,y (Ra(po [| p@)) + Ogé)’
N
L max ol S Vd+ \/Rz(uo (@) +log - .

28



ANALYSIS OF ULMC

Proof Recall from the proof of Lemma 24 that with probability 1 — J,

1 SN

(a) < 1 (a) 1 8N
k:(g?%}\(/q |z I <SS+ \/,B Ra(po || wl9)) + 5 log =

In particular, this immediately implies that the following holds: for p > 0,

(@) > 1 (a) 1, 8N < a2
P(kg}%_lllwku!wsm/ﬁﬂzz(uo [ 1)+ 5 los = 1) S Nexp(—cBi?).

for a universal constant ¢ > 0.
Then, using the change of measure (Lemma 17) together with the bound in Proposition 25,
choosing S =< m, we get with probability 1 — ¢

1 1 . 1. N
k:$?§_1 lzenll < S + \/5 Ra(po | “(a)) + \/5 Ra(Qr || Q(T)) + E logg
1 N L2Th4m2
5 m+ \/B (:RQ(/'LO H /’L(a)) + IOg K) + 67 .

We choose 3 < /T so that

m 1 N
Sm+ R (a)
Ay lzenll S \/’Y (Ra(po || @) +log 3 ).

Finally, combining this with a union bound to control ||vgy, || from Lemma 21, we get the Proposition.
|

C.4. Completing the Discretization Proof
We proceed by following the proof of Chewi et al. (2021).

Proof [Proof of Proposition 11] Let {x; };>¢ follow the continuous-time process. Let Pr, Q7 denote
the measures on the path space corresponding to the interpolated process and the continuous-time
diffusion respectively, with both being initialized at ;19 = m9 ® N(0, I;). Then, define

I I
= — B;) — — - 2dr.
Gt m/(; <VU(1‘7—) VU(.%LT/th),d T) 47 /0 HVU(HZT) VU(QZLT/th)” dr

From Girsanov’s theorem (Theorem 15), we obtain immediately using Itd’s formula

Eg, [((ﬁ)q] —1=Eexp(¢Gr) —1

_q (¢g—1) T 2
= TE ; exp(qGy) [[VU (1) = VU (zg/p) " dt

IN

2 T
Z’y/o \/E[exp(Qth)] E[|VU (x;) — VU@?Lt/th)H“] dt .
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Bounding these terms individually, we first use Corollary 16 and (2.3) to get

4q2 1 )
E exp(24G}) < Eexp(7 IV UGer) = VU ugn)] ar)

4L2q% [
<\/Eexp< . /leT—er/thPsdr).

Let us now condition on the event

Easn = { < R: < Ry}
skh = _max  [lven]| < 5, max  [lvgal| < R

By Proposition 26, we can have P(E5 ) > 1 — ¢ while choosing

N
Ry Sm+ \/; (Ra(po | @) + log f) ,

N
R§ < Vd + \/Rz(uo | pla)) —l—logg.

We proceed to bound our desired quantity through some careful steps.
One step error. Consider first the error on a single interval [0,h]. If we presume h <
(Y12 /(L2d5¢?))Y/ (1439) | Lemma 22 implies

8L (" 8L%hg?
10g]Eexp< q / |z — 1:0||2dt) < logEexp( sup ||z — CL‘0||2)
v 0 Y te[0,h]
L2+23h1+4sq2 9 L2h1+2sq2
S0+ lwoll**7) + lvol|**
L2dsh1+3sq2
,Yl—s

Iteration. If we let {F; };>0 denote the filtration, then writing H; = fot @ — @ pn|? dr, we
can condition on J(x_1);, and iterate our one step bound.

L2 2
logE {exp(8 q

HNh) ]lga,Nh]

L2q2

< logIE[exp(8 Hn_1)n

L2+25 h1+4s q2

ol (1+ o v—unl*)

L2h1+2sq2 L2dsh1+3sq2
+ T HU(N—I)h”QS + ?)) ]lgé,Nh:|

2q2

8L
<logE [exp( H(N—l)h) ]155,(N71)h:|

<L2+25h1+4sq2 (R:v)252 N L2h1+2sq2 L2dshl+3sq2>
- 6 - - .

+0 s

(R§)* +
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We now make additional simplifying assumptions to obtain more interpretable bounds: we assume
/T <landh<L(1nLl

m

). With these assumptions,

8L2 2
logE [exp ( q

HNh) ﬂgé,Nhi|

8L2q2
<logE [exp( H(N—l)h) ]]'8(5,(N71)hj|

(L2h1+25q2

Nis
+0 (d+ Ra(po || 1)) +log —) )

4]

Completing this iteration yields

8L2 2 LQThQS 2
1 HNh) 185,Nh:| S =7

Ns
logE[exp( (d+ Ra(po || 1)) + log ?) .

Finally, applying Lemma 19 when

5 < 71/(25)

s [T Gagls €4

(where <; hides an s-dependent constant), we find

L2 (]2

IOgE[GXP<4 HNh)} <1+ (d+ Ra(o || ) +1og N)°.

LZTh2sq2
v

It remains to choose the appropriate step size h which makes this whole quantity < 1. In particular,

it suffices to choose

h<O, (C.5)

71/(25)
(T e (= aa Te)

Second term. It remains to bound the other term in our original expression. From Lemma 22,
we obtain

Elexp(X [een+e — zenl|*) [ wrn] S 1,
so long as ) is chosen to be appropriately small, i.e.,

1 1 1
= A A .
ysdsh3s T L25hAs (1 + ||lags)2°  h2S logn|?

This immediately implies a tail bound: for > 0,

P{||zpnse — zenl|** >0 | wen} S exp(=Ay/m).

Integrating, we get

1
N
< DR 4 DY\ 1 Eflel ] + 2282 Bl

VE[IVU () = VU (&) I*] < L VE[[lzr — wxal|*] S L*|[E

31



ZHANG CHEWI L1 BALASUBRAMANIAN ERDOGDU

We can estimate the expectations by integration of our previous tail bound (Proposition 26):

T 252
VEIIVU @) = VU @[] $ L3y d*h* + L2 * (m + = (Reuo | 1) + 1o N))

+ L2h* (d + Ra(po || ) +log N)*

< O(L2h* (d+ Ra(uo | 1)) ,
provided that h < (5(% (d;/j A Ra (WTR?)S/?)), where Ry = Ro(po || £(*). In our applications, this
condition is not dominant and can be disregarded.

Combining the bounds. Finally, we can combine each of these steps to find that, provided (C.5)
for the step size holds,

o [(Son)'] 1= O(EL 232 (0 + Ratpa | )

Finally, the following step size condition suffices to bound the Rényi divergence by £2:

N 1/(25) 1/
h<d ( g ) .

This completes the proof. n

Appendix D. Proof of the Main Results

Firstly, we collect some results on feasible initializations from Chewi et al. (2021). Recall that 7@
is the modified distribution introduced in Appendix C.3. Let

o = N(0,51y),

where ¢ = (2L + )~ ! is the variance of the Gaussian, and 3 < 1/T is the parameter appearing in
the modified potential. The choice of 1" will be assumption dependent, and we collect the conditions
below under our main assumptions:

q(v)

T @)(Lij) 7 satisfies (PI)
O(VLCys))  satisfies (LSI), or is strongly log-concave,

where q() is defined in (3.2).

Lemma 27 (Adapted from Chewi et al. (2021, Appendix A)) Suppose that © satisfies (Pl) and
the Holder continuity condition (2.3), as well as VU (0) = 0, U(0) —min U S d. Then the following
two properties hold for my = N(0, (2L + 3)~11,), where [3 is the parameter appearing in the
modified potential:
Ry(mo || ) < OB+ L +d),
Ry(mo | 7)) < OB+ L +d).
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Proof Apply either Chewi et al. (2021, Lemma 30) or Chewi et al. (2021, Lemma 31). |

From our analysis we take 3 < L, and if moreover L < d then it is reasonable to expect that
Ry(mo || ), Rg(mo || 7)) < O(d). Let g = o & p, s that Ry(p1o || 1) = Ry (o || 7). and similarly
Ry (a0 || 1) = Ry(mo || 7).

The following lemma gives a bound on the value of the Fisher information at initialization.

Lemma 28 Under the conditions of the previous lemma, the initialization g = T ® p also satisfies
Fl(po Il 1) S Ld + L1=5d°.

Proof Note that as VU (0) = 0, |Vlogm(z)||2 = |[VU (2)||? < L*||z||%. Secondly, m satisfies
Enrolll#]|*] < d/L. Hence,

o ||2
FI(po || 1) = Exy [ 7108 ™2 ] < BanraIVU @) = 2L + 8) )
S L2 By [l|2) + [2]|%] S Ld + L'#d?

where we used Jensen’s inequality in the last step. |

D.1. Poincaré Inequality

Proof [Proof of Theorem 9] The continuous-time result from Lemma 8 states that

1
0 x2(po || 1)

<2,
) = — xe(ur ||p) <e

Noting that there exists a feasible initialization such that log x2(uo || 1) < O(L + d), then this

is satisfied if we choose T' = 6(@ (L +d+logl)). This also shows that Ro(pr || 1) =

log(1+ x2(pr || 1)) S &* fore S 1.
Note the following decomposition (weak triangle inequality) for the Rényi divergence (see, e.g.,
Mironov, 2017, Proposition 11):

q

—-1/c
Ro(Py | P2) < TR (P Py) + Rogyaj (P ] ),

for any valid Holder conjugate pair c,?, i.e., % + %
distributions Py, P», Ps.

In our case, we let ¢ = 2 — { and 9(q — 1/c) = 2, so that after solving for ¢,d, we get the
following for £ < 1/2:

= 1, ¢,0 > 1, and any three probability

Ro—e(Pr || P2) < 2Rg/e(Pr || P3) + Ra(Ps || ).

Consequently, let P, = jinp, Po = pu, P3 = unp, and combining this result with the discretization
bound of Proposition 11, we then obtain
Ro—e(finn || 1) S Roge(finn | pwvn) + Ra(pnn || 1) S €2,
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so long as
. (:j<71/(28)51/851/8q(’7)1/(28))
LV/sd\/2 (L v a)t/ ) /7
ML AT Rl
- 71/(25)51/561/sq(,}/)1+1/(25) '
This completes the proof. |

D.2. Log-Sobolev Inequality
D.2.1. KL DIVERGENCE

Proof [Proof of Theorem 6] We provide the following Theorem in the twisted coordinates (¢, ¢),
which were used in Lemma 10. Consider the decomposition of the KL using Cauchy—Schwarz:

My M gy
KL(az || ):/bgwdﬂ:ﬁ
M M pr! M
= KL(a7" || pr )+/10gMMdﬂT

M
“ 1% N
= KL | ) + KL || ™) + / log 1 (i — )

M
A . w
< KL | ) + KL | ™) + \/x2(u/TV‘ | 1)  var, x4 (log fM) :

Using the log-Sobolev inequality of the iterates via Lemma 10, we find (through the implication that
a log-Sobolev inequality implies a Poincaré inequality with the same constant)

iy M Pt |2
var s (log /7\4> < Cusi(pr) E [HVIog ITMH } ;

M
where we substitute log ZLM for the function in (PI). Here, C g (u%/‘) <1/mforallt > 0.
Since ™M = Myp, then pM(p, ) o u(M~1(¢,v)). Therefore,
Viog upM = M T Viogpuo M~

and similarly for V log u{}’l. This yields the expression

s [ ) = 5o e 2] ]

Also, one has

_ —I\T _ 1 —’}//2
MM = [—7/2 V2/2]'
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For ¢y > 0 and 2t defined in Appendix B.1, we have

1/4— ¢ VL (1/V2 + cpv/2)

LM —coM (M )T = [ﬁ(l/\/iJrcoﬂ) L(d—c) |

The determinant is L (($ — co) (4 — ¢p) — (% + ¢9v/2)?) > 0 for ¢y > 0 sufficiently small. This
shows that M~ (M~1)T < ¢; 'L 9N, and therefore

w12
E, m [HVlOgWH } S LFlon(pr || 1) -

Here we define

Flon (i || 1) = B |

o2
|1/2 ¥ log ~||7]

I
The decay of the Fisher information via Lemma 5 allows us to set

K M%/l 2
Tz CLSl\FLlOg<§ (KL (ko || ) + Flo(peo || M))) = var, (10g MT/‘) Set.

The same choice of T also ensures that KL(z7! || p™) < £2. From our initialization (Lemma 28),
we can naively estimate using that

1
Flan(po | 1) S 7 Fl(mo [ ) S d,
and KL (0 || 1) < dlog k, so that our condition on 7' is (with CL g < m™1)
VL Iid)

~/VL
T20<—log—2
m €

Recall as well that this requires v =< /L. For the remaining x?(ji7 || pur) and KL(fir || u7) terms,
we invoke Proposition 11 with the value of T = Nh specified and desired accuracy ¢, and with
q = 2 and s = 1, which consequently yields

~ rem!/?
h= 9<Ld1/2> :
with
L 13/241/2
¥=6(——)
(using N = T'/h). |
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D.2.2. TV DISTANCE
Proof [Proof of Theorem 7] Notice first that the TV distance is a proper metric, and therefore satisfies

the triangle inequality. Subsequently, by two applications of Pinsker’s inequality,

lann — pllrv < |lanve — pnnlltv + leve — gl v
S VKL || evn) + VKL (uwn || 1) -

These terms can be bounded separately. Analogous to the proof of the prior theorem, using
Lemma 5, it suffices to take

T> (5<CLS|\/flog 5%) )

and for the other term, it suffices to use Proposition 11 with any value of ¢, v = v/L which combined
with the requirement on 7" yields:

hzg&%iwﬂ%

with

3/2713/2 71/2

~ L°/=2d

N:@GQL———»
9

(using N = T'/h). [ |
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