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Abstract
The problem of identifying the best arm among a collection of items having Gaussian rewards dis-
tribution is well understood when the variances are known. Despite its practical relevance for many
applications, few works studied it for unknown variances. In this paper we introduce and analyze
two approaches to deal with unknown variances, either by plugging in the empirical variance or
by adapting the transportation costs. In order to calibrate our two stopping rules, we derive new
time-uniform concentration inequalities, which are of independent interest. Then, we illustrate the
theoretical and empirical performances of our two sampling rule wrappers on Track-and-Stop and
on a Top Two algorithm. Moreover, by quantifying the impact on the sample complexity of not
knowing the variances, we reveal that it is rather small.
Keywords: Gaussian Bandits, Unknown Variances, Best-arm Identification.

1. Introduction

In a bandit model, an agent sequentially collects samples from unknown probability distributions,
called arms. These samples may be viewed as rewards that the agent seeks to maximize, or equiv-
alently minimize its regret (Bubeck and Cesa-Bianchi, 2012). In this paper our focus is instead
on a Best Arm Identification (BAI) problem in which the agent should identify the arm that has the
largest expected reward using as few samples as possible, without incentive on maximizing rewards.

We are interested in a Gaussian bandit model in which the variances of the arms are unknown.
Quite surprisingly, and despite its practical relevance, this problem has received little attention in
the bandit literature. Gaussian distributions could indeed be used to model the revenue generated
by different versions of a website in the context of A/B testing, or some biological indicator of the
efficiency of a treatment in the context of an adaptive clinical trial comparing several treatments. In
both case, assuming known variances is a limitation. Formally, we consider a bandit model with K
arms ν1, . . . , νK in which νa is a Gaussian distribution with mean µa and variance σa. The best arm
(assumed unique) is defined as the arm with largest mean a‹pµq

def
“ argmaxaPrKs µa. We consider

the fixed confidence setting, in which the parameter δ P p0, 1q is an upper bound on the probability
that the algorithm makes an error.

A fixed confidence BAI algorithm is made of a sampling rule and a stopping and recommen-
dation rule. In each time t P N, an arm at P rKs is chosen by the sampling rule, then an ob-
servation Xt,at „ νat is received. The choice of at may depend on a random variable Ut´1, in-
dependent of everything else, which models internal randomization. The σ-algebra generated by
pU0, X1,a1 , . . . , Ut´1, Xt,at , Utq is denoted by Ft. at is then an Ft´1-measurable random variable,
andXt is independent of Ft´1 conditionally on at. The stopping rule is a stopping time with respect
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to the filtration pFtqtPN, denoted by τδ. When the algorithm stops, it recommends an arm âτδ P rKs,
which is measurable with respect to τδ. τδ is called the sample complexity of the algorithm.

The goal of a fixed confidence best arm identification algorithm is to return the best arm with
high probability while having low sample complexity. The main requirement we impose on a fixed
confidence identification method is δ-correctness.

Definition 1 (δ-correct) Let D be a set of distributions on R. Given δ P p0, 1q, we say that
an identification strategy is δ-correct on the problem class DK if for all ν “ pνaqaPrKs P DK ,
Pν pτδ ă `8, âτδ ‰ a‹pµqq ď δ .

We follow the approach pioneered by Garivier and Kaufmann (2016) and initially introduced
for one-dimensional parametric models (e.g. Gaussian with known variance). They derived lower
bounds on the expected sample complexity of δ-correct algorithms and introduced algorithms in-
spired by the maximization of those lower bounds. Extending their lower bound to our two-
parameters setting allows us to quantify the impact on the expected sample complexity of not know-
ing the variances, and reveals that this impact is rather small. To leverage the stopping and sampling
rules of existing algorithms, we propose two approaches to deal with unknown variances: plugging
in the empirical variance or considering the transportation costs for unknown variance.

As it is common in previous work for the stopping rule, we will compare a Generalized Likeli-
hood Ratio (GLR) to a well chosen threshold (Kaufmann and Koolen, 2021). Our two approaches
yield the Empirical Variance GLR (EV-GLR) stopping rule, which plugs in the empirical variance
in a GLR assuming known variance, and the GLR stopping rule, which corresponds to a GLR as-
suming unknown variance. Our main technical contribution lies in the derivation of (near) optimal
stopping thresholds which ensure the δ-correctness of both the GLR and the EV-GLR stopping rules,
regardless of the sampling rule. These thresholds are based on new time-uniform concentration in-
equalities for Gaussian with unknown variances, which are of independent interest (Corollary 26
and Theorem 43).

When considering the sampling rule, each approach yields a wrapper which is a simple proce-
dure that can be applied to any BAI algorithm for known variances. We illustrate each wrapper with
Track-and-Stop (Garivier and Kaufmann, 2016) and the Top Two algorithm β-EB-TCI (Jourdan
et al., 2022). By deriving upper bound on the expected sample complexity, we show that algorithms
obtained by adapting the transportation costs enjoy stronger theoretical guarantees than the ones
plugging in the empirical variance. In particular, we propose the first asymptotically optimal algo-
rithms for Gaussian bandits with unknown variances. Our experiments reveal that both wrappers
have comparable performance when applied to several BAI algorithms including the ones above,
DKM (Degenne et al., 2019) and FWS (Wang et al., 2021). This reinforces our finding that not
knowing the variances has a small impact on the sample complexity.

Related work Algorithms based on GLR stopping rules and aimed at matching a sample com-
plexity lower bound were either studied for one-parameter exponential families (Degenne et al.,
2019) or under generic heavy tails assumption (Agrawal et al., 2020). Other algorithms are either
based on eliminations or on confidence intervals and have been mostly analyzed for sub-Gaussian
distributions with a known variance proxy1 (Even-Dar et al., 2006; Kalyanakrishnan et al., 2012;
Jamieson et al., 2014). For the special case of bounded distributions, confidence intervals based

1. A random variable X with mean µ is σ2 sub-Gaussian if ErexppλpX ´ µqqs ď λ2σ2

2
for all λ P R.

2
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on the empirical variance have been used (Gabillon et al., 2012; Lu et al., 2021) but the resulting
algorithms cannot be applied to unbounded distributions as they rely on the empirical Bernstein in-
equality (Maurer and Pontil, 2009). In the fixed budget setting, in which the size of the exploration
phase is fixed in advance, it is possible to upper bound the error probability of the Successive Re-
ject algorithm of Audibert et al. (2010) when the variances are unknown, as we only need to upper
bound the probability that one empirical mean is smaller than another, see also Faella et al. (2020).
However, in the fixed-confidence setting elimination thresholds, confidence intervals or GLR tests
need to be calibrated in a data-dependent way, which calls for the development of new time-uniform
concentration inequalities, that we provide in this work.

In the related literature on ranking and selection (Hong et al., 2021), the problem of finding the
Gaussian distribution with largest mean has been studied for unknown variances. This literature
mostly seek to design algorithm that are δ-correct whenever the gap between the best and second
best arm is larger than some specified indifference zone (Kim and Nelson, 2001). However the
work of Fan et al. (2016) does not consider an indifference zone and their algorithm is therefore
comparable to ours. They propose an elimination strategy which features the empirical variances
and whose calibration is done based on simulation arguments (resorting to continuous-time approx-
imations) and justified in an asymptotic regime only (when δ goes to zero). Our algorithms have
better empirical performance and stronger theoretical guarantees.

2. Lower Bounds and GLR-based Stopping Rules

First, we introduce the lower bounds characterizing the complexity of the setting in Section 2.1.
Then, we present the generalized log-likelihood ratios (GLR) stopping rules in Section 2.3.

2.1. Lower Bounds

In the following, all the distributions are Gaussian denoted by νx,σ2 “ N px, σ2q. The class of
Gaussian distributions with known variance σ2 is denoted by Dσ2 “ tνx,σ2 | Dx P Ru, and the class
of Gaussian distributions with unknown variance by D “

Ť

σ2ą0Dσ2 . We denote the Kullback-
Leibler (KL) divergence between νx1,σ2

1
and νx2,σ2

2
by KLppx1, σ

2
1q, px2, σ

2
2qq.

Let pµ, σ2q P M “ RK ˆ pR‹
`qK such that |a‹pµq| “ 1. The alternative sets Λpµ, σ2q “

tpλ, κ2q P M | a‹pµq R argmaxa λau and Λσ2pµq “ tλ | pλ, σ2q P M, a‹pµq R argmaxa λau

are the sets of parameter for which a‹pµq is not the best arm. The pK ´ 1q-dimensional probability
simplex is denoted by △K “ tw P RK

` |
ř

aPrKs wa “ 1u.
For Gaussian with unknown (resp. known) variances, Lemma 2 shows that T ‹pµ, σ2q (resp.

T ‹
σ2pµq) is the asymptotic complexity of the BAI problem on the instance ν def

“ pνµa,σ2
a
qa, where

T ‹pµ, σ2q´1 “ sup
wP△K

inf
pλ,κ2qPΛpµ,σ2q

ÿ

aPrKs

waKLppµa, σ
2
aq, pλa, κ

2
aqq ,

T ‹
σ2pµq´1 “ sup

wP△K

inf
λPΛσ2 pµq

ÿ

aPrKs

waKLppµa, σ
2
aq, pλa, σ

2
aqq .

The maximizer over the simplex △K in these complexities is denoted by w‹pµ, σ2q and w‹
σ2pµq.

The rationale for the difference between the T ‹pµ, σ2q and T ‹
σ2pµq is that when the variances are

unknown, there exist instances of the form pλ, κ2q for κ ‰ σ that are harder to differentiate from
pµ, σ2q than instances of the form pλ, σ2q with respect to an information criterion.

3
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Lemma 2 (Garivier and Kaufmann (2016)) An algorithm which is δ-correct on all problems in
DK

σ2 satisfies that for all µ P RK , Eνrτδs ě T ‹
σ2pµq logp1{p2.4δqq .

An algorithm which is δ-correct on all problems in DK satisfies that for all pµ, σ2q P M,
Eνrτδs ě T ‹pµ, σ2q logp1{p2.4δqq .

We say that an algorithm is asymptotically optimal on DK if it is δ-correct and its sample
complexity matches that lower bound, i.e. lim infδÑ0 Eµrτδs{ logp1{δq ď T ‹pµ, σ2q. A weaker
notion of optimality is β-optimality (Qin et al., 2017; Shang et al., 2020). An algorithm is called
asymptotically β-optimal on DK if it satisfies lim infδÑ0 Eµrτδs{ logp1{δq ď T ‹

β pµ, σ2q and is
δ-correct, for T ‹

β pµ, σ2q defined as follows. For β P p0, 1q, the definition of T ‹
β pµ, σ2q is the

same as T ‹pµ, σ2q with the additional constraint on the outer maximization that wa‹ “ β, hence
T ‹pµ, σ2q “ minβPp0,1q T

‹
β pµ, σ2q.

An asymptotically β-optimal algorithm is asymptotically minimizing the sample complexity
among algorithms which allocate a β fraction of samples to the best arm. Russo (2016) shows
that an asymptotically β-optimal algorithm with β “ 1{2 also has an expected sample complexity
which is asymptotically optimal, up to a multiplicative factor 2, i.e. T ‹

1{2pµ, σ2q ď 2T ‹pµ, σ2q. The
β-optimality on DK

σ2 involves T ‹
σ2,βpµq, which is similarly related to T ‹

σ2pµq. While there is a rich
literature on asymptotically (β-)optimal algorithms for Gaussian with known variance, we are the
first to derive algorithms with those guarantees when the variances are unknown.

2.2. Comparing the Complexities

To compare T ‹
σ2pµq and T ‹pµ, σ2q, we first propose a more explicit expression of the infimum over

the alternative set featured in their expression, in terms of appropriate transportation costs.

Lemma 3 For every µ such that a‹pµq “ ta‹u and w P RK
` ,

inf
pλ,κ2qPΛpµ,σ2q

ÿ

aPrKs

waKL
`

pµa, σ
2
aq, pλa, κ

2
aq
˘

“ min
a‰a‹

Cpa‹, a;wq ,

where the transportation cost from a to b given an allocation w is defined by

Cpa, b;wq “ 1tµa ą µbu inf
λběλa

κaě0,κbě0

ÿ

cPta,bu

wcKL
`

pµc, σ
2
c q, pλc, κ

2
cq
˘

(1)

“ 1tµa ą µbu inf
λPpµb,µaq

ÿ

cPta,bu

wc

2
log

ˆ

1 `
pµc ´ λq2

σ2c

˙

.

From the proof (Appendix C.1) we note that the minimizer in κ is κa “ σ2a ` pµa ´ λq2, thus even
if we want to identify the arm with largest mean, the closest alternatives have an increased variance.
When the variances are known, computing the infimum over the alternative λ P Λσ2pµq yields the
same expression but with a different transportation cost, which has a convenient closed form:

Cσ2pa, b;wq “ 1tµa ą µbu inf
λPpµb,µaq

ÿ

cPta,bu

wc
pµc ´ λq2

2σ2c
“ 1tµa ą µbu

1

2

pµa ´ µbq
2

σ2a{wa ` σ2b {wb
.

On the contrary, the infimum in the mean parameter λ in the transportation cost for unknown vari-
ance has no simple analytic form (see Appendix C.2 for details on its computation). Still, comparing

4



DEALING WITH UNKNOWN VARIANCES IN BEST-ARM IDENTIFICATION

the two types of transportation costs (and using properties of the mapping x ÞÑ logp1 ` xq{x) per-
mits to establish a link between T ‹

σ2pµq and T ‹pµ, σ2q (resp. T ‹
σ2,βpµq and T ‹

β pµ, σ2q), hence to
quantify the impact of not knowing the variances.

Lemma 4 Let dpµ, σ2q “ max
a‰a‹pµq

pµa‹pµq´µaq2

mintσ2
a,σ

2
a‹pµq

u
. Then,

1 ă
T ‹pµ, σ2q

T ‹
σ2pµq

ď
dpµ, σ2q

log p1 ` dpµ, σ2qq
and 1 ă

T ‹
β pµ, σ2q

T ‹
σ2,β

pµq
ď

dpµ, σ2q

log p1 ` dpµ, σ2qq
. (2)

When dpµ, σ2q is small, say dpµ, σ2q ď 1, the two complexities are close since we then have
T ‹
σ2pµq{T ‹pµ, σ2q P rlog 2, 1q. Observe that a small dpµ, σ2q also implies that the BAI problem is

hard: if dpµ, σ2q ď c P R` then for all a P rKs,
mintσ2

a,σ
2
a‹pµq

u

pµa‹pµq´µaq2
ě c´1. Since that ratio is roughly

the number of samples needed to distinguish the two arms, the problem is hard when it is large.
Still, there exist instances with an arbitrarily large complexity ratio T ‹pµ, σ2q{T ‹

σ2pµq (Lemma 12).
We conjecture that they always correspond to easy problems, for which both T ‹

σ2pµq and T ‹pµ, σ2q

are small. Lemma 4 is not sufficient to prove this conjecture as there exists hard instances with a
large value of dpµ, σ2q and instances for which the upper bound in (2) is not tight (Appendix J.2.1).

2.3. GLR Stopping Rules

Given any sampling rule, constructing a stopping and recommendation rule for the BAI problem
may be viewed as a sequential testing problem with multiple hypotheses

␣

µa “ maxbPrKs µb
(

. In
one of the first papers on active hypothesis testing (in which the data collection process is further
optimized), Chernoff (1959) proposed to rely on Generalized Likelihood Ratio Tests (GLRT) for
stopping. This idea was later popularized by Garivier and Kaufmann (2016) for the BAI problem.

For all a P rKs, let Nt,a “
ř

sPrts 1tas “ au, µt,a and σ2t,a be the empirical count, mean and
variance of arm a after time t, where

µt,a
def
“

1

Nt,a

ÿ

sPrts

1tas “ auXs,a and σ2t,a
def
“

1

Nt,a

ÿ

sPrts

1tas “ au pXs,a ´ µt,aq
2 .

For Gaussian with unknown variances, the GLR to reject pµ, σ2q P Λ, with Λ Ď D, is written as

GLRD
t pΛq “ inf

pλ,κ2qPΛ

ÿ

aPrKs

Nt,aKLppµt,a, σ
2
t,aq, pλa, κ

2
aqq , (3)

which is reminiscent to the expression in the lower bound. We let ât
def
“ a‹pµtq denote the empirical

best arm (EB). Similar calculations as in the proof of Lemma 3 yield that GLRD
t pΛpµt, σ

2
t qq “

mina‰ât Zaptq where the GLR statistic of arm a ‰ ât is defined as

Zaptq “ GLRD
t ptpλ, κ2q | λa ě λâtuq “ inf

λPrµt,a,µt,ât
s

ÿ

bPta,âtu

Nt,b

2
log

˜

1 `
pµt,b ´ λq2

σ2t,b

¸

,

which we refer to as the empirical transportation cost between arm ât and arm a.
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GLR Stopping Rule In its general form, the GLR stopping rule triggers when GLRD
t pΛpµt, σ

2
t qq

exceeds a threshold cpt, δq. Here we propose to further exploit the structure of the problem and use
a family of thresholds ca,b : NK ˆ p0, 1s Ñ R` for all pa, bq P rKs2, leading to the stopping rule

τδ
def
“ inf tt P N | @a ‰ ât, Zaptq ą cât,apNt, δqu . (4)

EV-GLR Stopping Rule For known variances, we should consider GLRDσ2 ptλ : λa ě λâtuq,
which can be computed in closed-form and depends on the variance σ2. Replacing the variance
vector σ2 by its empirical estimate σ2t yields the Empirical Variance GLR (EV-GLR) statistic

ZEV
a ptq “ inf

uPrµt,a,µt,ât
s

ÿ

bPta,âtu

Nt,b
pµt,b ´ uq2

2σ2t,b
“

1

2

pµt,a ´ µt,âtq
2

σ2t,a{Nt,a ` σ2t,ât{Nt,ât

.

The EV-GLR stopping rule given a family of thresholds pca,bqpa,bqPrKs2 is defined as

τEV
δ

def
“ inf

␣

t P N | @a ‰ ât, Z
EV
a ptq ą cât,apNt, δq

(

. (5)

Given their proximity with the lower bound –see (3)–, GLR stopping rules are good candidates
to match T ‹. Indeed, it is easy to prove that sampling arms from w‹ and using the threshold
ca,bpN, δq “ logp1{δq, the lower bound would be matched. However, such a threshold is too good
to be δ-correct (Section 3). Moreover, w‹ needs to be estimated since it is unknown (Section 4).

3. Calibration of the Stopping Thresholds

We present ways of calibrating the thresholds used by the GLR stopping rule, by leveraging concen-
tration arguments. Under any sampling rule, to obtain a δ-correct GLR stopping rule it suffices to
show that the family of thresholds is such that the following time-uniform concentration inequality
holds for all ν P DK : with probability 1 ´ δ, for all t P N and for all a ‰ a‹pµq,

ÿ

bPta,a‹pµqu

Nt,b

2
log

˜

1 `
pµt,b ´ µbq

2

σ2t,b

¸

ď ca,a‹pµqpNt, δq . (6)

Aiming at matching the lower bound, we want to derive a family of thresholds satisfying
ca,bpN, δq „δÑ0 log p1{δq. As regards the time dependency, generalizations of the law of the iter-
ated logarithm suggest we could achieve Oplog log tq. Both dependencies are achieved for known
variances (Kaufmann and Koolen, 2021), and we are the first to show it for unknown variances (The-
orem 6). While simple ideas yield δ-correct thresholds (Section 3.1), obtaining the ideal dependency
in δ requires sophisticated concentration arguments (Section 3.2).

Similar arguments can be used to calibrate the thresholds used by the EV-GLR stopping rule
(Appendix G). Moreover, δ-correct thresholds for the EV-GLR stopping rule can be obtained by
using the ones calibrated for GLR stopping rule, and vice-versa (Lemma 47).

3.1. Simple Ideas

As per-arm concentration results are easier to obtain, we first control each term of the sum in (6).

6
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Student thresholds Since pµt,a ´ µaq{σt,a is an observation of the Student distribution TNt,a´1,
a first simple approach involves the quantiles of Student distributions with n degrees of freedom. A
direct union bound over time and arms yield a δ-correct family of thresholds (Lemma 49).

Box thresholds As illustrated in Figure 1, the Student threshold suffers from a probably sub-
optimal dependence in both logp1{δq and t. This is why we propose an alternative method where
the union bound is replaced by time-uniform concentration (which has proved useful to improve
both dependencies in different contexts) and the Student concentration by concentration on the
mean and the variance separately. The resulting time-uniform upper and lower tail concentration
inequalities for the empirical variance (Corollary 26) are of independent interest. Thanks to these
“box” confidence regions on pµt, σ

2
t q, Lemma 5 yields a δ-correct family of thresholds.

Lemma 5 Let η0 ą 0, s ą 1, ζ be the Riemann ζ function and, for i P t0,´1u, W ipxq “

´Wip´e´xq for x ě 1 where pWiqiPt0,´1u are the branches of the Lambert W function. Define

εµpt, δq “
1

t
W´1

ˆ

1 ` 2 log

ˆ

4pK ´ 1qζpsq

δ

˙

` 2s` 2s log

ˆ

1 `
log t

2s

˙˙

,

1 ´ ε´,σpt, δq “ W 0

ˆ

1 `
2p1 ` η0q

t

ˆ

log

ˆ

4pK ´ 1qζpsq

δ

˙

` s log
`

1 ` log1`η0ptq
˘

˙˙

´
1

t
.

The family of thresholds cBox
a,b pNt, δq with value `8 if t ă maxcPta,bu t

Box
c pδq and otherwise

cBox
a,b pNt, δq “

ÿ

cPta,bu

Nt,c

2
log

ˆ

1 `
εµpNt,c, δq

1 ´ ε´,σpNt,c ´ 1, δq

˙

(7)

yields a δ-correct family of thresholds for the GLR stopping rule. The stochastic initial times are

tBox
a pδq “ inf

"

t | Nt,a ą 1 ` e
1`W0

´

2p1`η0q

e

´

log
´

4pK´1qζpsq

δ

¯

`s log
´

1`
logpNt,a´1q

logp1`η0q

¯¯

´e´1
¯*

. (8)

To derive the Box threshold, we leverage a lower bound on the empirical variance which is
ensured to be strictly positive (hence informative) thanks to the initial time condition (8). As
W0pxq P r´1,`8q, it also yields that Nt,a ą 2. Using that W0pxq « logpxq ´ log logpxq

(Appendix I), it is asymptotically equivalent to 2p1`η0q logp1{δq

log logp1{δq
. Since the lower bound in Lemma 2

suggests that the stopping time is asymptotically equivalent to T ‹pµ, σ2q log p1{δq, the condition (8)
has a vanishing influence compared to the stopping time. For the parameters used in our simulations
(see Section 3.3), (8) is empirically satisfied after sampling each arm 16 times for δ “ 0.1 and 20
times for δ “ 0.001. Recall that W´1pxq « x` log x and W 0pxq « e´x`e´x

(see Appendix I).

3.2. Beyond Box

While being simpler to derive by controlling each arm independently, the above thresholds have
a worse δ dependency than more sophisticated approach controlling directly the joint term (6).
Since it is challenging to deal with (6), we consider as a proxy the KL divergences for which is is
easier to construct martingales, which can improve on the δ dependency. To do so, we consider the
formulation (1), which removes the minimization step over variances, and apply the arguments used
to obtain (6). Under any sampling rule, to obtain a δ-correct GLR stopping rule it suffices to show

7
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that the family of thresholds is such that the following time-uniform concentration inequality holds
for all ν P DK : with probability 1 ´ δ, for all t P N and for all a ‰ a‹pµq,

ÿ

bPta,a‹pµqu

Nt,bKLppµt,b, σ
2
t,bq, pµb, σ

2
b qq ď ca,a‹pµqpNt, δq . (9)

KL thresholds First, we derive time-uniform concentration results on the summation of KL di-
vergences (Theorems 42 and 43), which are of independent interest. Then, applied to our setting, it
yields a δ-correct family of thresholds (Theorem 6).

Theorem 6 Let η1 ą 0, γ, s ą 1. Let εµ, ε´,σ as in Lemma 5 with δ̃ “ δ
3 and ptBox

a qa as in (8),

1 ` ε`,σpt, δq “ W´1

ˆ

1 `
2p1 ` η1q

t

ˆ

log

ˆ

12pK ´ 1qζpsq

δ

˙

` s log
`

1 ` log1`η1ptq
˘

˙˙

´
1

t
.

For all t, define it,a “ tlogγ Nt,au, nt,a “ γit,a , t̄a “ inf tt | Nt,a “ nt,au,

µ2``,t,a “ max
˘

˜

µt̄a,a ˘ 2σt̄a,a

d

εµpnt,a, δq

1 ´ ε´,σpnt,a ´ 1, δq

¸2

,

σ2˘,t,a “ σ2t̄a,a
1 ˘ ε˘,σpnt,a ´ 1, δq

1 ¯ ε¯,σpnt,a ´ 1, δq
and Rt,apδq “

σ3`,t,af`

`

gpσ2`,t,a, µ
2
``,t,aq

˘

σ3´,t,af´

`

gpσ2´,t,a, µ
2
``,t,aq

˘ ,

where f˘pxq “
1˘

?
1´x?
x

and gpx, yq “ 2x
px`2y` 1

2
q2

. The family of thresholds cKL
a,b pNt, δq with value

`8 if t ă maxcPta,bu maxttBox
c pδ{3q, tmc pδqu and otherwise

cKL
a,b pNt, δq “ 4W´1

¨

˝1 `
log 2ζpsq2

δ

4
`
s

4

ÿ

cPta,bu

logp1 ` logγ Nt,cq `
1

2

ÿ

cPta,bu

log pγRt,cpδqq

˛

‚

(10)
yields a δ-correct family of thresholds for the GLR stopping rule. The stochastic initial times are

tma pδq “ inf

$

&

%

t | Nt,a ą 1 ` max

$

&

%

e
s{ log

´

12pK´1qζpsq

δ

¯

1 ` η0
,
e
s{

´

log
´

12pK´1qζpsq

δ

¯

´ 1
2p1`η1q

¯

1 ` η1

,

.

-

,

.

-

. (11)

As W´1pxq « x ` logpxq, Theorem 6 proves that we can obtain δ-correct threshold with the
dependencies cpt, δq „δÑ0 log p1{δq and cpt, δq „tÑ`8 C log logptq, which are widely used in
practice for BAI problems. While this dependency was already motivated when the variances are
known (Kaufmann and Koolen, 2021), Theorem 6 legitimates its use for unknown variances.

To control the KL divergence between the true parameter and the MLE for Gaussian with un-
known variances, our threshold combines two concentration results and is obtained by covering
N with slices of times with geometrically increasing size to cover (referred to as the “peeling”
method). First, we use a crude per-arm concentration step to restrict the estimated parameters to a
region around the true mean and variance. Then, a second result uses the knowledge of the restric-
tion to get a finer concentration on the weighted sum of KL. It is proved for generic exponential

8
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families by approximating the KL divergence by a quadratic function on this crude confidence re-
gion. In (10), Rt,apδq represents the cost of this approximation, while logp1 ` logγ Nt,cq is the
cost of time-uniform. The initial time condition (11) ensures the monotonicity of the preliminary
concentration, and it is of the form Nt,a ą 1 ` c0pδq where c0pδq ą 0. In our simulations (see
Section 3.3), (11) is empirically satisfied after sampling each arm twice for all considered δ.

Degenne (2019) derives concentration on the KL divergence of sub-Gaussian d-dimensional ex-
ponential families defined on the natural parameter space ΘD “ Rd. This doesn’t include Gaussian
with unknown variance, but our proof builds on his method. The main challenge was to tackle
ΘD ‰ Rd, and we solved it by truncation on the sequence of crude confidence regions. In gener-
alized linear bandits, truncated Gaussians were also used to derive tail-inequalities for martingales
“re-normalized” by their quadratic variation (Faury, 2021). For general d-dimensional exponential
families, Chowdhury et al. (2022) derives concentrations on the KL divergence between the true
parameter and a linear combination of the MLE and the true parameter. As we are interested in the
KL divergence between the true parameter and the MLE, we cannot leverage their result.

BoB thresholds While the KL thresholds reach the desired dependency in pt, δq, using (9) instead
of (6) yields larger thresholds due to additive constants. To overcome this hurdle, we maximize (6)
under the per-arm box constraints (Lemma 5) and the pairwise non-linear constraint (Theorem 6).
The resulting family of thresholds is denoted by BoB (Best of Both) thresholds. While the BoB
thresholds have no closed-form solution, they can be approximated with non-linear solvers, e.g.
Ipopt (Wächter and Biegler, 2006).

Corollary 7 Let fpx, yq “ p1 ` yqx ´ 1 ´ logpxq for all px, yq P pR‹
`q2. Let ptBox

a qa and ptma qa

as in (8,11). Let εµ, ε´,σ as in Lemma 5 and pcKL
b,a qb,aPrKs as in (10). The family of thresholds

cBoB
a,b pNt, δq with value `8 if t ă maxcPta,bu maxttBox

c pδ{6q, tmc pδ{2qu and otherwise solution of
the optimization problem

maximize
1

2

ÿ

cPta,bu

Nt,c log p1 ` ycq

such that @c P ta, bu, yc ě 0, xcyc ď εµpNt,c, δ{2q, xc ě 1 ´ ε´,σpNt,c ´ 1, δ{2q ,

and
1

2

ÿ

cPta,bu

Nt,cf pxc, ycq ď cKL
b,a pNt, δ{2q ,

yields a δ-correct family of thresholds for the GLR stopping rule.

Since (6) is smaller than (9), the KL constraint is an upper bound on the BoB threshold. Com-
pared to the box threshold, the maximization underlying the BoB threshold has an additional con-
straint. Therefore, we have cBoB

a,b pNt, δq ď mintcBox
b,a pNt, δ{2q, cKL

b,a pNt, δ{2qu. In particular, the
BoB threshold combines the best of both thresholds in terms of pt, δq dependencies.

3.3. Simulations

We perform numerical simulations to compare the family of thresholds introduced above for the
GLR stopping rule (see Appendix J.2.2 for the EV-GLR stopping rule). TakingK “ 2, we consider
the instance µ “ p0,´0.2q and σ2 “ p1, 0.5q. Since we are not interested in observing the influence

9
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Figure 1: Thresholds for (4) as a function of (a) log p1{δq for t “ 5000 and (b) t for δ “ 0.01.

of the sampling rule, the stream of data is uniform between both arms. For the thresholds, we set
the parameters to s “ 2, γ “ 1.2 and η0 “ η1 “ log p1{δq

´1.
Figure 1 plots the dependency of the thresholds in log p1{δq and t. In Figure 1(a), we are

only interested by the slopes, and smaller slopes are equivalent to better dependency in log p1{δq.
As expected, Student thresholds have poor performance for both variables. While box thresholds
improve in t, they suffer from a worse dependency in log p1{δq. KL thresholds circumvent this issue
with the best dependency in log p1{δq so far. However, they incur a large constant cost making it
worse than the box threshold in practice. As hoped, BoB thresholds combine the good performance
in t of the box threshold and the asymptotic dependency in log p1{δq of the KL threshold.

The improved theoretical dependency of the BoB threshold comes at the price of a higher com-
putational cost: on average 400, 600 and 800 times larger than the ones for the KL threshold, the
Box threshold and the Student threshold respectively. When the computational cost is a major con-
cern, the Box threshold should be used since it has low computational cost and good empirical
performance. Alternatively, we could use the BoB threshold and evaluate the stopping rule only on
a predefined geometric grid of times. This “lazy” stopping rule is still δ-correct.

4. Sampling Rule Wrappers

After calibrating the stopping threshold to ensure δ-correctness, we need to design a sampling rule
which requires few samples before stopping. Given any BAI algorithm for Gaussian with known
variances, we propose two wrappers that can adapt the algorithm to tackle unknown variances:
plugging in the empirical variance or adapting the transportation cost.

When the variances are unknown, a natural idea is to plug in the empirical variances instead of
using the true variances which are now unknown. We can apply this wrapper to any BAI algorithm.

Section 2 discusses the differences and links between the transportation costs for known and un-
known variances. Leveraging this interplay, we can adapt a BAI algorithm to use the transportation
costs for unknown variances instead of the ones for known variances. We can apply this wrapper to
any BAI algorithm relying on transportation costs.

We illustrate how to instantiate each wrapper (Section 4.1), derive guarantees on their asymp-
totic expected sample complexity (Section 4.2), and assess their empirical performance (Section 4.3).

10
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4.1. Instantiating the Wrappers

As initialization, we start by pulling each arm n0 ě 2 times, and let t0 “ n0K.

Track-and-Stop The Track-and-Stop algorithm (Garivier and Kaufmann, 2016) computes at each
time t ą t0 the optimal allocation for the considered transportation costs, i.e. wt “ w‹

σ2pµtq for
Gaussian with known variances. Given the vector wt in the simplex, it uses a so-called tracking
procedure to obtain an arm at`1 to sample. We describe and use the one called C-tracking by
Garivier and Kaufmann (2016). On top of this tracking a forced exploration is used to enforce
convergence towards the optimal allocation for the true unknown parameters. Let ε P p0, 1{Ks and
△ε

K “ tw P rε, 1sK |
ř

aPrKs wa “ 1u. Defining wε
t the L8 projection of wt on △ε

K , C-Tracking
pulls at`1 P argmaxaPrKs

řt
s“t0

wε
s,a ´Nt,a.

Plugging in the empirical variance yields the EV-TaS (Empirical Variance Track-and-Stop) al-
gorithm which computes wt “ w‹

σ2
t
pµtq. Adapting the transportation cost yields the TaS algorithm

which uses wt “ w‹pµt, σ
2
t q. Computing w‹

σ2
t
pµtq and w‹pµt, σ

2
t q can be done by solving an equiv-

alent optimization problem with one bounded variable (Theorem 13 in Appendix C.2), which can
itself be numerically approximated with binary search.

Top Two algorithm At each time t ą t0, the Top Two algorithm β-EB-TCI (Jourdan et al., 2022)
pulls the EB leader BEB

t`1 “ ât with probability β. If BEB
t`1 is not sampled, then it pulls the TCI

challenger ATCI
t`1 P argmina‰BEB

t`1
CtpB

EB
t`1, aq ` logNt,a for the considered transportation costs

Ctpa, bq, i.e. Ctpa, bq “ 1tµt,a ą µt,bu
1
2

pµt,a´µt,bq2

σ2
a{Nt,a`σ2

b {Nt,b
for Gaussian with known variance.

Plugging in the empirical variance yields the β-EB-EVTCI algorithm which uses

CEV
t pa, bq

def
“ 1tµt,a ą µt,bu

1

2

pµt,a ´ µt,bq
2

σ2t,a{Nt,a ` σ2t,b{Nt,b
.

Adapting the transportation cost yields the β-EB-TCI algorithm which computes

Ctpa, bq
def
“ 1tµt,a ą µt,bu inf

λPR

ÿ

cPta,bu

Nt,c

2
log

˜

1 `
pµt,c ´ λq2

σ2t,c

¸

.

Since Ctpât, aq “ Zaptq, we can re-use computations of the GLR stopping rule.

4.2. Sample Complexity Upper Bound

Definition 8 introduces the notion of asymptotically tight family threshold (Jourdan et al., 2022),
which corresponds informally to ca,bpN, δq „δÑ0 logp1{δq. As hinted in Figure 1(a), the KL and
the BoB thresholds are asymptotically tight (Appendix G.5), but not the Student and Box thresholds.

Definition 8 A family of thresholds pca,bqpa,bqPrKs2 is said to be asymptotically tight if there exists
α P r0, 1q, δ0 P p0, 1s, functions f, T̄ : p0, 1s Ñ R` and C independent of δ satisfying: (1) for all
pa, bq P rKs2, δ P p0, δ0s and N P NK such that }N}1 ě T̄ pδq, then ca,bpN, δq ď fpδq ` C}N}α1 ,
(2) lim supδÑ0 fpδq{ logp1{δq ď 1 and lim supδÑ0 T̄ pδq{ logp1{δq “ 0.

When combined with the GLR stopping rule using the KL or the BoB thresholds, Theorem 9
shows that TaS (resp. β-EB-TCI) is a δ-correct and asymptotically (resp. β-)optimal algorithm.
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Theorem 9 Using the GLR stopping rule with an asymptotically tight family of thresholds, TaS
(resp. β-EB-TCI with n0 ě 4) satisfies that, for all ν with |a‹pµq| “ 1 (resp. mina‰b |µa´µb| ą 0),

lim sup
δÑ0

Eν rτδs

logp1{δq
ď T ‹pµ, σ2q (resp. T ‹

β pµ, σ2qq .

In Appendix H, we derive a similar result involving T ‹
σ2pµq (resp. T ‹

σ2,βpµq) for EV-TaS (resp.
β-EB-EVTCI with n0 ě 6) combined with the EV-GLR stopping rule using an asymptotically
threshold. However, since T ‹

σ2pµq ă T ‹pµ, σ2q and T ‹
σ2,βpµq ă T ‹

β pµ, σ2q, neither of these algo-
rithms can be δ-correct. Otherwise it would yield a contradiction with the lower bound in Lemma 2.
Moreover, as there exist instances for which the ratios T ‹pµ, σ2q{T ‹

σ2pµq and T ‹
β pµ, σ2q{T ‹

σ2,βpµq

are arbitrarily large (Lemma 12), multiplying the thresholds by a problem independent constant is
not sufficient either to obtain δ-correctness, as expressed in Theorem 10.

Theorem 10 There exists a sampling rule such that: for all asymptotically tight family of thresh-
olds pca,bqpa,bqPrKs2 and problem independent constant α0 ą 0, combining this sampling rule with
the EV-GLR stopping rule using pα0ca,bqpa,bqPrKs2 yields an algorithm which is not δ-correct.

Inspired by Section 3, we propose families of thresholds (EV-Student, EV-Box and EV-BoB)
which are δ-correct for the EV-GLR stopping rule (see Appendix G) but are not asymptotically tight
(Theorem 10). Still, in our experiments the empirical proportion of error is lower than δ even when
using a heuristic, asymptotically tight threshold.

Based on Theorems 9 and 10, algorithms obtained by adapting the transportation costs enjoy
stronger theoretical guarantees than the ones plugging in the empirical variance.

4.3. Experiments

We compare the empirical performance of the two wrappers for different BAI algorithms in the
moderate regime (δ “ 0.01). As benchmarks, we consider FHN2 (procedure 2 in Fan et al. (2016),
see Algorithm 1 in Appendix J), uniform sampling and “fixed” sampling which is an oracle playing
with proportions w‹pµ, σ2q. FHN2 is an elimination strategy which repeatedly samples all arms
until only one arm is left. Its elimination mechanism is calibrated by resorting to continuous-
time approximations. Therefore, FHN2 is only asymptotically δ-correct and has no guaranties on
the sample complexity. Based on Degenne et al. (2019) and Wang et al. (2021), plugging in the
empirical variance yields EV-DKM and EV-FWS, while DKM and FWS refers to the algorithms
using the transportation costs for unknown variances. Even though those instances are not analyzed,
we believe that similar guarantees on the sample complexity can be shown.

Algorithms obtained by plugging in the empirical variance uses the EV-GLR stopping rule,
while the GLR stopping rule is used by the ones with adapted transportation cost and the uniform
sampling. We consider the stylized stopping threshold cpt, δq “ log pp1 ` log tq{δq, which was
proposed in Garivier and Kaufmann (2016). While it doesn’t ensure δ-correctness of the stopping
threshold, it is asymptotically tight and yields an empirical error which is several order of magnitude
lower than δ. Top Two algorithms use β “ 0.5.

We assess the performance on 1000 random instances with K “ 10 such that pµ1, σ
2
1q “ p0, 1q.

For a ‰ 1, we set pµa, σ
2
aq “ p´∆a, raq where ∆a „ Upr0.2, 1.0sq and ra „ Upr0.1, 10sq. To illus-

trate the two regimes for T ‹pµ, σ2q{T ‹
σ2pµq, we consider a standard instance (T ‹pµ, σ2q{T ‹

σ2pµq «

1.015) and an easy instance (T ‹pµ, σ2q{T ‹
σ2pµq « 1.384). We average over 5000 runs.
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In Figure 2, we observe that algorithms obtained by plugging in the empirical variance yield
similar result as the ones using the adapted transportation cost, and slightly better performance on
the easy instance. Moreover, those wrapped BAI algorithms outperforms uniform sampling and are
on par with “fixed” sampling. On random instances FHN2 has similar performance to the wrapped
BAI algorithms, but it wastes precious samples on easy instances.

Figure 2: Empirical stopping time on Gaussian (top) random instances with K “ 10, (left) stan-
dard instance pµ, σ2q “ pp1.0, 0.85, 0.8, 0.7, 0.65q, p1.0, 0.6, 0.5, 0.4, 0.35qq and (right)
easy instance pµ, σ2q “ pp1.0, 0.2, 0.15, 0.1, 0.05q, p1.0, 0.05, 0.05, 0.05, 0.05qq. Lower
bound is T ‹pµq logp1{δq.

5. Conclusion

In this paper we provided two approaches to deal with unknown variances, either by plugging in the
empirical variance or by adapting the transportation costs. New time-uniform concentration results
were derived to calibrate our two stopping rules. Then, we showed theoretical guarantees and
competitive empirical performance of our two sampling rule wrappers on two existing algorithms.

While the literature abounds with designs of sampling rule, the optimal calibration of stop-
ping rules is a most pressing issue as it leads to lower empirical stopping time. While calibrated
thresholds have been derived with (near) optimal dependency in δ, those thresholds are known to
be too conservative in the moderate confidence regime where their empirical error rate is orders of
magnitude lower than δ.

Finally, in the fixed-budget setting, characterizing the impact of not knowing the variances on
the probability of misidentifying the best-arm is still an open problem. While similar approaches
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might be used to deal with the unknown variances, the resulting algorithms might not enjoy similar
theoretical guarantees and empirical performance.
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Appendix A. Outline

• Notation are summarized in Appendix B.

• In Appendix C, we study the characteristic times T ‹
σ2pµq, T ‹pµ, σ2q and how to compute the

optimal allocation oracles w‹
σ2pµq, w‹pµ, σ2q.

• Properties on the GLR and EV-GLR statistics are detailed in Appendix D.

• In Appendix E, we prove time-uniform and fixed time upper and lower tail concentrations for
sub-exponential process and the empirical mean and variance of Gaussian observations.

• For d-dimensional exponential families, a time-uniform concentration inequality on the sum
of KL is shown in Appendix F.

• In Appendix G, we show how to calibrate the GLR and EV-GLR stopping rules and derive
several family of thresholds.

• Asymptotic guarantees on the expected sample complexity (Theorem 9) and the impossibility
results (Theorem 10) are proved in Appendix H.

• The functions pW iqiPt´1,0u based on Lambert’s branches and their properties are presented
in Appendix I.

• Implementation details and additional experiments are available in Appendix J.

Appendix B. Notation

We recall some commonly used notation: the set of integers rKs
def
“ t1, ¨ ¨ ¨ ,Ku, the complement

XA of a set X , the pK ´ 1q-dimensional probability simplex △K
def
“

!

w P RK
` |

ř

aPrKs wa “ 1
)

,
the Gaussian distribution N px, vq with mean x and variance v, the Kullback-Leibler (KL) diver-
gence KLppx1, σ

2
1q, px2, σ

2
2qq between two distributions N px1, σ

2
1q and N px2, σ

2
2q, Landau’s no-

tation o and O and the two main branches W´1 (negative) and W0 (positive) of the Lambert W
function which is implicitly defined by the equation W pxqeW pxq “ x. Problem-specific notation
are grouped in Table 1. Table 2 gathers notation for the algorithms.
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Table 1: Notation for the setting.

Notation Type Description

K N Number of arms
D Set of Gaussian distributions
Dv Set of Gaussian distributions with variance v
ν DK Vector of distributions, ν “ pνaqaPrKs

µ RK Vector of means, µ “ pµaqaPrKs

σ2 pR‹
`qK Vector of variances, σ2 “ pσ2aqaPrKs

νµ,σ2 DK Problem in which each arm has distribution N pµa, σ
2
aq

θa R ˆ R‹
´ Natural parameter of the distribution of arm a P rKs

θ pR ˆ R‹
´qK Vector of natural parameters, θ “ pθaqaPrKs

F R Ñ R ˆ R` Sufficient statistic
ϕ pR ˆ R‹

´q Ñ R Log-partition function
T ‹
σ2pµq, w‹

σ2pµq Characteristic time and optimal allocation, known σ2

T ‹
σ2,βpµq, w‹

σ2,βpµq Characteristic time and β-optimal allocation, known σ2

T ‹pµ, σ2q, w‹pµ, σ2q Characteristic time and optimal allocation
T ‹
β pµ, σ2q, w‹

βpµ, σ2q Characteristic time and β-optimal allocation

Table 2: Notation for the algorithms.

Notation Type Description

δ p0, 1q Confidence parameter
at rKs Arm sampled at time t
Xt,at R Observation at time t, Xt,at „ νat
Ft History up to time t, σpa1, X1,a1 , ¨ ¨ ¨ , at, Xt,atq

Nt,a N Empirical count, Nt,a “
řt

s“1 1tas “ au

µt,a R Empirical mean, µt,a “ 1
Nt,a

řt
s“1Xs,as1tas “ au

σ2t,a R‹
` Empirical variance, σ2t,a “ 1

Nt,a

řt
s“1pXs,as ´ µ̂t,aq21tas “ au

τδ, τEV
δ N Stopping times (sample complexity)

ât rKs Candidate arm at time t, ât P argmaxaPrKs µt,a
Zaptq, ZEV

a ptq R‹
` GLR and EV-GLR statistic of arm a at time t

ca,bpNt, δq R Stopping threshold at time t for the arm pair pa, bq

Ft,a R ˆ R` Averaged statistic, 1
Nt,a

řt
s“1 F pXs,asq1tas “ au

θt,a R ˆ R‹
´ Maximum likelihood estimator of θa, ∇ϕ´1pFt,aq for Nt,a ě 2

Appendix C. Characteristic Times

In Appendix C.1, we show properties on the characteristic times T ‹
σ2pµq and T ‹pµ, σ2q, i.e. explicit

formulas and relationships. In Appendix C.2, we show those characteristic times can be obtained as
solution of a simpler optimization problem, allowing to compute the associated optimal allocation.
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Theorem 1 in Garivier and Kaufmann (2016) yields the first part of Lemma 2 (Gaussian with
known variances). Its second part (Gaussian with unknown variances) is a direct consequence of
the arguments in Garivier and Kaufmann (2016), hence we omit the proof.

C.1. Explicit Formulas and Inequalities

We can obtain slightly more explicit formulas for the characteristic times T ‹
σ2pµq and T ‹pµ, σ2q

(Lemma 11). It is direct to see that similar explicit formulas can be shown for T ‹
σ2,βpµq and

T ‹
β pµ, σ2q.

Lemma 11 Let M “ RK ˆ pR‹
`qK and a‹pµq “ a‹. Then,

T ‹
σ2pµq´1 “ max

wP△K

min
a‰a‹

inf
yPrµa,µa‹ s

ÿ

bPta,a‹u

wb
py ´ µbq

2

2σ2b
“ max

wP△K

min
a‰a‹

pµa ´ µa‹q2

2
´

σ2
a

wa
`

σ2
a‹

wa‹

¯ ,

T ‹pµ, σ2q´1 “ max
wP△K

min
a‰a‹

inf
yPrµa,µa‹ s

ÿ

bPta,a‹u

wb

2
log

ˆ

1 `
py ´ µbq

2

σ2b

˙

.

Proof While an explicit formula for T ‹
σ2pµq was already proven in Garivier and Kaufmann (2016),

we derive the equivalent result for T ‹pµ, σ2q. For Gaussian with different variances, the KL has the
following expression

KLppµ, σ2q, pλ, κ2qq “
1

2

ˆ

pµ´ λq2

κ2
`
σ2

κ2
´ 1 ´ log

ˆ

σ2

κ2

˙˙

.

Direct computations yield that

inf
κ2ą0

KLppµ, σ2q, pλ, κ2qq “ KLppµ, σ2q, pλ, σ2 ` pµ´ λq2qq “
1

2
log

ˆ

1 `
pµ´ λq2

σ2

˙

The set Λpµ, σ2q “ tpλ, κ2q P RK ˆ pR‹
`qK | a‹ R argmaxaPrKs λ

au can be rewritten as
Ť

a‰a‹

␣

λ P RK | λa ą λa
‹(

ˆ pR‹
`qK . Therefore, taking λb “ µb and κ2b “ σ2b for b R ta, a‹u, we

obtain

T ‹pµ, σ2q´1 “ max
wP△K

min
a‰a‹

inf
pλ,κ2qPR2ˆpR‹

`q2:λaąλa‹

ÿ

bPta,a‹u

wbKLppµb, σ
2
b q, pλb, κ

2
bqq

“ max
wP△K

min
a‰a‹

inf
λPR2:λaąλa‹

ÿ

bPta,a‹u

wb

2
log

ˆ

1 `
pµb ´ λbq

2

σ2b

˙

“ max
wP△K

min
a‰a‹

inf
λPrµa,µa‹ s

ÿ

bPta,a‹u

wb

2
log

ˆ

1 `
pµb ´ λq2

σ2b

˙

where the last equality is obtained since at the infimum there is equality, i.e. λa “ λa
‹

, and
Lemma 14.

Using Lemma 11 and algebraic manipulation, we derive inequalities between T ‹
σ2pµq and T ‹pµ, σ2q

(Lemma 4). It is direct to see that the same proof would hold for T ‹
σ2,βpµq and T ‹

β pµ, σ2q.
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Proof For all a ‰ a‹, λ P rµa, µa‹s and ta, a‹u, we have

pµb ´ λq2

σ2b
ď dpµ, σ2q

def
“ max

a‰a‹

pµa‹ ´ µaq2

mintσ2a‹ , σ2au

Using that x ÞÑ
logp1`xq

x is decreasing for x ě 0, we obtain, for all λ P rµa, µa‹s and b P ta, a‹u,

log

ˆ

1 `
pµb ´ λq2

σ2b

˙

ě
pµb ´ λq2

σ2b

log
`

1 ` dpµ, σ2q
˘

dpµ, σ2q
.

Since T ‹
σ2pµq´1 “ maxwP△K

mina‰a‹ infλPrµa,µa‹ s

ř

bPta,a‹u wb
pµb´λq2

2σ2
b

, this yields

T ‹pµ, σ2q´1 ě
log

`

1 ` dpµ, σ2q
˘

dpµ, σ2q
T ‹
σ2pµq´1

The same arguments as above also yield the formulation

2T ‹pµ, σ2q´1 “ max
wP△K

inf
λPΛσ2 pµq

ÿ

bPrKs

wb log

ˆ

1 `
pµb ´ λbq

2

σ2b

˙

,

and a similar one for T ‹
σ2pµq. Since x ÞÑ logp1 ` xq is concave, we obtain that

2T ‹pµ, σ2q´1 ď log
`

1 ` 2T ‹
σ2pµq´1

˘

ă 2T ‹
σ2pµq´1

where the strict inequality uses that T ‹
σ2pµq´1 ą 0.

Using Lemma 11, Lemma 12 shows that T ‹pµ, σ2q{T ‹
σ2pµq can become arbitrarily large by

taking instances with large gaps.

Lemma 12 For all K ě 2, there exists a sequence of instances pνnqnPN with |a‹pνnq| “ 1 such
that limnÑ`8 T ‹pµn, σ

2
nq{T ‹

σ2
n

pµnq “ `8.

Proof Let K ě 2. We construct explicitly the sequence instances. Let p∆nqnPN such that ∆n ą 0
for all n P N and limnÑ`8 ∆n “ `8. For all n P N, we define νn “ νµn,σ2

n
where pµn,1, σ

2
n,1q “

p0, 1q and pµn,a, σ
2
n,aq “ p´∆n, 1q for all a ‰ 1.

Using Lemma 11, we obtain

T ‹
σ2
n

pµnq∆2
n

2
“ min

βPp0,1q
min

wP△K´1

max
a‰1

1

p1 ´ βqwa
`

1

β
“ min

βPp0,1q

K ´ 1

1 ´ β
`

1

β
“ p1 `

?
K ´ 1q2 ,

and, taking y “ ´∆n{2, we obtain

2T ‹pµn, σ
2
nq´1 “ max

βPp0,1q
max

wP△K´1

min
a‰1

inf
yPr´∆n,0s

␣

β logp1 ` y2q ` p1 ´ βqwa logp1 ` p∆n ` yq2q
(

ď logp1 ` ∆2
n{4q max

βPp0,1q

"

β ` p1 ´ βq max
wP△K´1

min
a‰1

wa

*

“ logp1 ` ∆2
n{4q max

βPp0,1q

"

β `
1 ´ β

K ´ 1

*

ď logp1 ` ∆2
n{4q .
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Therefore, we have

T ‹pµn, σ
2
nq

T ‹
σ2
n

pµnq
ě

∆2
n

p1 `
?
K ´ 1q2 logp1 ` ∆2

n{4q
ÑnÑ`8 `8 ,

since limnÑ`8 ∆n “ `8 and logp1 ` xq “xÑ`8 opxq.

It is slightly more technical to construct a sequence of instances pνnqnPN with mina‰b |µa,n ´

µb,n| ą 0 such that limnÑ`8 T ‹
β pµn, σ

2
nq{T ‹

σ2
n,β

pµnq “ `8. Since the means have to be distinct,
it is not possible to use directly closed-form formulas. However, the same type of construction with
increasing gaps will allow to conclude the proof. The main argument behind both proofs is that
logp1 ` xq “xÑ`8 opxq.

C.2. Optimal Allocation Oracles

In Garivier and Kaufmann (2016), they show that w‹
σ2pµq can be computed as the solution of an

optimization problem with one bounded variable. By using similar arguments, Theorem 13 gives
a similar equivalent optimization problem for w‹pµ, σ2q. Without loss of generality we consider
a‹pµq “ 1 to ease the notations in the following arguments.

Theorem 13 For all a P rKs and λ P R, let dapλq “ log
´

1 `
pλ´µaq2

σ2
a

¯

. For all a ‰ 1 and
x P r0,`8q, let gapxq “ minλPR pd1pλq ` xdapλqq, with λapxq being the minimizer realizing
gapxq. The functions ga are strictly increasing function with values on r0, d1pµaqq with inverse
function xapyq “ g´1pyq. Then, we have wpµ, σ2qa “ xapy‹qwpµ, σ2q1 for all a ‰ 1,

2T ‹pµ, σ2q´1 “
y‹

1 `
ř

a‰1 xapy‹q
and wpµ, σ2q1 “

1

1 `
ř

a‰1 xapy‹q

Moreover, y‹ P r0,mina‰1 d1pµaqq is a solution of the equation F pyq “ 1 where

F pyq “

K
ÿ

a“2

d1pλapxapyqqq

dapλapxapyqqq

is an increasing function such that F p0q “ 0 and lim`8 F pyq “ `8.

Proof When w1 “ 0, we have mina‰1 pw1d1pλq ` wadapλqq “ 0, hence this is not the maximum
of a positive quantity, i.e. for all w P w‹pµ, σ2q, w1 ą 0. Therefore, by dividing by w1 and using
that gapxq “ infλPR pd1pλq ` xdapλqq, we obtain directly

2T pµ, σ2q´1 “ max
wP△K

min
a‰1

inf
λPR

pw1d1pλq ` wadapλqq “ max
wP△K

w1min
a‰1

ga

ˆ

wa

w1

˙

.

Let w‹ P w‹pµ, σ2q. Then, using the above result, we obtain

w‹ P argmax
wP△K

w1min
a‰1

ga

ˆ

wa

w1

˙
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Introducing x‹
a “

w‹
a

w‹
1

for all a ‰ 1, using that
ř

aPrKs w
‹
a “ 1, one has

w‹
1 “

1

1 `
řK

a“2 x
‹
a

and, for a ě 2, w‹
a “

x‹
a

1 `
řK

a“2 x
‹
a

.

Moreover, tx‹
auKa“2 P RK´1 belongs to

argmax
txauKa“2PRK´1

mina‰1 ga pxaq

1 `
řK

a“2 xa
(12)

Let O “ tb P rKszt1u | gb px‹
bq “ mina‰1 ga px‹

aqu and A “ rKszpt1u Y Oq. Let’s show
that all the ga px‹

aq have to be equal. Assume that A ‰ H. For all a P A and b P O, one
has ga px‹

aq ą gb px‹
bq. Using the continuity of the ga functions and the fact that they are strictly

increasing (Lemma 14), there exists ε ą 0 such that

@a P A, b P O, ga px‹
a ´ ε{|A|q ą gb px‹

b ` ε{|O|q ą gb px‹
bq .

We introduce x̄a “ x‹
a ´ ε{|A| for all a P A and x̄b “ x‹

b ` ε{|O| for all b P O, hence
řK

a“2 x̄a “
řK

a“2 x
‹
a. There exists b P O such that mina‰1 ga px̄aq “ gb px‹

b ` ε{|O|q, hence

mina‰1 ga px̄aq

1 ` x̄2 ` . . . x̄K
“

gb px‹
b ` ε{|O|q

1 ` x‹
2 ` ¨ ¨ ¨ ` x‹

K

ą
gb px‹

bq

1 ` x‹
2 ` ¨ ¨ ¨ ` x‹

K

“
mina‰1 ga px‹

aq

1 ` x‹
2 ` ¨ ¨ ¨ ` x‹

K

,

This is a contradiction with the fact that x‹ belongs to (12). Hence A “ H and there exists
y‹ P r0,mina‰1 d1pµaqq such that, for all a P rKszt1u,

gapx‹
aq “ y‹ ðñ x‹

a “ xapy‹q

with the function xa introduced in Lemma 14. From (12), y‹ belongs to

argmax
yPr0,mina‰1 d1pµaqq

y

1 `
řK

a“2 xapyq

Using Lemma 14, we have that y‹ is a solution of F pyq “ 1 with

F pyq “

K
ÿ

a“2

d1pλapxapyqqq

dapλapxapyqqq
.

A key theoretical and computational difference between the oracle for w‹
σ2pµq and the one for

w‹pµ, σ2q is that λapxq is defined implicitly as one of the real solution of a third order polynomial
equation (Lemma 14). Fortunately, there exists closed form solutions for the roots of a third order
polynomial equation, namely Cardano’s formula. Therefore, we only need to compute three roots,
among which at least one is real (two might be complex), and find the real one minimizing our
original functions.

Lemma 14 gathers technical results used to prove Theorem 13.
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Lemma 14 Let da, ga and λa as in Theorem 13.

1. For all x P p0,`8q, λapxq P pµa, µ1q, λap0q “ µ1 and limxÑ`8 λapxq “ µa. Moreover,
the functions λapxq are among the (at least one) real solutions of Papλ, xq “ 0 where

Papλ, xq “ λ3 ´ αa,2pxqλ2 ` αa,1pxqλ´ αa,0pxq ,

αa,2pxq “ µa ` µ1 `
µa ` xµ1
1 ` x

,

αa,1pxq “
σ2a ` xσ21
1 ` x

` µ1µa ` pµ1 ` µaq
µa ` xµ1
1 ` x

,

αa,0pxq “
µ1pµ2a ` σ2aq ` µapµ21 ` σ21qx

1 ` x
.

2. The function ga is a concave and strictly increasing one-to-one mapping from r0,`8q to
r0, d1pµaqq, such that g1

apxq “ dapλapxqq and g2
apxq “ λ1

apxqd1
apλapxqq. In particular, x ÞÑ

λapxq is decreasing. Moreover, the function xa is strictly increasing and x1
apyq “ 1

dapλapxpyqqq
.

3. Defining Gpyq “
y

1`
řK

a“2 xapyq
and F pyq “

řK
a“2

d1pλapxapyqqq

dapλapxapyqqq
for y P r0,mina‰1 d1pµaqq.

Then G1pyq “ 0 if and only if F pyq “ 1. The function F is increasing such that F p0q “ 0
and limy ÞÑmina‰1 d1pµaq F pyq “ `8.

Proof For all a P rKs and all λ P R, let dKV
a pλq “

pλ´µaq2

σ2
a

. Then, we have

d1
apλq “

pdKV
a q1pλq

1 ` dKV
a pλq

“
2pλ´ µaq

σ2a ` pλ´ µaq2
.

(1) Let hapx, λq “ d1pλq `xdapλq. Since Bha
Bλ px, λq “ d1

1pλq `xd1
apλq, we have Bha

Bλ px, λq ą 0

for λ ą µ1 and Bha
Bλ px, λq ă 0 for λ ă µa. Therefore, the solution of Bha

Bλ px, λq “ 0 is in rµa, µ1s if
it exists. As hapx, λq is continuous and bounded on rµa, µ1s, λapxq exists.

The functions da have a unique minimizer µa such that dapµaq “ 0. Using that hap0, λq “

d1pλq, we obtain λap0q “ µ1. Introducing w “ w1x such that w1 ` w ď 1, we have λapxq “

λ̃apwq “ argminλPrµa,µ1s w1d1pλq`wdapλq. The same argument as above shows that λ̃ap1q “ µa,
as w “ 1 implies w0, we have limxÑ`8 λapxq “ λ̃ap1q “ µa.

Since d1
a is continuous, we have d1

apµaq “ 0. For all x ą 0 and a P rKszt1u, we have
Bha
Bλ px, µaq “ d1

1pµaq ` xd1
apµaq “ d1

1pµaq ă 0 and Bha
Bλ px, µ1q “ d1

1pµ1q ` xd1
apµ1q “ xd1

apµ1q ą

0. Therefore, we have λapxq P pµa, µ1q for all x P p0,`8q.
Writing the condition that λapxq is a minimum, rewrites as d1

1pλapxqq ` xd1
apλapxqq “ 0 and

d2
1pλapxqq ` xd2

apλapxqq ą 0. Direct computations yield

d1
1pλapxqq ` xd1

apλapxqq “ 0

ðñ pλ´ µ1qpλ´ µaq

ˆ

λ´
µa ` xµ1
1 ` x

˙

`
σ2a ` xσ21
1 ` x

`

λ´ λKV
a pxq

˘

“ 0 ðñ Papλ, xq “ 0

where Papλ, xq is defined in the statement of Lemma 14. When x Ñ `8, we already know that
λapxq “ µa ` op1q. To prove limxÑ`8 xdapλapxqq “ 0, we need a finer dependency in x. Writing
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the change of variable y “ λ´ µa, we obtain Papλ, xq “ 0 if and only if Qapy, xq “ 0 where

Qapy, xq “ ypy ` µa ´ µ1q

ˆ

y ´
xpµ1 ´ µaq

1 ` x

˙

`
σ2a ` xσ21
1 ` x

ˆ

y ´
σ2apµ1 ´ µaq

σ2a ` xσ21

˙

When x Ñ `8, we have ypxq “ op1q, xpµ1´µaq

1`x “ pµ1 ´ µaqp1 ` Op 1
xqq, σ2

apµ1´µaq

σ2
a`xσ2

1
“ Op 1

xq and
σ2
a`xσ2

1
1`x “ σ21 ` Op 1

xq, we obtain the following

Qapypxq, xq “ 0 ùñ ypxq
`

σ21 ` pµ1 ´ µaq2 ` op1q
˘

` Op
1

x
q “ 0

This yields that ypxq “ Op 1
xq. Therefore, dKV

a pλapxqq “
ypxq2

σ2
a

“ Op 1
x2 q and

xdapλapxqq “ x logp1 ` dKV
a pλapxqqq „8 xdKV

a pλapxqq „8 x
ypxq2

σ2a
“ 0

Therefore, we have shown limxÑ`8 xdapλapxqq “ 0.
(2) Since gapxq “ minλPrµa,µ1s d1pλq ` xdapλq, ga is a concave function as infimum of an infinite
number of linear functions. Since gapxq “ hapx, λapxqq, Bha

Bλ px, λapxqq “ 0 (optimality condition)
and Bha

Bx px, λq “ dapλq, we have

g1
apxq “

Bha
Bx

px, λapxqq ` λ1
apxq

Bha
Bλ

px, λapxqq “
Bha
Bx

px, λapxqq “ dapλapxqq ą 0

where the last inequality is strict since λapxq P pµa, µ1s for x P r0,`8q. Therefore, ga is a strictly
increasing one-to-one mapping from r0,`8q to r0, lim`8 gapxqq. Since limxÑ`8 λapxq “ µa
and limxÑ`8 xdapλapxqq “ 0, we obtain limxÑ`8 gapxq “ d1pµaq.

Directly computing the derivative of dapλapxqq, we obtain g2
apxq “ λ1

apxqd1
apλapxqq. Using

that λapxq ą µa for all x P r0,`8q, we have d1
apλapxqq ą 0. Since ga is concave, we know that

g2
apxq ě 0, hence λ1

apxq ď 0, i.e. x ÞÑ λapxq is decreasing.
Using the above result, xapyq is well defined. Using the derivative of the inverse function and

g1
apxq “ dapλapxqq, we obtain x1

apyq “ 1
g1
apxapyqq

“ 1
dapλapxapyqqq

. Since dapλapxqq ą 0 for all
x P r0,`8q, we have x1

apyq ą 0 for all y P r0, d1pµaqq.
(3) Using that x1

apyq “ 1
dapλapxpyqqq

and d1pλapxapyqqq ` xapyqdapλapxapyqqq “ y. Direct compu-
tations yield that G1pyq “ 0 if and only if

1

1 `
řK

a“2 xapyq
“

y

p1 `
řK

a“2 xapyqq2

K
ÿ

a“2

x1
apyq

ðñ

K
ÿ

a“2

y

dapλapxpyqqq
“ 1 `

K
ÿ

a“2

xapyq ðñ

K
ÿ

a“2

d1pλapxpyqqq

dapλapxpyqqq
“ 1 ðñ F pyq “ 1

Using that λap0q “ µ1 and d1pµ1q “ 0, we obtain F p0q “ 0. Using that limxÑ`8 λpxq “ µa,
d1pµaq ą 0, dapµaq “ 0 and limyÑd1pµaq xapyq “ `8, we obtain that limy ÞÑmina‰1 d1pµaq F pyq “

`8. LetHpyq “
řK

a“2
1

dapλapxapyqqq
for y P r0,mina‰1 d1pµaqq. Since d1

1pλapxqq`xd1
apλapxqq “
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0, d1pλapxapyqqq ` xapyqdapλapxapyqqq “ y, direct computations yield

H 1pyq “ ´

K
ÿ

a“2

x1
apyqλ1

apxapyqq
d1
apλapxapyqqq

dapλapxapyqqq2

F 1pyq “

K
ÿ

a“2

x1
apyqλ1

apxapyqq
d1
1pλapxapyqqqdapλapxapyqqq ´ d1pλapxapyqqqd1

apλapxapyqqq

dapλapxapyqqq2

“ ´

K
ÿ

a“2

x1
apyqλ1

apxapyqqd1
apλapxapyqqq

xapyqdapλapxapyqqq ` d1pλapxapyqqq

dapλapxapyqqq2

“ ´y
K
ÿ

a“2

x1
apyqλ1

apxapyqq
d1
apλapxapyqqq

dapλapxapyqqq2
“ yH 1pyq

Note that for all a P rKszt1u, y ÞÑ 1
dapλapxapyqqq

is an increasing function of y since dapλq is
strictly increasing on pµa, µ1s, λapxq is decreasing on r0,`8q and xapyq is strictly increasing on
y P r0,mina‰1 lim`8 gapxqq. As a summation of increasing functions,H is an increasing function,
i.e. H 1pyq ě 0. Since F 1pyq “ yH 1pyq ě 0, this yield that F is an increasing function.

Appendix D. Generalized Log-Likelihood Ratios

The GLR to reject the hypothesis H0 “ tpµ, σ2q P Λu for a subset Λ Ď M of the whole parameter
space M is given by

GLRM
t pΛq

def
“ log

suppµ,σ2qPM dνµ,σ2pX1,a1 , ¨ ¨ ¨ , Xt,atq

suppλ,κ2qPΛ dνλ,κ2pX1,a1 , ¨ ¨ ¨ , Xt,atq

where dνµ,σ2pX1,a1 , ¨ ¨ ¨ , Xt,atq denotes the likelihood of the observations X1,a1 , ¨ ¨ ¨ , Xt,at for a
Gaussian bandit with parameters pµ, σ2q. The empirical mean and variance are defined as

µt,a “
1

Nt,a

ÿ

sPrts

1tas “ auXs,a and σ2t,a “
1

Nt,a

ÿ

sPrts

1tas “ au pXs,a ´ µt,aq
2 .

Using the formula of the KL for Gaussian bandits with different variances, the GLR rewrites as

GLRM
t pΛq “ inf

pλ,κ2qPΛ

ÿ

aPrKs

Nt,a

2

˜

log

˜

κ2a
σ2t,a

¸

`
σ2t,a ` pµt,a ´ λaq2

κ2a

¸

“ inf
pλ,κ2qPΛ

ÿ

aPrKs

Nt,aKLppµt,a, σ
2
t,aq, pλa, κ

2
aqq .

When Λ “ M “ RK ˆ pR‹
`qK , the minimizers of the log-likelihood are pµt, σ

2
t q, i.e. the

empirical estimators pµt, σ
2
t q are exactly the MLE.

24



DEALING WITH UNKNOWN VARIANCES IN BEST-ARM IDENTIFICATION

Explicit formulas The GLR has a more explicit formula when considering the alternative to the
subset of interest Λpµt, σ

2
t q (Lemma 15).

Lemma 15 Let M “ RK ˆ pR‹
`qK . Then, GLRD

t pΛpµt, σ
2
t qq “ mina‰ât Zaptq where

Zaptq “ GLRD
t ptpλ, κ2q | λa ě λâtuq “ inf

λ:λaěλât

ÿ

bPta,âtu

Nt,b

2
log

˜

1 `
pµt,b ´ λbq

2

σ2t,b

¸

.

Proof Since a‹pµtq “ ât and Λpµt, σ
2
t q “

Ť

a‰ât
tpλ, κ2q | λa ě λâtu, we obtain

GLRM
t pΛpµt, σ

2
t qq “ min

a‰ât
Zaptq with Zaptq “ GLRD

t ptpλ, κ2q | λa ě λâtuq .

For b R ta, âtu, we can take pλb, κ
2
bq “ pµt,b, σ

2
t,bq, hence we obtain

Zaptq “ inf
pλ,κ2q:λaěλât

ÿ

bPta,âtu

Nt,bKL
`

pµt,b, σ
2
t,bq, pλb, κ

2
bq
˘

“ inf
λ:λaěλât

ÿ

bPta,âtu

Nt,b

2
log

˜

1 `
pµt,b ´ λbq

2

σ2t,b

¸

The second equality uses that the objectives and the constraints are separate and that

argmin
κ2
b

KL
`

pµt,b, σ
2
t,bq, pλb, κ

2
bq
˘

“ pµt,b ´ λbq
2 ` σ2t,b ,

since fapxq “ a
x`logpxq has f 1

apxq “ 1
x´ a

x2 and argminxą0 fapxq “ a, for a “ pµt,b´λbq
2`σ2t,b.

Inequalities Lemma 16 gives inequalities between Zaptq and ZEV
a ptq.

Lemma 16 For a ‰ ât, let Capµt, σ
2
t q “

pµt,ât
´µt,aq2

mintσ2
t,ât

,σ2
t,au

. The statistics ZEV
a ptq and Zaptq satisfy

ZEV
a ptq ě Zaptq ě

log
`

1 ` Capµt, σ
2
t q
˘

Capµt, σ2t q
ZEV
a ptq . (13)

The proof is omitted since it was obtained with similar manipulations on Zaptq and ZEV
a ptq as

done on T ‹pµ, σ2q and T ‹
σ2pµq in Appendix C.1.

Appendix E. Box Concentration

In Appendix E.1, we derive time-uniform upper and lower tail concentrations for sub-exponential
processes, as well as their fixed-time counterpart. In Appendix E.2, for Gaussian observations, we
use those results to obtain similar concentrations for the empirical variance and derive time-uniform
(and fixed-time) upper and lower tail concentrations for the empirical mean.
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E.1. Sub-Exponential Processes

We prove time-uniform and fixed-time concentration results for 1-sub-ψE,c process with variance
process Vt “ ct (Appendix E.1.1) and 1-sub-ψE,´c process with variance process Vt “ ct (Ap-
pendix E.1.2). The concept of sub-ψ process (Definition 17) was introduced in Howard et al. (2020).
This concept is particularly useful to derive time-uniform concentration results.

Definition 17 Let pStqtPT Yt0u and pVtqtPT Yt0u be two real-valued processes adapted to an under-
lying filtration pFtqtPT Yt0u with S0 “ 0 and V0 “ 0 a.s. and Vt ě 0 a.s. for all t P T . For a
function ψ : r0, λmaxq ÞÑ R and a scalar l0 P r1,`8q, we say that pStq is l0-sub-ψ with variance
process pVtq if, for each λ P r0, λmaxq, there exists a supermartingale pLtpλqqtPT Yt0u with respect
to pFtq such that L0pλq ď l0 a.s. and

exp tλSt ´ ψpλqVtu ď Ltpλq a.s. for all t P T .

Lemma 18 (Ville’s inequality) Let P0r¨s “ P0r¨ | F0s. Let T Ď N‹, such that |T | “ 8. If
pLtqtPT Yt0u is a non-negative supermartingale with respect to the filtration pFtqtPT Yt0u, then

@a ą 0, P0 pDt P T : Lt ě aq ď L0{a .

Since we aim at deriving one-sided bounds on scalar martingales, we have l0 “ 1. Using Ville’s
inequality (Lemma 18) on a sub-ψ process yields time-uniform concentration results. Let pStq be a
1-sub-ψ with variance process pVtq, then for all λ P r0, λmaxq, with probability greater than 1 ´ δ,

@t P T , λSt ´ ψpλqVt ă log p1{δq .

Let λ P r0, λmaxq. Direct manipulations show the above result,

P pDt P T : λSt ´ ψpλqVt ě log p1{δqq ď P pDt P T : Ltpλq ě 1{δq ď δ .

In the following, we are interested by 1-sub-ψE,c processes for c P R, where ψE,c is defined as

@λ P r0, 1{pc_ 0qq , ψE,cpλq “
´ logp1 ´ cλq ´ cλ

c2
. (14)

The derived upper and lower tails concentrations involve the positive (i “ 0) and negative
(i “ ´1) Lambert’s branches Wi solutions of W pxqeW pxq “ x. We refer the reader to Appendix I
for mode details and corresponding technical results.

E.1.1. UPPER TAIL CONCENTRATION

We derive time-uniform and fixed-time upper tail concentration for 1-sub-ψE,c process with vari-
ance process Vt “ ct. While the time-uniform result require using the peeling method, the proof of
the fixed-time concentration is simpler. To use the peeling method, we need to control the deviation
of the process on slices of time (Lemma 19).

Lemma 19 Let c ą 0 and St a 1-sub-ψE,c process with variance process Vt “ ct. Let N ą 0. For
all x ą 1, there exists λ “ λpxq such that for all t ě N ,

tSt ` t ě txu Ď

"

λSt ´ ctψE,cpλq ě
N

c
ph pxq ´ 1q

*

where λpxq “ argmaxλPr0,1{cq

´

xλ`
logp1´cλq

c

¯

and hpxq “ x´ logpxq for x ą 1.
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Proof Defining ψU pλq “ λ`cψE,cpλq “ ´
logp1´cλq

c and λpxq “ argmaxλPr0,1{cq xλ´ψU pλq, we
have xλpxq ´ ψU pλpxqq “ ψ˚

U pxq where ψ˚
U is the convex conjugate of ψU . Note that ψ˚

U pxq ě 0
(see below), hence tψ˚

U pxq ě Nψ˚
U pxq for t ě N . Direct computations yield

St ` t ě tx ðñ λSt ´ ctψE,cpλq ě txλ´ tpλ` cψE,cpλqq

ùñ λSt ´ ctψE,cpλq ě t pxλ´ ψU pλqq “ tψ˚
U pxq

ùñ λSt ´ ctψE,cpλq ě Niψ
˚
U pxq “

N

c
ph pxq ´ 1q

Note that for fpλq “ λx `
logp1´cλq

c , we have f 1pλq “ x ´ 1
1´cλ “ 0 ðñ λ “ 1

c

`

1 ´ 1
x

˘

and 1
c

`

1 ´ 1
x

˘

P r0, 1c q ðñ x ą 1. Since f2pλq “ ´ c
p1´cλq2

ď 0, the function is concave hence

this is a maximum. This yields that for all x ą 1, ψ˚
U pxq “ fp1c

`

1 ´ 1
x

˘

q “ 1
c px´ 1 ´ logpxqq “

1
c phpxq ´ 1q ě 0 where hpxq “ x´ logpxq.

Let η ą 0. Applying Lemma 19 on slices of time with geometric growth rate pNiqiPN‹ with
Ni “ p1 ` ηqi´1, we obtain Lemma 20.

Lemma 20 Let W´1pxq “ ´W´1p´e´xq for x ě 1, δ P p0, 1q, η ą 0, s ą 1, c ą 0, and ζ be
the Riemann ζ function. Let St a 1-sub-ψE,c process with variance process Vt “ ct. Then, with
probability greater than 1 ´ δ, for all t P N‹,

St ` t ď tW´1

ˆ

1 `
cp1 ` ηq

t

ˆ

log

ˆ

ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` ηq

˙˙˙

.

Proof Let gpt, δq such that gpt, δq ě xipδq for t P rNi, Ni`1q and xipδq ą 1. Using Lemma 19
with xipδq ą 1 and gpt, δq ě xipδq on rNi, Ni`1q, we obtain

P pDt P N‹ : St ` t ě tgpt, δqq ď
ÿ

iPN‹

P pDt P rNi, Ni`1q : St ` t ě txipδqq

ď
ÿ

iPN‹

P
ˆ

Dt P rNi, Ni`1q : λSt ´ ctψE,cpλq ě
Ni

c
ph pxipδqq ´ 1q

˙

ď
ÿ

iPN‹

e´
Ni
c

phpxipδqq´1q ,

where the last inequality uses that St a 1-sub-ψE,c process with variance process Vt “ ct. Taking

gpt, δq “ W´1

ˆ

1 `
cp1 ` ηq

t

ˆ

log

ˆ

ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` ηq

˙˙˙

and xipδq “ W´1

´

1 ` c
Ni

log
´

isζpsq

δ

¯¯

satisfies the required properties. First, we have xipδq ą 1

(Lemma 75). Second, since W´1 is increasing on p1,`8q (Lemma 75), t P rNi, Ni`1q and i “

1 `
logpNiq

logp1`ηq
, we obtain

gpt, δq ě W´1

¨

˝1 `

c log
´

ζpsq

δ

¯

` cs log
´

1 `
logptq

logp1`ηq

¯

Ni

˛

‚ě W´1

ˆ

1 `
c

Ni
log

ˆ

isζpsq

δ

˙˙
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Using Lemma 75 for each i P N‹ yields

P pDt P N‹ : St ` t ě tgpt, δqq ď
ÿ

iPN‹

e´
Ni
c

phpxipδqq´1q ď
δ

ζpsq

ÿ

iPN‹

1

is
“ δ

Fixed-time concentration When the time is fixed and not random, there is no need to consider
slices of time and we can directly control the deviation of the process (Lemma 21).

Lemma 21 Let hpxq “ x´ logpxq for x ą 1. Let c ą 0 and St a 1-sub-ψE,c process with variance
process Vt “ ct. Then,

@t P N‹, @x ą 1, P pSt ` t ě txq ď exp

ˆ

´
t

c
ph pxq ´ 1q

˙

.

Proof With similar computations as in the proof of Lemma 19, the fact that St a 1-sub-ψE,c process
with variance process Vt “ ct and the Chernoff inequality yield the first result.

E.1.2. LOWER TAIL CONCENTRATION

We derive time-uniform and fixed-time lower tail concentration for 1-sub-ψE,´c process with vari-
ance process Vt “ ct. Likewise, we use the peeling method and control the deviation of the process
on slices of time (Lemma 22).

Lemma 22 Let c ą 0 and ´St a 1-sub-ψE,´c process with variance process Vt “ ct. Let N ą 0.
For all x P p0, 1q, there exists λ “ λpxq such that for all t ě N ,

t´St ´ t ě ´txu Ď

"

λp´Stq ´ ctψE,´cpλq ě
N

c
ph pxq ´ 1q

*

where λpxq “ argmaxλPr0,`8q

´

´xλ`
logp1`cλq

c

¯

and hpxq “ x´ logpxq for x P p0, 1q.

Proof Defining ψLpλq “ ´λ ` cψE,´cpλq “ ´
logp1`cλq

c and λpxq “ argmaxλPr0,`8q ´xλ ´

ψLpλq, we have ´xλpxq ´ ψLpλpxqq “ ψ˚
L p´xq ě 0 (see below), hence tψ˚

L p´xq ě Nψ˚
L p´xq

for t ě N . Direct computations yield

´St ´ t ě ´tx ðñ λp´Stq ´ ctψE,´cpλq ě ´txλ´ tp´λ` cψE,´cpλqq

ùñ λp´Stq ´ ctψE,´cpλq ě t p´xλ´ ψLpλqq “ tψ˚
L p´xq

ùñ λp´Stq ´ ctψE,´cpλq ě Nψ˚
L p´xq “

N

c
ph pxq ´ 1q

Note that for fpλq “ ´λx`
logp1`cλq

c , we have f 1pλq “ ´x` 1
1`cλ “ 0 ðñ λ “ 1

c

`

1
x ´ 1

˘

and 1
c

`

1
x ´ 1

˘

P r0,`8q ðñ x P p0, 1q. Since f2pλq “ ´ c
p1`cλq2

ď 0, the function is

concave hence this is a maximum. This yields that for all x P p0, 1q, ψ˚
Lp´xq “ fp1c

`

1
x ´ 1

˘

q “
1
c px´ 1 ´ logpxqq “ 1

c phpxq ´ 1q ě 0 where hpxq “ x´ logpxq for x P p0, 1q.

Let η ą 0. Applying Lemma 22 on slices of time with geometric growth rate pNiqiPN‹ with
Ni “ p1 ` ηqi´1, we obtain Lemma 23.
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Lemma 23 Let W 0pxq “ ´W0p´e´xq for x ě 1, δ P p0, 1q, η ą 0, s ą 1, c ą 0, and ζ be
the Riemann ζ function. Let St a 1-sub-ψE,´c process with variance process Vt “ ct. Then, with
probability greater than 1 ´ δ, for all t P N‹,

St ` t ě tW 0

ˆ

1 `
cp1 ` ηq

t

ˆ

log

ˆ

ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` ηq

˙˙˙

.

Proof Let gpt, δq positive such that gpt, δq ď xipδq for t P rNi, Ni`1q and xipδq P p0, 1q. Using
Lemma 22 with xipδq ă 1 and gpt, δq ď xipδq for t P rNi, Ni`1q, we obtain

P pDt P N‹ : St ` t ď tgpt, δqq “ P pDt P N : ´St ´ t ě ´tgpt, δqq

ď
ÿ

iPN‹

P pDt P Ti : ´St ´ t ě ´txipδqq

ď
ÿ

iPN‹

P
ˆ

Dt P Ti : λp´Stq ´ ctψE,´cpλq ě
Ni

c
ph pxipδqq ´ 1q

˙

ď
ÿ

iPN‹

e´
Ni
c

phpxipδqq´1q

where the last inequality uses that ´St a 1-sub-ψE,´c process with variance process Vt “ ct. Taking

gpt, δq “ W 0

ˆ

1 `
cp1 ` ηq

t

ˆ

log

ˆ

ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` ηq

˙˙˙

and xipδq “ W 0

´

1 ` c
Ni

log
´

isζpsq

δ

¯¯

satisfies the required properties. First, we have xipδq P

p0, 1q and gpt, δq ą 0 (Lemma 75). Second, since W 0 is decreasing on p1,`8q (Lemma 75),
t P rNi, Ni`1q and i “ 1 `

logpNiq

logp1`ηq
, we obtain

gpt, δq ď W 0

¨

˝1 `

c log
´

ζpsq

δ

¯

` cs log
´

1 `
logptq

logp1`ηq

¯

Ni

˛

‚ď W 0

ˆ

1 `
c

Ni
log

ˆ

isζpsq

δ

˙˙

Using Lemma 75 for each i P N‹ yields

P pDt P N‹ : St ` t ď tgpt, δqq ď
ÿ

iPN‹

e´
Ni
c

phpxipδqq´1q ď
δ

ζpsq

ÿ

iPN‹

1

is
“ δ .

Fixed-time concentration When the time is fixed and not random, there is no need to consider
slices of time and we can directly control the deviation of the process (Lemma 24).

Lemma 24 Let hpxq “ x ´ logpxq for x P p0, 1q. Let c ą 0 and ´St a 1-sub-ψE,´c process with
variance process Vt “ ct. Then,

@t P N‹, @x P p0, 1q, P pSt ` t ď txq ď exp

ˆ

´
t

c
ph pxq ´ 1q

˙

.

Proof With similar computations as in the proof of Lemma 22, the fact that ´St a 1-sub-ψE,´c

process with variance process Vt “ ct and the Chernoff inequality yield the first result.
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E.2. Univariate Gaussian

We prove time-uniform and fixed-time upper and lower concentration results for the empirical vari-
ance (Appendix E.2.1) and empirical mean (Appendix E.2.2) of Gaussian observations.

E.2.1. EMPIRICAL VARIANCE

We first prove Lemma 25 which shows that the empirical variance is closely linked with a sub-
exponential process. This is obtained with manipulations derived in the Appendix H of Howard
et al. (2021), in which they consider martingales with χ2 increments.

Lemma 25 Let σ2t be the empirical variance of t i.i.d. samples from a Gaussian distribution with
variance σ2. Then, σ2

t
σ2 “

St´1´1
t ` 1 with St´1 ` t ´ 1 “

řt´1
i“1 Y

2
i where pYiq are i.i.d. with

distributions N p0, 1q. In particular, St is a 1-sub-ψE,2 process and ´St is a 1-sub-ψE,´2 process,
both with variance process Vt “ 2t.

Proof Let pXiqiPrns the n samples from a Gaussian distribution with parameters pµ, σ2q. Let µ̂n
and σ̂2n be the empirical mean and variance. Let Zi “

Xi´µ
σ for all i P rns, Ẑn “ 1

n

ř

iPrns Zi and

Sn´1 “
řn

i“1pZi ´ Ẑnq2 ´ pn´ 1q. Then, S0 “ 0 and for all n ě 2

Sn´1 “
1

σ2

n
ÿ

i“1

pXi ´ µ̂nq2 ´ pn´ 1q “ n
σ2n
σ2

´ pn´ 1q .

Rewriting the increment of Sn, we obtain for all n ě 2

Sn´1 ´ Sn´2 “ pZn ´ Ẑnq2 `

n´1
ÿ

i“1

ppZi ´ Ẑnq2 ´ pZi ´ Ẑn´1q2q ´ 1

“ Z2
n ` Ẑ2

n ´ 2ZnẐn `

n´1
ÿ

i“1

p´2ZiẐn ` 2ZiẐn´1q ` pn´ 1qpẐ2
n ´ Ẑ2

n´1q ´ 1

“ Z2
n ´ nẐ2

n ` pn´ 1qẐ2
n´1 ´ 1 “

n´ 1

n
pZn ´ Ẑn´1q2 ´ 1 .

Since Sn´1 “
řn´1

s“1 pSs ´ Ss´1q and S0 “ 0 a.s., we obtain Sn´1 “
řn´1

i“1 pY 2
i ´ 1q where

Yn´1 “

b

n´1
n pZn ´ Ẑn´1q. The pYiq are iid with distribution N p0, 1q and the CGF of pY 2

i ´ 1q is

logEeλpY 2
i ´1q “ ´

logp1 ´ 2λq

2
´ λ “ 2ψE,2pλq for λ P p´8, 1{2q .

By Definition 17, we have that Sn is 1-sub-ψE,2 and that ´Sn is 1-sub-ψE,´2, both with vari-
ance process Vn “ 2pn´ 1q.

Thanks to Lemmas 20-23-25, Corollary 26 gives time-uniform upper and lower tails concentra-
tions on the empirical variance of Gaussian observation.
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Corollary 26 For i P t0,´1u, let W ipxq “ ´Wip´e´xq for x ě 1, δ P p0, 1q, η0, η1 ą 0, s ą 1
and ζ be the Riemann ζ function. Let σ2t`1 be the empirical variance of t ` 1 i.i.d. samples from a
Gaussian distribution with variance σ2. Then, with probability greater than 1 ´ δ, for all t P N‹,

σ2t`1 ď σ2
ˆ

W´1

ˆ

1 `
2p1 ` η1q

t

ˆ

log

ˆ

ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` η1q

˙˙˙

´
1

t

˙

.

Moreover, with probability 1 ´ δ, for all t ě t0pδq,

σ2t`1 ě σ2
ˆ

W 0

ˆ

1 `
2p1 ` η0q

t

ˆ

log

ˆ

ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` η0q

˙˙˙

´
1

t

˙

,

where the initial time condition, which ensures the lower bound is positive, is

t0pδq “ inf

"

t | t ą e
1`W0

´

2p1`η0q

e

´

log
´

ζpsq

δ

¯

`s log
´

1`
logptq

logp1`η0q

¯¯

´e´1
¯*

.

Proof Combining Lemmas 20-23-25 yields the desired result. Using Lemma 75, we know that the
upper bound is always positive. The intial time condition, after which the lower bound is positive,
is obtained by Lemma 75

W 0

ˆ

1 `
2p1 ` η0q

t

ˆ

log

ˆ

ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` η0q

˙˙˙

ą
1

t
ðñ t ě t0pδq .

Fixed-time concentration To our knowledge, the first fixed-time upper tail concentration result
for the empirical variance dates back to Lemma 3 of Honda and Takemura (2014) and to Lemma 7
of Chan (2020) for fixed-time lower tail concentration results. Corollary 27 is obtained as a direct
consequence of Lemmas 21-24-25, hence the proof is omitted.

Corollary 27 Let hpxq “ x ´ logpxq for x ą 0. Let σ2t`1 be the empirical variance of t ` 1 i.i.d.
samples from a Gaussian distribution with variance σ2. Then,

@t ě 1, @x ą 1, P
`

σ2t`1 ě σ2x
˘

ď exp

ˆ

´
t

2

ˆ

h

ˆ

x`
1

t

˙

´ 1

˙˙

@t ě 1, @x P

ˆ

0, 1 ´
1

t

˙

, P
`

σ2t`1 ď σ2x
˘

ď exp

ˆ

´
t

2

ˆ

h

ˆ

x`
1

t

˙

´ 1

˙˙

.

On sub-Gaussian distributions with unknown variances While it is well-known that (time-
uniform) concentration for Gaussian distributions with known σ2 apply to σ2-sub-Gaussian distri-
butions, thus the same bandit algorithms can be used in both settings, we believe that there is no
counterpart of this phenomenon when σ2 is unknown. For regret minimization, some papers have
provided examples of sub-Gaussian arms with unknown σ2 under which the regret can be linear.

Extending our algorithms to sub-Gaussian distributions would require time-uniform concentra-
tion results for the empirical variance of sub-Gaussian distributions with unknown variance. Our
concentration on the empirical variance relies on Lemma 25, which leverages the fact that the empir-
ical mean and empirical variances of Gaussian distributions are independent, which does not extend
to the sub-Gaussian case.
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Moreover, if the focus is on asymptotically optimal algorithms, we note that it is difficult to
express the characteristic time T ‹ for the non-parametric class of sub-Gaussian distributions with
unknown variances. Optimal BAI has however been studied under other interesting non-parametric
assumptions (see, e.g., Agrawal et al. (2020)).

E.2.2. EMPIRICAL MEAN

While time-uniform concentration results for the empirical mean of Gaussian observations already
exist in the literature (e.g. Kaufmann and Koolen (2021)), Lemma 28 is proved for completeness
and to present unified concentration results as it also involves W´1. The empirical mean of a
Gaussian after a given number of observations is a sub-Gaussian random variable. It is in fact
exactly Gaussian, but the sub-Gaussian hypothesis will be easier to handle for a random number of
samples.

Lemma 28 Let W´1pxq “ ´W´1p´e´xq for x ě 1, δ P p0, 1q, s ą 1 and ζ be the Riemann
ζ function. Let µt be the empirical mean of t i.i.d. samples from a Gaussian distribution with
parameter pµ, σ2q. Then, with probability greater than 1 ´ δ, for all t P N‹,

|µt ´ µ| ď

d

σ2

t
W´1

ˆ

1 ` 2 log

ˆ

1

δ

˙

` 2gpsq ` 2s log p2s` log tq

˙

,

where gpsq “ logpζpsqq ` sp1 ´ logp2sqq.

Proof Let pXsqsPrts the observations from a standard normal distributions and denote St “
ř

sPrts Xs.

We will derive a concentration result for St “ t µ̂t´µ
σ , which implies a concentration result for µ̂t.

Let η ą 0 and s ą 1. For all i P N‹, let γi ą 0 and Ni “ p1 ` ηqi´1. For all i P N‹, we define

the family of priors fNi,γipxq “

b

γiNi

2π exp
´

´
x2γiNi

2

¯

with weights wi “ 1
isζpsq

and process

Mptq “
ÿ

iPN‹

wi

ż

fNi,γipxq exp

ˆ

xSt ´
1

2
x2t

˙

dx ,

which satisfies Mp0q “ 1 since
ř

iPN‹ wi and
ş

fNi,γipxq dx “ 1. A test martingale is defined as a
non-negative martingale of unit initial value. It is direct to see that Mptq “ exp

`

xSt ´ 1
2x

2t
˘

is a
test martingale, as Mp0q “ 1 and ErMptq | Ft´1s “ Mpt ´ 1qEY „N p0,1qre

xY ´ 1
2
x2

s “ Mpt ´ 1q

since EY „N p0,1qre
xY s “ e

1
2
x2

. By Tonelli’s theorem and using that Mptq is a martingale

ErMptq | Ft´1s “
ÿ

iPN‹

wi

ż

fNi,γipxqMpt´ 1q dx “ Mpt´ 1q .

Therefore, Mptq is also a test martingale. Let i P N‹ and consider t P rNi, Ni`1q. For all x,

fNi,γpxq ě

c

Ni

t
ft,γipxq ě

1
?
1 ` η

ft,γipxq

Direct computations shows that
ż

ft,γipxq exp

ˆ

xSt ´
1

2
x2t

˙

dx “
1

b

1 ` γ´1
i

exp

ˆ

S2
t

2p1 ` γiqt

˙

.
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Combining those results with the fact that Mptq ě wi

ş

fNi,γipxq exp
`

xSt ´ 1
2x

2t
˘

dx, we obtain

Mptq ě
1

isζpsq

1
b

p1 ` γ´1
i qp1 ` ηq

exp

ˆ

S2
t

2p1 ` γiqt

˙

,

Using Ville’s maximal inequality, we have that with probability greater than 1 ´ δ, logMptq ď

log
`

1
δ

˘

. Therefore, with probability greater than 1 ´ δ, for all i P N‹ and t P rNi, Ni`1q,

|St|
?
t

ď

d

p1 ` γiq

ˆ

2 log

ˆ

1

δ

˙

` 2 log pisζpsqq ` logp1 ` γ´1
i q ` logp1 ` ηq

˙

.

Since this upper bound is independent of t, we can optimize it and choose γi as in Lemma 76 for all
i P N‹. Therefore, with probability greater than 1 ´ δ, for all i P N‹ and t P rNi, Ni`1q,

S2
t

t
ď W´1

ˆ

1 ` 2 log

ˆ

ζpsq

δ

˙

` 2s log piq ` logp1 ` ηq

˙

ď W´1

ˆ

1 ` 2 log

ˆ

ζpsq

δ

˙

` 2s log plogp1 ` ηq ` log tq ´ 2s log logp1 ` ηq ` logp1 ` ηq

˙

“ W´1

ˆ

1 ` 2 log

ˆ

1

δ

˙

` 2s log p2s` log tq ` 2gpsq

˙

where gpsq “ logpζpsqq ` sp1´ logp2sqq. The second inequality is obtained since i ď 1`
log t

logp1`ηq

for t P rNi, Ni`1q. The last equality is obtained for the choice η‹ “ e2s ´ 1, which minimizes
η ÞÑ logp1 ` ηq ´ 2s logplogp1 ` ηqq. Since N‹ Ď

Ť

iPN‹rNi, Ni`1q and µ̂t´µ
σ “ St

t this yields the
result.

Fixed-time concentration Lemma 29 is a known result for the deviation of the empirical mean
of Gaussian observations, hence we omit the proof (see Ex. 2.2.23 in Dembo and Zeitouni (1998)).

Lemma 29 Let µt be the empirical mean of t i.i.d. samples from a Gaussian distribution with
parameter pµ, σ2q. Then, for all t P N‹ and all x ą 0

P pµt ě µ` xq ď exp

ˆ

´
tx2

2σ2

˙

and @x ą 0, P pµt ď µ´ xq ď exp

ˆ

´
tx2

2σ2

˙

.

Appendix F. Kullback-Leibler Concentration

We prove our time-uniform upper tail concentration for d-dimensional exponential families (Theo-
rem 42). The two key novelties compared to previous work Degenne (2019) are that we consider:
(1) a sum over S Ď rKs arms and (2) ΘD Ď Rd. To go from one arm to S arms, it is enough to
consider the product of the the mixture of martingales used for each arm. Dealing with a support
different from Rd is the real challenge of the proof. This is the reason why we start by showing the
result for one arm in Appendix F.1, and then generalize it to S arms in Appendix F.2. For Gaussian
with unknown variance, which are a 2-dimensional exponential family with support ΘD “ RˆR‹

´,
we obtain Theorem 43 (Appendix F.3).
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In the following, each arm a P rKs has a parameter θa and distribution νθa belonging to an
exponential family with parameter space Θa Ď Rd (we call d the dimension of the family), sufficient
statistic Fa : R Ñ Rd and log-partition function ϕa : Θa Ñ R. That is, there exists a distribution
ν0 such that νθa is defined by dνθa

dν0
pXq “ exppθJ

a FapXq ´ ϕapθaqq .

We define the average statistic Ft,a :“ 1
Nt,a

řt
s“1 1tas “ auFapXsq. We denote the maximum

likelihood estimator (MLE) of θa by θt,a. It is defined as θt,a :“ argmaxλPΘa
λJFt,a ´ϕapλq (and

may not exist). When Ft,a P ∇ϕapΘaq, we have θt,a “ p∇ϕaq´1pFt,aq.
Let dϕapθa, λaq denote the Bregman divergence of ϕa between parameters θa and λa. It is equal

to the Kullback-Leibler divergence between the distributions with parameters λa and θa (note the
reversed order of the parameters). For a subset of arms S Ď rKs, we seek high probability bounds
on

ř

aPS Nt,adϕapθa, θt,aq.

F.1. One Arm

In this section we consider one arm a P rKs. The first step of the proof consists in linking the KL
divergence to a mixture of martingales in order to obtain a time-uniform upper tail concentration
(Lemma 30).

Lemma 30 Let ρ0,a be a distribution supported on ΘD,a and τ be an almost surely bounded
stopping time. With probability 1 ´ δ, either FNτ,a,a R ∇ϕapΘD,aq or

Nτ,adϕapθa, θNτ,a,aq ď ´ logEy„ρ0,a exp
`

´Nτ,adϕapy, θNτ,a,aq
˘

` log
1

δ
.

Proof We first remark that for all y P ΘD,a, the log-likelihood ratio
ś

sďt,as“a
dνy
dνθa

pXsq is a

martingale with expectation 1 under νθa . This is also true for Ey„ρ0,a

”

ś

sďt,as“a
dνy
dνθa

pXsq

ı

. By
the optional stopping theorem, its stopped version at τ also has expectation 1. Then by Markov’s
inequality, with probability 1 ´ δ,

Ey„ρ0,a

«

ź

sďτ,as“a

dνy
dνθa

pXsq

ff

ď
1

δ
. (15)

We now rewrite the product as exp
´

řτ
s“1 Itas “ au log

dνy
dνθa

pXsq

¯

and detail its value:

t
ÿ

s“1

Itas “ au log
dνy
dνθa

pXsq “

t
ÿ

s“1

Itas “ aupϕapθaq ´ ϕapyq ´ pθa ´ yqJFapXsqq

“ Nt,apϕapθaq ´ ϕapyq ´ pθa ´ yqJFNt,a,aq .

Now if FNτ,a,a P ∇ϕapΘD,aq, we have FNt,a,a “ ∇ϕapθNt,a,aq and

t
ÿ

s“1

Itas “ au log
dνy
dνθa

pXsq “ Nt,apϕapθaq ´ ϕapyq ´ pθa ´ yqJ∇ϕapθNt,a,aqq

“ Nt,adϕapθa, θNt,a,aq ´Nt,adϕapy, θNt,a,aq .
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We can write (15) again with that expression to get

Ey„ρ0,a exp
`

Nτ,adϕapθa, θNτ,a,aq ´Nτ,adϕapy, θNτ,a,aq
˘

ď
1

δ
.

The first term in the subtraction does not depend on y and ca be brought outside of the expectation.
Taking the logarithm then proves the lemma.

Corollary 31 generalizes Lemma 30 to all times.

Corollary 31 Let ρ0,a be a distribution supported on ΘD,a. With probability 1 ´ δ, for all t P N,
either FNt,a,a R ∇ϕapΘD,aq or

Nt,adϕapθa, θNt,a,aq ď ´ logEy„ρ0,a exp
`

´Nt,adϕapy, θNt,a,aq
˘

` log
1

δ
.

Proof The extension of the result of Lemma 30 from a stopping time to all times is standard.

We will now use Corollary 31 with a truncated Gaussian prior (Lemma 32). The reason for
the truncation is that the domain ΘD,a may not be Rd but only a subset. In that case, we have to
restrict the prior. We also truncate to ensure a control the hessian ∇2ϕa on the support with positive
semi-definite upper and lower bound.

For M a positive-definite matrix and a set S, let VM pSq be the volume of set S according to
measure N p0,M´1q. Note that VM pSq “ VIdpM1{2Sq.

Lemma 32 Let A be a convex set containing 0, H and G be upper bounds and lower bounds of
∇2ϕ in the positive semi-definite (PSD) sense on θa ` A. Let M0 be a positive definite matrix. For
n P N, let ξn,a “ ppnHq´1 ` M´1

0 q´1pnHθn,a ` M0θaq. With probability 1 ´ δ, for all t P N, if
FNt,a,a P ∇ϕapΘD,aq and θNt,a,a P θa `A then

Nt,adϕapθa, θNt,a,aq ď
1

2
}θa ´ θNt,a,a}2

ppNt,aHq´1`M´1
0 q´1 `

1

2
log detp1 `Nt,aHM

´1
0 q

` log
1

δ
` log

VM0pAq

VNt,aH`M0pθa ´ ξNt,a,a `Aq
.

Proof We use Corollary 31 with prior ρ0,a equal to N pθa,M
´1
0 q truncated to A and rescaled to

have mass 1.
Suppose that FNt,a,a P ∇ϕapΘD,aq and θNt,a,a P θa ` A. For all y P θa ` A, since θNt,a,a P

θa ` A as well and A is convex, we can conclude from the definition of H that dϕapy, θNt,a,aq ď
1
2}y ´ θNt,a,a}2H . We use this to compute an upper bound to the expectation in Corollary 31.

Ey„ρ0,a rexp p´ndϕa py, θn,aqqs ě Ey„ρ0,a

„

exp

ˆ

´
1

2
}y ´ θn}2nH

˙ȷ

“

a

detpM0q

p2πqd{2VM0pAq

ż

yPRd

1θ`A exp

ˆ

´
1

2
}y ´ θ}2M0

´
1

2
}y ´ θn}2nH

˙

dy

Let ξn “ pnH `M0q´1pnHθn `M0θaq and Cn “ 1
2}θa ´ θn}2

ppnHq´1`M´1
0 q´1 . Remark that

´
1

2
}y ´ θ}2M0

´
1

2
}y ´ θn}2nH “ ´

1

2
}y ´ ξn}2nH`M0

´ Cn .
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We use this equality:

Ey„ρ0,a rexp p´ndϕ py, θnqqs ě

a

detpM0q

p2πqd{2VM0pAq
e´Cn

ż

yPRd

1θa`A exp

ˆ

´
1

2
}y ´ ξn}2nH`M0

˙

dy

“

a

detpM0q
a

detpnH `M0q
e´Cn

VnH`M0pθa ´ ξn `Aq

VM0pAq
.

The result of the lemma is obtained by taking the logarithm of this expression.

Lemma 33 starts by choosing for H and G multiples of the identity, hence we will compare the
divergence dϕa with the euclidean distance px, yq ÞÑ }x ´ y}2{2. This choice is possible by using
the maximal and minimal eigenvalues of ∇2ϕapλq on A, which we denote by

λ`,a “ max
!

λ`

´

∇2ϕapθ̃aq

¯

| θ̃a P θa `A
)

, λ´,a “ min
!

λ´

´

∇2ϕapθ̃aq

¯

| θ̃a P θa `A
)

.

For v ą 0 and a set S, let VvpSq be the volume of set S according to measure N p0, v´1Idq.

Lemma 33 LetA be a convex set containing 0, λ`,a and λ´,a be the maximum and minimum of the
eigenvalues of ∇2ϕapλq on θa `A and let v0 ą 0. For n P N, let κn “ v0

nλ`,a`v0
. With probability

1 ´ δ, for all t P N, if FNt,a,a P ∇ϕapΘD,aq and θNt,a,a P θa `A then

Nt,adϕapθa, θNt,a,aq ď
1

2
}θa ´ θNt,a,a}2

1

pNt,aλ`,aq´1 ` v´1
0

`
d

2
logp1 `Nt,aλ`,av

´1
0 q

` log
1

δ
` log

Vv0pAq

VNt,aλ`,a`v0pκNt,aAq
.

Note that since ρ0,a is a prior and has to ensure the martingale property used in the proof of
Lemma 30, it cannot depend on the observations and in particular it cannot depend on the random
variable Nt,a.
Proof We use Corollary 31 with prior ρ0,a equal to N pθa, v

´1
0 Idq truncated to A and rescaled to

have mass 1.
Suppose that FNt,a,a P ∇ϕapΘD,aq and θNt,a,a P θa `A. As in Lemma 32, we obtain

Ey„ρ0,a

”

e´ndϕpy,θnq
ı

ě
v
d{2
0

p2πqd{2Vv0pAq
e´Cn

ż

yPRd

1θa`A exp

ˆ

´
nλ`,a ` v0

2
}y ´ ξn}2

˙

dy .

We define κn “ v0
nλ`,a`v0

and show that ξn ` κnA Ď θa ` A. We can rewrite ξn “ κnθa `

p1´ κnqθn. Let then y P ξn ` κnA. We need to prove that y´ θa P A, but y´ θa “ y´ ξn ` p1´

κnqpθn ´ θaq. By hypothesis y ´ ξn P κnA and p1 ´ κnqpθn ´ θaq P p1 ´ κnqA. By convexity of
A, we conclude that κnA` p1 ´ κnqA Ď A and y P θa `A.
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We use that set inclusion to lower bound the integral over θa ` A by the same integral over the
subset ξn ` κnA.

Ey„ρ0,a

”

e´ndϕpy,θnq
ı

ě
v
d{2
0

p2πqd{2Vv0pAq
e´Cn

ż

yPRd

1ξn`κnA exp

ˆ

´
nλ`,a ` v0

2
}y ´ ξn}2

˙

dy

“
v
d{2
0 e´Cn

pnλ`,a ` v0qd{2Vv0pAq

pnλ`,a ` v0qd{2

p2πqd{2

ż

yPRd

1ξn`κnA exp

ˆ

´
nλ`,a ` v0

2
}y ´ ξn}2

˙

dy

“ e´Cn
v
d{2
0

pnλ`,a ` v0qd{2

Vnλ`,a`v0pκnAq

Vv0pAq
.

The result of the lemma is obtained by taking the logarithm of this expression.

Lemma 34 gives a bound on the ratio of volumes.

Lemma 34 Let λ, n, v ą 0 and κn “ v
nλ`v . Then

VvpAq

Vnλ`vpκnAq
ď κ´d{2

n .

Proof We first prove that for all α ě 1, V1pαAq

V1pAq
ď αd. For a convex set S Ď Rd containing 0, let

γSpxq “ argmaxtr ě 0 | rx P Su. We have that for all y P Rd and β P R‹, γSpβyqβy “ γSpyqy.
Note also that γSpxq ě 1 ðñ x P S.

V1pαAq

V1pAq
“ 1 `

V1pαAzAq

V1pAq
“ 1 `

ş

xPRd 1αAzApxq exp
`

´1
2}x}22

˘

dx
ş

xPRd 1Apxq exp
`

´1
2}x}22

˘

dx

ď 1 `

ş

xPRd 1αAzApxq exp
`

´1
2}γApxqx}22

˘

dx
ş

xPRd 1Apxq exp
`

´1
2}γApxqx}22

˘

dx

“

ş

xPRd 1αApxq exp
`

´1
2}γApxqx}22

˘

dx
ş

xPRd 1Apxq exp
`

´1
2}γApxqx}22

˘

dx

“
αd

ş

yPRd 1Apyq exp
`

´1
2}γApαyqαy}22

˘

dy
ş

xPRd 1Apxq exp
`

´1
2}γApxqx}22

˘

dx

“
αd

ş

yPRd 1Apyq exp
`

´1
2}γApyqy}22

˘

dy
ş

xPRd 1Apxq exp
`

´1
2}γApxqx}22

˘

dx
“ αd .

Using that
?
v

?
nλ`vκn

“ κ
´1{2
n ě 1, we obtain the result

VvpAq

Vnλ`vpκnAq
“

V1p
?
vAq

V1p
?
nλ` vκnAq

ď

ˆ ?
v

?
nλ` vκn

˙d

“ κ´d{2
n .

Combining Lemma 33 and Lemma 34 yield Corollary 35.

37



DEALING WITH UNKNOWN VARIANCES IN BEST-ARM IDENTIFICATION

Corollary 35 Let A be a convex set containing 0, λ`,a and λ´,a be the maximum and minimum
of the eigenvalues of ∇2ϕapλq on θa ` A and let v0 ą 0. For n P N, let κn “ v0

nλ`,a`v0
. With

probability 1 ´ δ, for all t P N, if FNt,a,a P ∇ϕapΘD,aq and θNt,a,a P θa `A then

Nt,adϕapθa, θNt,a,aq ď
1

2
}θa ´ θNt,a,a}2

1

pNt,aλ`,aq´1 ` v´1
0

`
d

2
logp1 `Nt,aλ`,av

´1
0 q

` log
1

δ
`
d

2
log κ´1

Nt,a
.

Proof This is simply Lemma 33 combined with the bound on the ratio of volumes of Lemma 34.

We will now choose γ ą 1 and define values ni “ γi for i P N. For each interval rni, ni`1q, we
will choose a good value of the variance v´1

0 to get a bound for Nt,a in this interval. The reason we
restrict to an interval is that the best choice for that variance scales withNt,a, but we are not allowed
to do that since the prior cannot depend on Nt,a. Thanks to this smart choice, we can control the
KL divergence on this interval (Lemma 36).

The ratio of the eigenvalues represents the approximation error in considering that dϕa is locally
quadratic. It yields that λ´,aId ĺ ∇2ϕapλq ĺ λ`,aId on the set, which for x, y P Θa translates to

λ´,a ď dϕapx, yq{p}x´ y}2{2q ď λ`,a : .

Lemma 36 Let A be a convex set containing 0, λ`,a and λ´,a be the maximum and minimum of
the eigenvalues of ∇2ϕapλq on θa `A and let η ą 0, i P N. With probability 1 ´ δ, for all t P N, if
FNt,a,a P ∇ϕapΘD,aq, Nt,a P rni, ni`1q and θNt,a,a P θa `A then

Nt,adϕapθa, θNt,a,aq ď p1 ` ηq

ˆ

d logp1 `
1

η
q ` d logpγ

λ`,a

λ´,a
q ` log

1

δ

˙

.

Proof We assume in this proof that the three conditions of the lemma are true.
Choose v´1

0,i “ 1
λ´,ani

pp1 ` 1
η q ´

λ´,a

λ`,a
q. Then for Nt,a P rni, ni`1q,

1

pNt,aλ`,aq´1 ` v´1
0,i

ď
1

pNt,aλ`,aq´1 ` 1
λ´,aNt,a

pp1 ` 1
η q ´

λ´,a

λ`,a
q

“ Nt,aλ´,ap1 ´
1

1 ` η
q ,

logp1 `Nt,aλ`,av
´1
0,i q ď logp1 ` γniλ`,av

´1
0,i q

“ logp1 ´ γ ` γ
λ`,a

λ´,a
p1 `

1

η
qq ď logp1 `

1

η
q ` logpγ

λ`,a

λ´,a
q .

With that value of v0,i, we also have

κ´1
Nt,a

“ 1 `Nt,aλ`,av
´1
0,i ď 1 ` γniλ`,av

´1
0,i “ 1 ´ γ ` γ

λ`,a

λ´,a
p1 `

1

η
q

ď γ
λ`,a

λ´,a
p1 `

1

η
q .

We use those inequalities in Corollary 35 to get

Nt,adϕapθa, θNt,a,aq

ď
1

2
}θa ´ θNt,a,a}2Nt,aλ´,ap1 ´

1

1 ` η
q ` d logp1 `

1

η
q ` d logpγ

λ`,a

λ´,a
q ` log

1

δ
.
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Thanks to the fact that λ´,a is a lower bound on the eigenvalues of ∇2ϕa on θa ` A, we have
1
2}θa ´ θNt,a,a}2λ´,a ď dϕapθa, θNt,a,aq. We group the divergences on the left of the inequality to
finally obtain

Nt,adϕapθa, θNt,a,aq ď p1 ` ηq

ˆ

d logp1 `
1

η
q ` d logpγ

λ`,a

λ´,a
q ` log

1

δ

˙

.

A good choice of η yields Lemma 37.

Lemma 37 Let A be a convex set containing 0, λ`,a and λ´,a be the maximum and minimum
of the eigenvalues of ∇2ϕa on θa ` A and let i P N. With probability 1 ´ δ, for all t P N, if
FNt,a,a P ∇ϕapΘD,aq, Nt,a P rni, ni`1q and θNt,a,a P θa `A then

Nt,adϕapθa, θNt,a,aq ď dW´1

ˆ

1 `
1

d
log

1

δ
` logpγ

λ`,a

λ´,a
q

˙

.

Proof Optimize η in Lemma 36 by using Lemma 76.

Considering a union bound over the intervals and applying Lemma 37, we obtain Lemma 38.
Therefore, we have obtained a time-uniform upper tail concentration of the KL divergence of a
d-dimensional exponential family with support ΘD Ď Rd.

Lemma 38 Let pAapn, δqqnPN be a sequence of non-increasing convex sets containing 0, λ`,apn, δq

and λ´,apn, δq be the maximum and minimum of the eigenvalues of ∇2ϕapλq on θa `Aapn, δq. Let
s ą 1 and let ζ be the Riemann ζ function. For all t, let iptq “ tlogγ Nt,au. With probability 1 ´ δ,
for all t P N, if FNt,a,a P ∇ϕapΘD,aq and θNt,a,a P θa `AapNt,a, δq, then

Nt,adϕapθa, θNt,a,aq ď dW´1

ˆ

1 ` log
ζpsq

δ
`
s

d
logp1 ` logγ Nt,aq ` log

ˆ

γ
λ`,apniptq, δq

λ´,apniptq, δq

˙˙

.

Proof Suppose that FNt,a,a P ∇ϕapΘD,aq.
For all i P N, Lemma 37 gives that with probability 1 ´ δ

ζpsqpi`1qs
, if Nt,a P rni, ni`1q and

θNt,a,a P θa `Aapni, δq, then

Nt,adϕapθa, θNt,a,aq ď dW´1

ˆ

1 `
1

d
log

ζpsqpi` 1qs

δ
` logpγ

λ`,apni, δq

λ´,apni, δq
q

˙

.

With probability 1 ´ δ, this is true for all i P N. In particular we have the inequality for iptq: if
θNt,a,a P θa `Aapniptq, δq, then

Nt,adϕapθa, θNt,a,aq ď dW´1

ˆ

1 `
1

d
log

ζpsqpiptq ` 1qs

δ
` logpγ

λ`,apniptq, δq

λ´,apniptq, δq
q

˙

.

Since the sets Aapn, δq are non-increasing, a sufficient condition for θNt,a,a P θa ` Aapniptq, δq

is θNt,a,a P θa ` AapNt,a, δq. By definition of iptq, it satisfies iptq ď logγ Nt,a. We get that if
θNt,a,a P θa `AapNt,a, δq, then

Nt,adϕapθa, θNt,a,aq ď dW´1

ˆ

1 `
1

d
log

ζpsq

δ
`
s

d
logp1 ` logγ Nt,aq ` logpγ

λ`,apniptq, δq

λ´,apniptq, δq
q

˙

.
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To obtain Theorem 42, it remains to extend this argument to a sum of S Ď rKs arms.

F.2. Sum Over Arms

In this section we consider s subset of arms S Ď rKs. Lemma 39 extends Corollary 31 to the sum
over S arms.

Lemma 39 Let pρ0,aqaPS be distributions each supported on ΘD,a. With probability 1 ´ δ, for all
t P N, either there exists a P S such that FNt,a,a R ∇ϕapΘD,aq or

ÿ

aPS
Nt,adϕapθa, θNt,a,aq ď ´

ÿ

aPS
logEy„ρ0,a exp

`

´Nt,adϕapy, θNt,a,aq
˘

` log
1

δ
.

Proof The proof is the same as the one of Lemma 30 and Corollary 31, except that the likelihood
ratio martingale considered contains observations of all arms in S.

Let γ ą 1. We define ni “ γi for i P N. Lemma 40 extends Lemma 36 the sum over S arms.

Lemma 40 Let pAaqaPS be convex sets containing 0, λ`,a and λ´,a be the maximum and minimum
of the eigenvalues of ∇2ϕapλq on Aa and let η ą 0, piaqaPS P N|S|. With probability 1 ´ δ, for all
t P N, if for all a P S, FNt,a,a P ∇ϕapΘD,aq, Nt,a P rnia , nia`1q and θNt,a,a P θa `Aa then

ÿ

aPS
Nt,adϕapθa, θNt,a,aq ď p1 ` ηq

˜

d|S| logp1 `
1

η
q ` log

1

δ
` d

ÿ

aPS
logpγ

λ`,a

λ´,a
q

¸

.

Proof For each arm, we choose a truncated Gaussian prior, as in Lemma 32, and consider upper
and lower bound multiples of the identity, as in Lemma 33. Then, we choose the variance of that
prior according to the interval, as in Lemma 36.

Lemma 41 extends Lemma 37 the sum over S arms.

Lemma 41 Let pAaqaPS be convex sets containing 0, λ`,a and λ´,a be the maximum and minimum
of the eigenvalues of ∇2ϕapλq on θa ` Aa and let piaqaPS P N|S|. With probability 1 ´ δ, for all
t P N, if for all a P S, FNt,a,a P ∇ϕapΘD,aq, Nt,a P rnia , nia`1q and θNt,a,a P θa `Aa then

ÿ

aPS
Nt,adϕapθa, θNt,a,aq ď d|S|W´1

˜

1 `
1

d|S|
log

1

δ
`

1

|S|

ÿ

aPS
logpγ

λ`,a

λ´,a
q

¸

.

Proof Optimize η in Lemma 40 by using Lemma 76.

Theorem 42 extends Lemma 38 to the sum of S arms. Therefore, we have obtained a time-
uniform upper tail concentration of the sum of S KL divergence of d-dimensional exponential fam-
ily with support ΘD,a Ď Rd.

40



DEALING WITH UNKNOWN VARIANCES IN BEST-ARM IDENTIFICATION

Theorem 42 For all a P S, let pAapn, δqqnPN be a sequence of non-increasing convex sets contain-
ing 0, λ`,apn, δq and λ´,apn, δq be the maximum and minimum of the eigenvalues of ∇2ϕapλq on
θa`Aapn, δq. Let s ą 1 and let ζ be the Riemann ζ function. For all t, let iaptq “ tlogγ Nt,au. With
probability 1´δ, for all t P N, if for all a P S, FNt,a,a P ∇ϕapΘD,aq and θNt,a,a P θa`AapNt,a, δq,
then
ÿ

aPS
Nt,adϕapθa, θNt,a,aq

ď d|S|W´1

¨

˝1 `
log

´

ζpsq|S|

δ

¯

d|S|
`

s

d|S|

ÿ

aPS
logp1 ` logγ Nt,aq `

1

|S|

ÿ

aPS
logpγ

λ`,apniaptq, δq

λ´,apniaptq, δq
q

˛

‚ .

Proof Suppose that for all a P S, FNt,a,a P ∇ϕapΘD,aq. For all piaqaPS P N|S|, Lemma 41 gives
that with probability 1 ´ δ

ζpsq|S|
ś

aPSpia`1qs
, if for all a P S, Nt,a P rnia , nia`1q and θNt,a,a P

θa `Aapnia , δq, then
ÿ

aPS
Nt,adϕapθa, θNt,a,aq

ď d|S|W´1

˜

1 `
1

d|S|
log

ζpsq|S|
ś

aPSpia ` 1qs

δ
`

1

|S|

ÿ

aPS
logpγ

λ`,apnia , δq

λ´,apnia , δq
q

¸

.

With probability 1 ´ δ, this is true for all piaqaPS P N|S|. In particular we have the inequality for
piaptqqaPS : if for all a P S, θNt,a,a P θa `Aapniaptq, δq, then

ÿ

aPS
Nt,adϕapθa, θNt,a,aq

ď d|S|W´1

˜

1 `
1

d|S|
log

ζpsq|S|
ś

aPSpiaptq ` 1qs

δ
`

1

|S|

ÿ

aPS
logpγ

λ`,apniaptq, δq

λ´,apniaptq, δq
q

¸

.

Since the sets Aapn, δq are non-increasing with respect to n, a sufficient condition for θNt,a,a P

θa `Aapniaptq, δq is θNt,a,a P θa `AapNt,a, δq. By definition of iaptq, it satisfies iaptq ď logγ Nt,a.
We get the inequality of the theorem.

F.3. Univariate Gaussian

Theorem 43 gives a time-uniform upper tail concentration of the sum of S KL divergence of Gaus-
sian with unknown variance. It is obtained by using Theorem 42 with adequate pre-concentration
results.
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Theorem 43 For i P t0,´1u, let W ipxq “ ´Wip´e´xq for x ě 1, δ P p0, 1q, S PĎ rKs, η0 ą 0,
η1 ą 0, γ ą 1, s ą 1 and ζ be the Riemann ζ function. Let

εµpt, δq “
1

t
W´1

ˆ

1 ` 2 log

ˆ

6|S|ζpsq

δ

˙

` 2s` 2s log

ˆ

1 `
log t

2s

˙˙

,

1 ` ε`,σpt, δq “ W´1

ˆ

1 `
2p1 ` η1q

t

ˆ

log

ˆ

6|S|ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` η1q

˙˙˙

´
1

t
,

1 ´ ε´,σpt, δq “ W 0

ˆ

1 `
2p1 ` η0q

t

ˆ

log

ˆ

6|S|ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` η0q

˙˙˙

´
1

t
.

For all a P rKs and t ě tapδq, let iaptq “ tlogγ Nt,au and t̄a “ inf tt | Nt,a ě iaptqu,

µ˘,t,a “ µt̄a,a ˘ 2σt̄a,a

d

εµpNt̄a,a, δq

1 ´ ε´,σpNt̄a,a ´ 1, δq
, σ2˘,t,a “ σ2t̄a,a

1 ˘ ε˘,σpNt̄a,a ´ 1, δq

1 ¯ ε¯,σpNt̄a,a ´ 1, δq
,

µ2``,t,a “ maxµ2˘,t,a , Rt,apδq “
σ3`,t,af`

`

gpσ2`,t,a, µ
2
``,t,aq

˘

σ3´,t,af´

`

gpσ2´,t,a, µ
2
``,t,aq

˘ ,

where f˘pxq “
1˘

?
1´x?
x

and gpx, yq “ 2x
px`2y` 1

2
q2

. Then, with probability 1 ´ δ, for all t ě

maxaPS tapδq,
ÿ

aPS
Nt,aKLppµt,a, σ

2
t,aq, pµa, σ

2
aqq

ď 2|S|W´1

˜

1 `
log 2ζpsq|S|

δ

2|S|
`

s

2|S|

ÿ

aPS
logp1 ` logγ Nt,aq `

1

|S|

ÿ

aPS
log pγRt,apδqq

¸

.

For all a P S , the stochastic initial time is defined as

tapδq “ inf

"

t | Nt,a ą 1 ` max

"

t˘pδq, e
1`W0

´

2p1`η0q

e

´

log
´

6|S|ζpsq

δ

¯

`s log
´

1`
logpNt,a´1q

logp1`η0q

¯¯

´e´1
¯**

.

(16)

where logpt´pδqq “ s

log
´

6|S|ζpsq

δ

¯ ´ logp1`η0q and logpt`pδqq “ s

log
´

6|S|ζpsq

δ

¯

´ 1
2p1`η1q

´ logp1`η1q.

As W0pxq P r´1,`8q, t ě tapδq implies that Nt,a ą 2. Numerically, we always observed
max t˘pδq ă 2.

The distribution family D of Gaussian distributions with positive variance is an exponential
family, with natural parameter domain ΘD “ R ˆ R‹

´ and log-partition function ϕpθq “ ´
θ21
4θ2

´
1
2 logp´2θ2q. The distribution with mean x and variance v corresponds to natural parameters
pxv ,´

1
2v q. The distribution with natural parameter θa has mean µa “ ´

θa,1
2θa,2

and variance σ2a “

´ 1
2θa,2

. With those correspondences, we get ϕpθaq “
µ2
a

2σ2
a

` log σa and ∇ϕpθaq “ pµa, µ
2
a ` σ2aq.

The domain ∇ϕpΘDq is the set tpx, yq P R2 | y ą x2u. Finally, the sufficient statistic for that
exponential family is F pXq “ pX,X2q. Indeed we have

dνµa,σ2
a
pxq “

1
?
2π
e´px´µaq2{2σ2

a “
1

?
2π
eθ

J
a px,x2q´ϕpθaq .
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We define the estimator Ft,a “ 1
Nt,a

řt
s“1 F pXsq1tas “ au “ pµt,a, µ

2
t,a ` σ2t,aq. When

σ2t,a ą 0, Ft,a belongs to ∇ϕpΘDq and the maximum likelihood estimator for θa in R ˆ R‹
´ is well

defined: it is θt,a
def
“ ∇ϕ´1pFt,aq. With probability 1, we have σ2t,a ą 0 if and only ifNt,a ą 1. That

maximum likelihood estimator (MLE) has mean µt,a and variance σ2t,a. Therefore, the condition
FNt,a,a P ∇ϕapΘD,aq will be satisfied almost surely if and only if Nt,a ą 1.

Preliminary concentration We will need non-increasing sequence of convex sets AapNt,a, δq

containing 0 such that with probability 1 ´ δ, for all t greater than an initial time t0pδq, the MLE
θt,a belongs to θa `AapNt,a, δq. Thanks to Lemma 44, the problem is reduced to the task of finding
intervals for the mean and variance. The non-increasingness of the sequence of convex sets will
be a direct consequence of the monotonicity of the bounds defining the rectangles rµ´,a, µ`,as ˆ

rσ2´,a, σ
2
`,as for all a P S (Lemma 46).

Lemma 44 A rectangle in mean and variance space maps to a (convex) trapeze in natural pa-
rameter space. That is, for σ2´ ą 0 the set rµ´, µ`s ˆ rσ2´, σ

2
`s represents the same distri-

butions as the natural parameters tθ̃ P ΘD | θ̃2 P r´ 1
2σ̃2

´

,´ 1
2σ̃2

`

s, θ̃1
θ̃2

P r´2µ̃`,´2µ̃´su. If

pµ, σ2q P rµ´, µ`s ˆ rσ2´, σ
2
`s, it rewrites as θ `A, where A is a (convex) trapeze containing 02.

Proof Given pµ̃, σ̃2q, the associated natural parameter is θ̃ “

´

µ̃
σ̃2 ,´

1
2σ̃2

¯

. In particular, for θ “

pµ, σ2q, we define A to be the following trapeze in the natural parameter space

θ `A
def
“

!

θ̃ | pµ̃, σ̃2q P rµ´, µ`s ˆ rσ2´, σ
2
`s

)

“

"

θ̃ | θ̃2 P

„

´
1

2σ2´
,´

1

2σ2`

ȷ

, θ̃1 P

”

´2µ´θ̃2,´2µ`θ̃2

ı

*

.

where the second equality uses that θ̃2 ă 0. Since convexity is preserved by translation, A is
convex if and only if θ `A is convex, which is direct by considering the last expression. Likewise,
A is a trapeze since θ ` A and geometry is preserved by translation. By assumption, we have
pµ, σ2q P rµ´, µ`s ˆ rσ2´, σ

2
`s. Therefore, θ P θ ` A, in other words A contains 02. Note that

A Ă

”

µ´

σ2
`

, µ`

σ2
´

ı

ˆ

”

´ 1
2σ2

´

,´ 1
2σ2

`

ı

.

Combining the time-uniform concentration inequalities for the mean (Lemma 28) and the vari-
ance (Corollary 26) derived in Appendix E, a direct union bound yields that with probability at least
1 ´ δ

2 , for all a P S and all t ě tapδq

σ2a p1 ´ ε´,σpNt,a ´ 1, δqq ď σ2t,a ď σ2a p1 ` ε`,σpNt,a ´ 1, δqq ,

|µt,a ´ µa| ď σa

b

εµpNt,a, δq ,
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where, abusing notations compared to Lemma 5 (re-scaling of δ),

tapδq “ inf

"

t | Nt,a ą 1 ` e
1`W0

´

2p1`η0q

e

´

log
´

6|S|ζpsq

δ

¯

`s log
´

1`
logpNt,a´1q

logp1`η0q

¯¯

´e´1
¯*

,

εµpt, δq “
1

t
W´1

ˆ

1 ` 2 log

ˆ

6|S|ζpsq

δ

˙

` 2s` 2s log

ˆ

1 `
log t

2s

˙˙

,

1 ` ε`,σpt, δq “ W´1

ˆ

1 `
2p1 ` η1q

t

ˆ

log

ˆ

6|S|ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` η1q

˙˙˙

´
1

t
,

1 ´ ε´,σpt, δq “ W 0

ˆ

1 `
2p1 ` η0q

t

ˆ

log

ˆ

6|S|ζpsq

δ

˙

` s log

ˆ

1 `
logptq

logp1 ` η0q

˙˙˙

´
1

t
.

Note that t ě tapδq implies that σ2t,a ą 0 and Nt,a ą 2 hence FNt,a,a P ∇ϕapΘD,aq. Defining

µ˘,t,a “ µa ˘ σa

b

εµpNt,a, δq and σ2˘,t,a “ σ2a p1 ˘ ε˘,σpNt,a ´ 1, δqq ,

we have obtain non-decreasing sequences µ´,t,a and σ2´,t,a, and non-increasing sequences µ`,t,a

and σ2`,t,a, such that with probability 1 ´ δ
2 , for all a P S and all t ě tapδq,

pµa, σ
2
aq P rµ´,t,a, µ`,t,as ˆ rσ2´,t,a, σ

2
`,t,as and pµt,a, σ

2
t,aq P rµ´,t,a, µ`,t,as ˆ rσ2´,t,a, σ

2
`,t,as .

For all a P S , applying Lemma 44 on this non-increasing sequence of rectangles yield a se-
quence of non-increasing convex sets containing 02, denoted by pAapn, δqqnPN, such that θa P

θa `Aapn, δq. By construction, we have with probability 1 ´ δ
2 , for all a P S and all t ě tapδq,

θt,a P θa `AapNt,a, δq .

This concludes the construction of the preliminary concentration sets used to apply Theorem 42.
Doing a union bound (splitting δ in two) and restricting to t ě maxaPS tapδq, we obtain that with
probability 1 ´ δ, for all t ě maxaPS tapδq,
ÿ

aPS
Nt,aKLppµt,a, σ

2
t,aq, pµa, σ

2
aqq

ď 2|S|W´1

˜

1 `
log 2ζpsq|S|

δ

2|S|
`

s

2|S|

ÿ

aPS
logp1 ` logγ Nt,aq `

1

|S|

ÿ

aPS
log

ˆ

γ
λ`,apniaptq, δq

λ´,apniaptq, δq

˙

¸

.

where we used that dϕapθa, θNt,a,aq “ KLppµt,a, σ
2
t,aq, pµa, σ

2
aqq.

Controlling the eigenvalues While the above is enough to obtain a concentration result, the ratio
λ`,apniaptq,δq

λ´,apniaptq,δq
cannot be computed since it depends on pµ, σ2q. To circumvent this issue, we derive

an upper bound on this unknown quantity, which will yield a valid concentration inequality.
Upper bounding this quantity might be done by considering a larger rectangle containing the

one used to apply Theorem 42, which can be done by chaining the concentration to replace pµa, σ
2
aq

by pµt,a, σ
2
t,aq. Defining

µ̄˘,t,a “ µt,a ˘ 2σt,a

d

εµpNt,a, δq

1 ´ ε´,σpNt,a ´ 1, δq
and σ̄2˘,t,a “ σ2t,a

1 ˘ ε˘,σpNt,a ´ 1, δq

1 ¯ ε¯,σpNt,a ´ 1, δq
,
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we have by direct manipulations that

rµ´,t,a, µ`,t,as ˆ rσ2´,t,a, σ
2
`,t,as Ă rµ̄´,t,a, µ̄`,t,as ˆ rσ̄2´,t,a, σ̄

2
`,t,as .

By Lemma 44, there is also inclusion of the associated trapeze in the natural space parameters,
hence implying the following ordering of the eigenvalues

λ´,apniaptq, δq ě λ̄´,apniaptq, δq and λ`,apniaptq, δq ď λ̄`,apniaptq, δq .

Lemma 45 provides a control on the eigenvalues λ` and λ´ in the case of Gaussian distributions
based on the trapeze obtained in Lemma 44.

Lemma 45 Let µ´ and µ` be real values such that µ´ ă µ`. Let σ2´ and σ2` be real values such
that 0 ă σ2´ ă σ2`. Let Θ be the trapeze corresponding to that set in natural parameter space (see
Lemma 44). The minimal and maximal eigenvalues of ∇2ϕpλq on Θ are

λ´ ě
?
2σ3´f´

`

gpσ2´, µ
2
``q

˘

, λ` ď
?
2σ3`f`

`

gpσ2`, µ
2
``q

˘

,

where µ2`` “ maxtµ2´, µ
2
`u, f˘pxq “

1˘
?
1´x?
x

and gpx, yq “ 2x
px`2y` 1

2
q2

.

Proof Recall that ϕpθq “ ´
θ21
4θ2

´ 1
2 logp´2θ2q, therefore we obtain

∇ϕpθq “

»

–

´ θ1
2θ2

´

θ1
2θ2

¯2
´ 1

2θ2

fi

fl and ∇2ϕpθq “
1

2θ22

«

´θ2 θ1

θ1 1 ´
θ21
θ2

ff

.

Computing the eigenvalues of ∇ϕpθq, we have λ´pθqI2 ď ∇2ϕpθq ď λ`pθqI2 for all θ P ΘD,
where the values of the eigenvalues expressed with the mean parameters are

λ˘pθq “ σ2

¨

˝σ2 ` 2µ2 `
1

2
˘

d

ˆ

σ2 ` 2µ2 `
1

2

˙2

´ 2σ2

˛

‚ .

Note that
`

σ2 ` 2µ2 ` 1
2

˘2
´ 2σ2 ě 0 ðñ pσ2q2 ` p4µ2 ´ 1qσ2 ` p2µ2 ` 1

2q2. Since p4µ2 ´

1q2 ´ 4p2µ2 ` 1
2q2 “ ´16µ2 ď 0, we have

`

σ2 ` 2µ2 ` 1
2

˘2
´ 2σ2 ě 0.

Defining f˘pxq “
1˘

?
1´x?
x

and gpx, yq “ 2x
px`2y` 1

2
q2

, we have, for all θ̃ P θ `A,

λ˘pθ̃q “ σ̃2

¨

˝σ̃2 ` 2µ̃2 `
1

2
˘

d

ˆ

σ̃2 ` 2µ̃2 `
1

2

˙2

´ 2σ̃2

˛

‚“
?
2σ̃3f˘

`

gpσ̃2, µ̃2q
˘

.

Direct computations yield, for all x P p0, 1q

f 1
`pxq “ ´

1 `
?
1 ´ x

2x
a

xp1 ´ xq
ă 0 and f 1

´pxq “
1 ´

?
1 ´ x

2x
a

xp1 ´ xq
ą 0 ,
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hence f` is decreasing on p0, 1q and f´ is increasing on p0, 1q. For all px, yq P R` ˆ R`

Bygpx, yq “ ´
8x

px` 2y ` 1
2q3

ď 0 ,

hence y ÞÑ gpx, yq is decreasing for all x P R`. Let µ2`` “ maxtµ2´, µ
2
`u. By composition rule

and λ˘pθ̃q “
?
2σ̃3f˘

`

gpσ̃2, µ̃2q
˘

, we obtain that: for all θ̃ P θ `Apn, δq

λ`pθ̃q ď
?
2σ̃3f`

`

gpσ̃2, µ2``q
˘

and λ´pθ̃q ě
?
2σ̃3f´

`

gpσ̃2, µ2``q
˘

.

To show that σ̃2 ÞÑ σ̃3f`

`

gpσ̃2, µ2``q
˘

and σ̃2 ÞÑ σ̃3f´

`

gpσ̃2, µ2``q
˘

are increasing on
R`, we use σ̃3f˘

`

gpσ̃2, µ2``q
˘

“ σ̃2f2µ2
``` 1

2
,˘pσ̃2q “ ha,˘pσ̃2q where fa,˘pxq “ x ` a ˘

b

px` aq
2

´ 2x ě 0 and ha,˘pxq “ xfa,˘pxq. Since h1
a,˘pxq “ fa,˘pxq ` xf 1

a,˘pxq and
fa,˘pxq ě 0, having f 1

a,˘pxq ě 0 on R` is sufficient to conclude that h1
a,˘pxq ě 0 on R`.

Therefore, a sufficient condition to conclude is to show that fa,˘ is increasing on R`.

f 1
a,˘pxq “ 1 ˘

x` a´ 1
a

px` aq2 ´ 2x

When x` a´ 1 ě 0, we have directly f 1
a,`pxq ě 0. Moreover,

f 1
a,´pxq ě 0 ðñ 1 ě

x` a´ 1
a

px` aq2 ´ 2x
ðñ 0 ě 1 ´ 2a

Since 1 ´ 2a “ ´2µ2``, we can conclude that f 1
a,´pxq ě 0.

When x` a´ 1 ă 0, we have directly f 1
a,´pxq ě 0. Moreover,

f 1
a,`pxq ě 0 ðñ 1 ě ´

x` a´ 1
a

px` aq2 ´ 2x
ðñ 0 ě 1 ´ 2a

Since 1 ´ 2a “ ´2µ2``, we can conclude that f 1
a,´pxq ě 0.

Lemma 45 and using the above arguments concludes the proof of Theorem 43.

Monotonicity of the preliminary concentration The non-increasingness of the sequence of con-
vex sets is obtained by monotonicity of the bounds of the rectangles rµ´,a, µ`,as ˆ rσ2´,a, σ

2
`,as for

all a P S. Given their definitions, it is sufficient to show that the functions t ÞÑ εµpt, δq and
t ÞÑ ε˘,σpt, δq are decreasing. This is shown in Lemma 46. The conditions on the initial time to
have monotonicity are quite mild since t˘pδq ă 1 after a relatively mild condition on δ. Depending
on the choice of p|S|, s, η0, η1q, it can even hold for all δ P p0, 1s. Numerically, for any practical
choices of parameters, we always had t˘pδq ă 2. Since t ě tapδq implies that Nt,a ě 2, the
condition Nt,a ě t˘pδq is milder.

Lemma 46 Let δ P p0, 1s. The function t ÞÑ εµpt, δq is decreasing on r1,`8q. There exists t`pδq

such that the function t ÞÑ ε˘,σpt, δq is decreasing on rt`pδq,`8q. In particular, t´pδq ď 1 if and

only if δ ď 6|S|ζpsqe
´ s

logp1`η0q and t`pδq ď 1 if and only if δ ď 6|S|ζpsqe
´ s

logp1`η1q
´ 1

2p1`η1q .
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Proof Let δ P p0, 1s. Recall that W 1

ipxq “ 1
1´ 1

Wipxq

for all x ą 1 and i P t´1, 0u (Lemma 75).

Decreasing εµ. Let fptq “ 2s log
´

1 `
log t
2s

¯

and c “ 1 ` 2 log
´

6|S|ζpsq

δ

¯

` 2s. Since s ą 1 and
6|S|ζpsq

δ ą 1, we have c ą 3. Directly, we have f 1ptq “ 1
t

1

1`
log t
2s

. Then, by composition of the

derivatives, we obtain

t2
Bεµpt, δq

Bt
“

1 ´

´

1 `
log t
2s

¯

`

W´1 pc` fptqq ´ 1
˘

´

1 `
log t
2s

¯´

1 ´ 1
W´1pc`fptqq

¯ .

Since t ě 1 and W´1 pc` fptqq ą 1, we have

Bεµpt, δq

Bt
ă 0 ðñ

ˆ

1 `
log t

2s

˙

`

W´1 pc` fptqq ´ 1
˘

ą 1

ðñ
log t

2s
ą

1

W´1 pc` fptqq ´ 1
´ 1 .

Using that fptq ě 0 for all t ě 1, c ą 3 and W´1pxq ą x, we obtain

1

W´1 pc` fptqq ´ 1
´ 1 ď ´

1

2
ă 0 ď

log t

2s
.

Therefore, we have shown that t ÞÑ εµpt, δq is decreasing on r1,`8q for all δ P p0, 1s.
Decreasing ε˘,σ. Let pi`, i´q “ p´1, 0q and pη`, η´q “ pη1, η0q. Let a˘ “ 2p1 ` η˘q, b “

log
´

6|S|ζpsq

δ

¯

, f˘ptq “ s log
´

1 `
log t

logp1`η˘q

¯

and g˘ptq “
b`f˘ptq

t . Directly, we have

f 1
˘ptq “

1

t

s

logp1 ` η˘q ` log t
and g1

˘ptq “
tf 1

˘ptq ´ pb` f˘ptqq

t2
.

Then, by composition of the derivatives, we obtain

˘t2
Bε˘,σpt, δq

Bt
“
W i˘

p1 ` a˘g˘ptqq
`

1 ´ a˘

`

b` f˘ptq ´ tf 1
˘ptq

˘˘

´ 1

1 ´W i˘
p1 ` a˘g˘ptqq

.

Since t ě 1, W´1 p1 ` a`g`ptqq ą 1 and W 0 p1 ` a´g´ptqq ă 1, we have

Bε˘,σpt, δq

Bt
ă 0 ðñ a˘

`

b` f˘ptq ´ tf 1
˘ptq

˘

ą 1 ´
1

W i˘
p1 ` a˘g˘ptqq

ðù a˘

ˆ

b´
s

logp1 ` η˘q ` log t

˙

ě 1 ´
1

W i˘
p1 ` a˘g˘ptqq

,
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where the sufficient condition is obtained by noting that f˘ptq ą 0 for t ą 1. Using that W 0p1 `

xq P p0, 1q and that W´1p1 ` xq ą 1, we can obtain further sufficient conditions

Bε`,σpt, δq

Bt
ă 0 ðù log

ˆ

6|S|ζpsq

δ

˙

ě
1

2p1 ` η1q
`

s

logp1 ` η1q ` log t

ðñ t ě t`pδq “ exp

¨

˝

s

log
´

6|S|ζpsq

δ

¯

´ 1
2p1`η1q

´ logp1 ` η1q

˛

‚ ,

Bε´,σpt, δq

Bt
ă 0 ðù t ě t´pδq “ exp

¨

˝

s

log
´

6|S|ζpsq

δ

¯ ´ logp1 ` η0q

˛

‚ .

Appendix G. Thresholds

After leveraging the link between the GLR and the EV-GLR statistics (Lemma 47) and showing how
to calibrate δ-correct thresholds (Lemma 48), we derive several δ-correct family of thresholds with
increasing complexities both theoretically and numerically: Student thresholds (Appendix G.1), box
thresholds (Appendix G.2), KL thresholds (Appendix G.3) and BoB thresholds (Appendix G.4). In
Appendix G.5, we study whether the derived family of thresholds is asymptotically tight.

Thresholds Relationship Lemma 47 shows that the relationship between the GLR and the EV-
GLR statistics (Lemma 16) allows to obtain δ-correct thresholds for the EV-GLR stopping rule by
using the ones obtained for GLR stopping rule, and vice-versa.

Lemma 47 Let pca,bqpa,bqPrKs2 be a family of thresholds.
If pca,bqpa,bqPrKs2 ensures δ-correctness of the EV-GLR stopping rule, then it ensures δ-correctness

of the GLR stopping rule.

Let Cbpµt, σ
2
t q “

pµt,ât
´µt,bq2

mintσ2
t,ât

,σ2
t,bu

. If pca,bqpa,bqPrKs2 ensures δ-correctness of the GLR stopping

rule, then pc̃a,bqpa,bqPrKs2 ensures δ-correctness of the EV-GLR stopping rule, where c̃a,bpNt, δq “

Cbpµt,σ2
t q

logp1`Cbpµt,σ2
t qq
ca,bpNt, δq.

Proof Using Lemma 16, we have the following inequalities between the statistics involved in the
GLR and EV-GLR stopping rules

ZEV
a ptq ě Zaptq ě

log
`

1 ` Capµt, σ
2
t q
˘

Capµt, σ2t q
ZEV
a ptq .

Let pca,bqpa,bqPrKs2 a family of thresholds ensuring δ-correctness of τEV
δ . We show by inclusion

of event that pca,bqpa,bqPrKs2 is a family of thresholds ensuring δ-correctness of τδ.

tτδ ă `8, âτδ ‰ a‹u “ tDt P N, @a ‰ ât, Zaptq ą cât,apNt, δq, ât ‰ a‹u

Ď
␣

Dt P N, @a ‰ ât, Z
EV
a ptq ą cât,apNt, δq, ât ‰ a‹

(

The exact same argument can be used to show the second statement.
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Calibration by concentration Lemma 48 gives the terms to concentrate to ensure δ-correctness.
Due to the structure of the identification problem which doesn’t involve the variance, two distance
metrics can be used as starting point for the GLR stopping rule. They both rely on a weighted sum
of the per-arm KL divergences between the current estimator and an unknown parameter pµ, σ̃2t q.
While the choice σ̃2t “ σ2 seems natural in (9), it doesn’t fully leverage the BAI structure. This can
be done in (6) by choosing σ̃2t “ σ2t ` pµt ´ µq2, which yields smaller thresholds.

Lemma 48 If with probability 1 ´ δ, for all t P N and for all a ‰ a‹pµq,

ÿ

bPta,a‹pµqu

Nt,b

2
log

˜

1 `
pµt,b ´ µbq

2

σ2t,b

¸

ď ca,a‹pµqpNt, δq ,

then the GLR stopping rule using the family of thresholds pcb,aqpb,aqPrKs2 is δ-correct on DK .
If with probability 1 ´ δ, for all t P N and for all a ‰ a‹pµq,

ÿ

bPta,a‹pµqu

Nt,bKLppµt,b, σ
2
t,bq, pµb, σ

2
b qq ď ca,a‹pµqpNt, δq ,

then the GLR stopping rule using the family of thresholds pcb,aqpb,aqPrKs2 is δ-correct on DK .
If with probability 1 ´ δ, for all t P N and for all a ‰ a‹pµq,

ÿ

bPta,a‹pµqu

Nt,b
pµt,b ´ µbq

2

2σ2t,b
ď ca,a‹pµqpNt, δq , (17)

then the EV-GLR stopping rule using the family of thresholds pcb,aqpb,aqPrKs2 is δ-correct on DK .

Proof Let ât “ ât and a‹ “ a‹pµq. Using Lemma 15, the stopping time (4) for the GLR stopping
rule involves the statistics

Zaptq “ inf
pλ,κ2q:λaěλât

ÿ

bPta,âtu

Nt,bKLppµt,b, σ
2
t,bq, pλb, κ

2
bqq

“ inf
pλ,κ2q:λaěλât

ÿ

bPta,âtu

Nt,b

2
log

˜

1 `
pµt,b ´ λbq

2

σ2t,b

¸

.

Then, by definition,

P pτδ ă `8, âτδ ‰ a‹q ď P pDt P N, Da ‰ a‹, a “ ât, @c ‰ a, Zcptq ą ca,cpNt, δqq .

Since a valid choice is c “ a‹ and λ “ µ, we obtain

P pτδ ă `8, âτδ ‰ a‹q

ď

$

’

&

’

%

P
´

Dt P N, Da ‰ a‹,
ř

bPta‹,au Nt,bKLppµt,b, σ
2
t,bq, pµb, σ

2
b qq ą ca,a‹pNt, δq

¯

P
ˆ

Dt P N, Da ‰ a‹,
ř

bPta‹,au

Nt,b

2 log

ˆ

1 `
pµt,b´µbq2

σ2
t,b

˙

ą ca,a‹pNt, δq

˙

.

The concentration assumptions yield δ-correctness of the first two family of thresholds. The
proof for the EV-GLR stopping rule is identical to the one for the GLR stopping rule except that it
uses the statistics ZEV

a ptq.
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G.1. Student Thresholds

Lemma 49 gives the family of Student thresholds.

Lemma 49 Let s ą 1 and ζ be the Riemann ζ function. Let a family of thresholds ca,bpNt, δq

with value `8 if t ă maxcPta,bu t
S
cpδq and otherwise cS

a,bpNt, δq “ max
␣

βSpNt,a, δq, βSpNt,b, δq
(

.
Taking

βSpt, δq “ t log

˜

1 `
1

t´ 1
Q

ˆ

1 ´
δ

4pK ´ 1qζpsqts
; Tt´1

˙2
¸

(18)

yields a δ-correct family of thresholds for the GLR stopping rule. The stochastic initial times are

@a P rKs, tSapδq
def
“ inf

#

t P N | Nt,a ě max

#

2,

ˆ

δ

4pK ´ 1qζpsq

˙1{s
++

. (19)

Proof Let s ą 1 and ζ be the Riemann ζ function. Let Tn denotes the Student distribution with n
degrees of freedom and Q its quantile function. We define a threshold ca,bpNt, δq with value `8 if
t ă maxcPta,bu tcpδq and otherwise ca,bpNt, δq “ max tcpNt,a, δq, cpNt,b, δqu.

Using Lemma 48, δ-correctness of the family of thresholds can be obtained directly by upper
bounding (6). An initial time condition t ě maxcPta,bu tcpδq is necessary for the threshold pca,bqa,b
to be defined since they involve the quantiles of Student distribution. We obtain

tapδq
def
“ inf

#

t P N | Nt,a ě max

#

2,

ˆ

δ

4pK ´ 1qζpsq

˙1{s
++

.

Let a‹ “ a‹pµq. A simple approach to control the sum of two terms is to control each term
individually. Each individual term is a function of µt,a´µa

b

σ̃2
t,a{Nt,a

which has a Student distribution,

where σ̃2t,a “
Nt,a

Nt,a´1σ
2
t,a is the unbiased variance. Let µ̂t be the empirical mean of t standard

Gaussian, σ̂2t “ 1
t

řt
s“1 pXs ´ µ̂tq

2 is the empirical variance and σ̃2t “ t
t´1 σ̂

2
t is its unbaised

version. Using a union bound and the fact that µ̂t?
σ̃2
t {t

„ Tt´1 we obtain

P

˜

Dt ě t̃0pδq :
µ̂t

a

σ̃2t {t
ą c̃pt, δq

¸

ď
ÿ

tět0pδq

P

˜

µ̂t
a

σ̃2t {t
ą c̃pt, δq

¸

ď
δ

4pK ´ 1q

where c̃pt, δq “ Q
´

1 ´ δ
4pK´1qζpsqts ; Tt´1

¯

. Using this result, direct computations yield that

P

¨

˝Dt ě t0pδq : Da ‰ a‹,
ÿ

bPta,a‹u

Nt,b

2
log

˜

1 `
pµt,b ´ µbq

2

σ2t,b

¸

ą max
bPta,a‹u

cpNt,b, δq

˛

‚

ď P

˜

Dt ě t0pδq : Da ‰ a‹, Db P ta, a‹u, Nt,b log

˜

1 `
pµt,b ´ µbq

2

σ2t,b

¸

ą cpNt,b, δq

¸

ď 2pK ´ 1qP
ˆ

Dt ě t̃0pδq : t log

ˆ

1 `
t

t´ 1

µ̂2t
σ̃2t

˙

ą cpt, δq

˙

ď 4pK ´ 1qP

˜

Dt ě t̃0pδq :
µ̂t

a

σ̃2t {t
ą

d

pt´ 1q

ˆ

exp

ˆ

cpt, δq

t

˙

´ 1

˙

¸

ď δ
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where the last equation is obtained by choice of the stopping threshold

cpt, δq “ t log

˜

1 `
1

t´ 1
Q

ˆ

1 ´
δ

4pK ´ 1qζpsqts
; Tt´1

˙2
¸

. (20)

Since it satisfies the hypothesis of Lemma 48, this yields the desired result.

EV-GLR stopping rule Up to a log-transform the same arguments yield a family of thresholds
for the EV-GLR stopping rule. The proof of Lemma 50 is omitted since it is almost identical to the
above.

Lemma 50 Let s ą 1 and ζ be the Riemann ζ function. Let ptaqaPrKs as in (19). We de-
fine a threshold ca,bpNt, δq with value `8 if t ă maxcPta,bu tcpδq and otherwise ca,bpNt, δq “

max tcpNt,a, δq, cpNt,b, δqu. Taking

cpt, δq “
t

t´ 1
Q

ˆ

1 ´
δ

4pK ´ 1qζpsqts
; Tt´1

˙2

(21)

yields a δ-correct family of thresholds for the EV-GLR stopping rule.

G.2. Box Thresholds

Before presenting the counterparts for the EV-GLR stopping rule, we first present the proof of
Lemma 5.
Proof Let a ‰ a‹ “ a‹pµq. Using Lemma 48, we only need to exhibit threshold ensuring the re-
quired concentration behavior. One way of obtaining such an upper bound is to maximize the above
quantities under constraints obtained by our concentration results. The form of the optimization is
independent of the considered pair of arms ta, a‹pµqu and of the time t (omitted in the following).

As we will see it only depends on yb “
pµt,b´µbq2

σ2
t,b

and xb “
σ2
t,b

σ2
b

.

We can show that the family of thresholds in (7) is the solutions of an optimization problem.
Let C,D P pR‹

`q2 and N P pN‹q2,

maximize
ÿ

bPt1,2u

Nb

2
log p1 ` ybq

such that @b P t1, 2u, yb ě 0, xbyb ď Cb, xb ě Db .

Since y ÞÑ log p1 ` yq is concave and increasing, y ÞÑ
ř

bPt1,2u Nb log p1 ` ybq is concave and
increasing in each of its coordinates. Since the constraints and the objective are separate between
each coordinate, the maximum is achieved at Cb

Db
and as value

ÿ

bPt1,2u

Nb

2
log

ˆ

1 `
Cb

Db

˙

.

To obtain the family of thresholds as in (7), we simply need to use concentration results to specify
the constraints Cb and Db, which differ depending on the considered pair of arms ta, a‹pµqu and of
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the time t. This can be done by combining the lower tail concentration on the empirical variance
(Corollary 26) and the upper and lower tail concentration of the empirical mean (Lemma 28). By
direct union bound, we have with probability greater than 1 ´ δ

K´1 , for all b P ta, a‹u and all
t ě maxbPta,a‹u tbpδq,

pµt,b ´ µbq
2 ď σ2bεµpNt,b, δq ,

σ2t,b ě σ2b p1 ´ ε´,σpNt,b ´ 1, δqq .

where εµ, ε´,σ and tb are defined as in Lemma 5. Using Lemma 75, this initial time condition
ensures that 1 ´ ε´,σpNt,b ´ 1, δq ą 0. Since W 0 has values in p0, 1q, we obtain that ε´,σpt, δq P

p0, 1q. Taking a union bound over a ‰ a‹ concludes the proof.

EV-GLR stopping rule Up to a log-transform the same arguments yield a family of thresholds
for the EV-GLR stopping rule (Lemma 50). The proof of Lemma 51 is omitted since it is almost
identical to the above.

Lemma 51 Let εµ, ε´,σ and ptaqaPrKs as in Lemma 5. We define a threshold ca,bpNt, δq with value
`8 if t ă maxcPta,bu tcpδq and otherwise

ca,bpNt, δq “
ÿ

cPta,bu

Nt,cεµpNt,c, δq

2p1 ´ ε´,σpNt,c ´ 1, δqq
. (22)

This yields a δ-correct family of thresholds for the EV-GLR stopping rule.

G.3. KL Thresholds

Thanks to Lemma 48, it is sufficient to concentrate the summed KL divergence. Let a‹ “ a‹pµq.
This can be done by Theorem 43 with S “ ta, a‹u for all a ‰ a‹ (and taking a bound over those
K ´ 1 terms). For all a P rKs, the additional initial time condition to obtain monotonicity rewrites

tapδq “ inf

$

&

%

t | Nt,a ą 1 ` max

$

&

%

e
s{ log

´

12pK´1qζpsq

δ

¯

1 ` η0
,
e
s{

´

log
´

12pK´1qζpsq

δ

¯

´ 1
2p1`η1q

¯

1 ` η1

,

.

-

,

.

-

.

Numerically, we always observed that this was satisfied after initialization. Therefore, those terms
have no impact.

G.4. BoB Thresholds

In Appendix G.2, we saw how to calibrate stopping threshold based on an optimization problem
using concentration constraints. Modifying the optimization problem therein, we can leverage The-
orem 6 by adding a constraint. While this argument requires doing the union bound over two
concentration results (hence considering δ{2), the added constraint can result in a smaller stopping
threshold (hence faster stopping).

With our notations, for b P t1, 2u, the KL divergence rewrites as KLppµt,b, σ
2
t,bq, pµb, σ

2
b qq “

1
2fpxb, ybq with fpx, yq “ p1 ` yqx ´ 1 ´ logpxq. Since ∇2fpx, yq “

„

x´2 1
1 0

ȷ

is a positive
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semi-definite matrix on pR‹
`q2, f is a convex function of pR‹

`q2. Let E ą 0. The KL constraint
from Theorem 6 is convex and can be expressed as

ÿ

bPt1,2u

Nb

2
f pxb, ybq ď E .

Since this constraint mixes the two coordinates, we can’t conclude by using the separation ar-
guments. To our knowledge, there is no closed form solution for the resulting optimization problem

maximize
ÿ

bPt1,2u

Nb

2
log p1 ` ybq

such that @b P t1, 2u, yb ě 0, xbyb ď Cb, xb ě Db ,

and
ÿ

bPt1,2u

Nb

2
f pxb, ybq ď E .

However, as a maximization of a concave function under linear and convex inequalities, we can
solve it numerically. Corollary 7 is a direct consequence of the above manipulations and an union
bound over concentration result.

EV-GLR stopping rule The same ideas lead to Corollary 52, which optimizes a different function
under the same constraints. The resulting optimization problem is computationally faster since the
objective is linear. The proof of Corollary 52 is omitted since it is almost identical to the above.

Corollary 52 Let fpx, yq “ p1 ` yqx ´ 1 ´ logpxq for all px, yq P pR‹
`q2. Let ptaqaPrKs in (8),

εµ, ε´,σ as in Lemma 5 and pcKL
b,a qb,aPrKs in (10). The family of thresholds ca,bpNt, δq with value

`8 if t ă maxcPta,bu tcpδ{6q and otherwise solution of the optimization problem

maximize
1

2

ÿ

cPta,bu

Nt,cyc

such that @c P ta, bu, yc ě 0, xcyc ď εµpNt,c, δ{2q, xc ě 1 ´ ε´,σpNt,c ´ 1, δ{2q ,

and
1

2

ÿ

cPta,bu

Nt,cf pxc, ycq ď cKL
b,a pNt, δ{2q

yields a δ-correct family of thresholds for the EV-GLR stopping rule.

G.5. Asymptotically Tight Thresholds

Among the class of δ-correct family of thresholds for the GLR stopping rule, Theorem 9 suggests
we should select the asymptotically tight ones since they yield an asymptotically optimal algorithm.

As observed empirically in Figure 1(a), the Student and the box thresholds are not asymp-
totically tight since their slope in log

`

1
δ

˘

is higher than the ones of the KL and BoB thresholds.
Theoretically, the arguments used in the proofs also justify why they couldn’t reach the log

`

1
δ

˘

. For
the Student threshold, it comes from the fact that we consider the inequality tpIq ` pIIq ą 2βu Ă

tpIq ą βu Y tpIIq ą βu, hence we could at most reach 2 log
`

1
δ

˘

. For the box threshold, it comes
from the fact that we concentrate the term of each arm individually as well, hence we could also
reach at most 2 log

`

1
δ

˘

(higher in practice).
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EV-GLR stopping rule Similar arguments could be used to study the log
`

1
δ

˘

-dependency of the
families of thresholds derived for the EV-GLR stopping rule. However, since they are δ-correct,
they can’t be asymptotically tight. Otherwise, the Theorem 9 will contradict the asymptotic lower
bound on the expected sample complexity as T ‹

σ2pµq ă T ‹pµ, σ2q (Lemma 4).

KL and BoB thresholds In order to hope to achieve the log
`

1
δ

˘

dependency one should concen-
trate the whole sum, as done for the KL threshold. Since log p1 ` yq “ infxą0 f px, yq, the KL
constraint is also an upper bound on the solution of the optimization problem, i.e. the BoB thresh-
olds are smaller than the KL thresholds cKL

b,a pNt, δ{2q, hence they inherit their log
`

1
δ

˘

dependency.
Therefore, to show the asymptotically tightness of both the KL and the BoB thresholds, we only
need to study the KL family of thresholds. This result is established in Lemma 53.

Lemma 53 The KL thresholds defined in (10) is an asymptotically tight family of thresholds.

Proof We analyze our threshold under a sampling rule that starts by pulling all arms tpδq “

maxtt0pδq, t1pδqu times, where

t1pδq
def
“ min

"

t P N | t ą e
1`W0

´

2p1`η0q

e

´

log
´

12pK´1qζpsq

δ

¯

`s log
´

1`
logptq

logp1`η0q

¯¯

´ 1
e

¯*

,

t0pδq
def
“ max

$

&

%

e
s{ log

´

12pK´1qζpsq

δ

¯

1 ` η0
,
e
s{

´

log
´

12pK´1qζpsq

δ

¯

´ 1
2p1`η1q

¯

1 ` η1

,

.

-

.

After Ktpδq pulls, our threshold is finite for all arms. We have t0pδq ÑδÑ0
1

1`mintη0,η1u
. Using

thatW0pxq « logpxq´log logpxq (Appendix I), t1pδq is asymptotically equivalent to 2p1`η0q logp1{δq

log logp1{δq
.

Therefore, this initial pulling count tpδq satisfies lim supδÑ0 tpδq{ logp1{δq “ 0.
Our threshold is in fact a family of threshold functions pca,bpNt, δqqa,bPrKs, which after that

initialization, are defined by

ca,bpNt, δq “ 4W´1

¨

˝1 `
log 2ζpsq2

δ

4
`
s

4

ÿ

cPta,bu

logp1 ` logγ Nt,cq `
1

2

ÿ

cPta,bu

log pγRt,cpδqq

˛

‚ .

Using concavity of x ÞÑ logp1 ` logγpxqq and
ř

cPta,bu Nt,c ď t, we have

ca,bpNt, δq ď 4W´1

˜

1 `
log 2ζpsq2

δ

4
`
s

2
log

ˆ

1 `
log t{2

log γ

˙

` log pγRpt, δqq

¸

,

where Rpt, δq “ maxaPrKs Rt,apδq. Using the above, the concavity of W´1 (Lemma 75) yields for
t ě Kt0pδq

ca,bpNt, δq ď 4W´1

ˆ

1 `
1

4
log

ˆ

2ζpsq2

δ

˙˙

` 4

ˆ

s

2
log

ˆ

1 `
log t{2

log γ

˙

` log pγRpt, δqq

˙

W
1

´1

ˆ

1 `
1

4
log

ˆ

2ζpsq2

δ

˙˙

.
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For all x for which it is defined, W 1

´1pxq “ 1
1´1{W´1pxq

. Let c ą 1, we have W 1

´1pxq ď c ðñ

W´1pxq ě 1
1´ 1

c

. Taking xc such that W´1pxcq “ 1
1´ 1

c

, which is possible since it is a strictly

increasing function with values in r1,`8q, Lemma 75 yields that xc ď 1
1´ 1

c

` log
`

1 ´ 1
c

˘

. For

c “ 2, we obtain W 1

´1pxq ď 2 for all x ě 2 ´ logp2q, hence W 1

´1

´

1 ` 1
4 log

´

2ζpsq2

δ

¯¯

ď 2 for

all δ ă mint1, δ0u where δ0 “ 2ζpsq2e´4. Then, for all δ ă mint1, δ0u,

ca,bpNt, δq ď 4W´1

ˆ

1 `
1

4
log

ˆ

2ζpsq2

δ

˙˙

` 8 log pγRpt, δqq ` 4s log

ˆ

1 `
log t{2

log γ

˙

.

We know that 4s log
´

1 `
log t
log γ

¯

“ Optαq for some α P p0, 1q and, using W´1pxq “`8 x `

logpxq `op1q (Lemma 75), that 4W´1

´

1 ` 1
4 log

´

2ζpsq2

δ

¯¯

“ log
`

1
δ

˘

`o
`

log
`

1
δ

˘˘

. To conclude

the proof, we need to show that lim supδÑ0
8 logpRpt,δqq

logp1{δq
ď 1.

The term Rpt, δq is a data-dependent term quantifying the goodness of the local quadratic ap-
proximation for the KL (as a function of the natural parameters). Taking the notations from Theo-
rem 6 and setting µ2``,t,a “ maxµ2˘,t,a, we have

Rpt, δq “ max
aPrKs

σ3´,t,af´

`

gpσ2´,t,a, µ
2
``,t,aq

˘

σ3`,t,af`

`

gpσ2`,t,a, µ
2
``,t,aq

˘

where f˘pxq “
1˘

?
1´x?
x

and gpx, yq “ 2x
px`2y` 1

2
q2

. Using the definition of εµ and ε˘,σ,we obtain

directly thatlimtÑ`8 εµpt, δq “ 0 and limtÑ`8 ε˘,σpt, δq “ 0.
Let a P rKs. For all t, define it,a “ tlogγ Nt,au, nt,a “ γit,a , t̄a “ inf tt | Nt,a “ nt,au. Using

the law of large number, we also have that limNt,aÑ`8 µt̄a,a “ µa and limNt,aÑ`8 σ2t̄a,a “ σ2a.
Chaining the limits, we obtain limNt,aÑ`8 µ2``,t,a “ µ2a and limNt,aÑ`8 σ˘,t,a “ σa. Since the
functions f˘ and g are continuous, we have shown for all a P rKs

lim
Nt,aÑ`8

σ3´,t,af´

`

gpσ2´,t,a, µ
2
``,t,aq

˘

σ3`,t,af`

`

gpσ2`,t,a, µ
2
``,t,aq

˘ “
f´

`

gpσ2a, µ
2
aq
˘

f` pgpσ2a, µ
2
aqq

When δ Ñ 0, the initialization yields t0pδq Ñ 8. Therefore, by using the above convergence
and the fact that Nt,a ě t0pδq, there exists δ1 P p0,mint1, δ0uq such that for all δ ď δ1 and all
t ě Kt0pδq,

Rpt, δq ď 2 max
aPrKs

f´

`

gpσ2a, µ
2
aq
˘

f` pgpσ2a, µ
2
aqq

,

which is a constant independent of δ, hence lim supδÑ0
8 logpRpt,δqq

logp1{δq
ď 1.

Appendix H. Expected Sample Complexity

Theorem 9 gives asymptotic upper bound on the expected sample complexity of the algorithms
using the GLR stopping rule. Theorem 10 gives an impossibility results for the algorithms using
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the EV-GLR stopping rule, which is based on first deriving an upper bound on the expected sample
complexity. In Appendix H.1, we prove the upper bound for TaS with the GLR stopping rule and
for EV-TaS with the EV-GLR stopping rule. In Appendix H.2, we prove it for β-EB-TCI with the
GLR stopping rule and for β-EB-EVTCI with the EV-GLR stopping rule.

H.1. Wrapped Track-and-Stop

Showing an asymptotic upper bound on the expected sample complexity of TaS and EV-TaS can be
done with similar asymptotic arguments as when the variance is known (Garivier and Kaufmann,
2016). The proof relies on two main ingredients. First, a concentration result for pµt, σ

2
t q is obtained

thanks to the forced exploration (Lemma 54 proved in Appendix H.1.1). Second, we use the Lemma
20 in Garivier and Kaufmann (2016), which ensures that the empirical allocation Nptq

t converges
towards the optimal allocation being targeted. While it corresponds to w‹pµ, σ2q for TaS, it is
w‹
σ2pµq for EV-TaS (where the σ2 dependency is hidden by notation).

Without loss of generality and for the sake of simpler notations, we assume that the Gaussian
bandit model with parameter pµ, σ2q P pR ˆ R‹

`qK is such that a‹pµq “ 1.

Track-and-Stop Since the proofs share the same structure as in Garivier and Kaufmann (2016),
we detail the one for TaS and highlight the differences for EV-TaS later.
Proof Let ε ą 0. From the continuity of pµ, σ2q ÞÑ w‹pµ, σ2q (Degenne and Koolen, 2019), there
exists ξ1 “ ξ1pεq ď

mina‰1pµ1´µaq

4 , ξ2 “ ξ2pεq ą 1 and ξ3 “ ξ3pεq P p0, 1q such that

Iε
def
“

¨

˝

ą

aPrKs

rµa ´ ξ1, µa ` ξ1s

˛

‚ˆ

¨

˝

ą

aPrKs

“

σ2aξ3, σ
2
aξ2

‰

˛

‚

satisfies maxa
ˇ

ˇw‹
a

`

µ̃, σ̃2
˘

´ w‹
apµ, σ2q

ˇ

ˇ ď ε for all pµ̃, σ̃2q P Iε. Since a‹pµ̃q “ 1 for all pµ̃, σ̃2q P

Iε, the empirical best arm is ât “ 1 whenever pµt, σ
2
t q P Iε. Let T P N, hpT q

def
“ T 1{4 and define

the concentration event ET “
ŞT

t“hpT q

␣

pµt, σ
2
t q P Iε

(

.
The forced exploration ensures that each arm is drawn at least of order

?
t times at round t.

Thanks to concentration results on both pµt, σ
2
t q, Lemma 54 upper bounds Pν

`

EA
T

˘

.

Lemma 54 Let T such that hpT q ą

´

K ` 1
1´ξ3

¯2
. There exist two constants B,C (that depend

on pµ, σ2q and ε) such that Pν

`

EA
T

˘

ď BT exp
`

´CT 1{8
˘

.

Lemma 55 is exactly Lemma 20 in Garivier and Kaufmann (2016), hence the proof is omitted.

Lemma 55 (Lemma 20 in Garivier and Kaufmann (2016)) There exists a constant Tε such that
for T ě Tε, it holds that on ET , for either C Tracking or D-Tracking,

@t ě
?
T , max

aPrKs

ˇ

ˇ

ˇ

ˇ

Nt,a

t
´ w‹

apµ, σ2q

ˇ

ˇ

ˇ

ˇ

ď 3pK ´ 1qε

On the event ET , it holds for t ě hpT q that ât “ 1 and the GLR rewrites

min
a‰1

Zaptq “ min
a‰1

inf
λPrµt,a,µt,1s

ÿ

bPt1,au

Nt,b

2
log

˜

1 `
pµt,b ´ λq

2

σ2t,b

¸

“ tg

ˆ

µt, σ
2
t ,
Nt

t

˙
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where, for pµ̃, σ̃2q P pR ˆ R‹
`qK such that a‹pµ̃q “ 1 and w̃ P △K , we introduced the function

gpµ̃, σ̃2, w̃q “ min
a‰1

inf
λPrµ̃a,µ̃1s

ÿ

bPt1,au

w̃b

2
log

˜

1 `
pµ̃b ´ λq

2

σ̃2b

¸

Recall that a‹pµ̃q “ 1 on Iε. We introduce C‹
ε pµ, σ2q “ inf

pµ̃,σ̃2,w̃qPHεpµ,σ2q
g
`

µ̃, σ̃2, w̃
˘

, where

Hεpµ, σ2q “ Iε ˆ
␣

w̃ P △K |
›

›w̃ ´ w‹pµ, σ2q
›

›

8
ď 2pK ´ 1qε

(

.

Using Lemma 55, for T ě Tε, on the event ET it holds that for every t ě
?
T , mina‰1 Zaptq ě

tC‹
ε pµ, σ2q.
Let α P r0, 1q, δ0 P p0, 1s, functions f, T̄ : p0, 1s Ñ R` and C as in the definition of an

asymptotically tight family of thresholds. In the following, we consider δ ď δ0 and T ě
␣

T̄ pδq, Tε
(

.
Using that for all a ‰ 1, Zaptq ě mina‰1 Zaptq ě tC‹

ε pµ, σ2q and c1,apNt, δq ď fpδq ` Ctα ď

fpδq ` CTα, we obtain on ET ,

min tτδ, T u ď
?
T `

T
ÿ

t“
?
T

1tτδ ą tu ď
?
T `

T
ÿ

t“
?
T

1tDa ‰ 1, Zaptq ď c1,apNt, δqu

ď
?
T `

T
ÿ

t“
?
T

1ttC‹
ε pµ, σ2q ď fpδq ` CTαu ď

?
T `

fpδq ` CTα

C‹
ε pµ, σ2q

Introducing

T0pδq “ inf

"

T ě T̄ pδq :
?
T `

fpδq ` CTα

C‹
ε pµ, σ2q

ď T

*

,

for every T ě max
␣

T0pδq, T̄ pδq, Tε
(

, one has ET Ď tτδ ď T u, therefore, by using Lemma 54,

Pν pτδ ą T q ď Pν pEc
T q ď BT exp

´

´CT 1{8
¯

and

Eν rτδs ď T0pδq ` T̄ pδq ` Tε `

8
ÿ

T“1

BT exp
´

´CT 1{8
¯

.

We now provide an upper bound on T0pδq. Letting η ą 0 and introducing the constant

Dpηq
def
“ inftT P N : T ´

?
T ě T {p1 ` ηqu ď 1 `

ˆ

1 `
1

η

˙2

one has

T0pδq ď Dpηq ` inf

"

T ě T̄ pδq | fpδq ` CTα ď T
C‹
ε pµ, σ2q

1 ` η

*

.

For all γ ą 0, there exists Tα,γ (depending on µ, σ2) such that for all T ě Tα,γ ,

T
C‹
ε pµ, σ2q

1 ` η
´ CTα ě T

C‹
ε pµ, σ2q

p1 ` ηqp1 ` γq
.
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Then,

T0pδq ď Dpηq ` T̄ pδq ` Tα,γ ` inf

"

T | fpδq ď T
C‹
ε pµ, σ2q

p1 ` ηqp1 ` γq

*

ď 1 `Dpηq ` T̄ pδq ` Tα,γ `
p1 ` ηqp1 ` γq

C‹
ε pµ, σ2q

fpδq .

Dividing by logp1{δq and taking limits, we get

lim sup
δÑ0

T0pδq

logp1{δq
ď

p1 ` ηqp1 ` γq

C‹
ε pµ, σ2q

.

We obtain that for every η, ε, γ ą 0,

lim sup
δÑ0

Eν rτδs

logp1{δq
ď lim sup

δÑ0

T0pδq

logp1{δq
ď

p1 ` ηqp1 ` γq

C‹
ε pµ, σ2q

.

By continuity of g and by definition of w‹pµ, σ2q, we obtain limεÑ0C
‹
ε pµ, σ2q “ T ‹pµ, σ2q´1.

Letting η and ε go to zero yields

lim sup
δÑ0

Eν rτδs

logp1{δq
ď T ‹pµ, σ2q .

Empirical Variance Track-and-Stop We only highlight some differences since the proofs are
similar. We emphasize here that the notations w‹

σ2pµq, T ‹
σ2pµq and all the ones we will use below

hide the dependency in σ2 to distinguish this from the quantity defined when the variance is assumed
to be unknown. While this might be unfortunate, we believe it eases greatly the notations and the
highlight the difference between the two complexities.

Lemma 56 Using the EV-GLR stopping rule with an asymptotically tight family of thresholds,
EV-TaS satisfies that, for all ν with |a‹pµq| “ 1,

lim sup
δÑ0

Eν

“

τEV
δ

‰

logp1{δq
ď T ‹

σ2pµq .

Proof Let ε ą 0. Similarly, there exists ξ1 ď
mina‰1pµ1´µaq

4 , ξ2 ą 1, ξ3 P p0, 1q such that Iε defined
as above satisfies maxa |w‹

a pµ̃q ´ w‹
apµq| ď ε for all pµ̃, σ̃2q P Iε. Let T P N, hpT q :“ T 1{4 and

define the concentration event ET as above. Since Lemma 54 relies solely on forced exploration, its
result still hold in that case. A tracking result similar to Lemma 55 gives the existence of Tε such
that for T ě Tε, it holds that on ET ,

@t ě
?
T , max

aPrKs

ˇ

ˇ

ˇ

ˇ

Nt,a

t
´ w‹

apµq

ˇ

ˇ

ˇ

ˇ

ď 3pK ´ 1qε

On the event ET , it holds for t ě hpT q that ât “ 1 and the EV-GLR rewrites

min
a‰1

ZEV
a ptq “ min

a‰1
inf

λPrµt,a,µt,1s

ÿ

bPt1,au

Nt,b
pµt,b ´ λq

2

2σ2t,b
“ tg

ˆ

µt, σ
2
t ,
Nt

t

˙
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where, for pµ̃, σ̃2q P pR ˆ R‹
`qK such that a‹pµ̃q “ 1 and w̃ P △K , we introduced the function

gpµ̃, σ̃2, w̃q “ min
a‰1

inf
λPrµ̃a,µ̃1s

ÿ

bPt1,au

w̃b
pµ̃b ´ λq

2

2σ̃2b

We introduce C‹
ε pµ, σ2q “ inf

pµ̃,σ̃2,w̃qPHεpµ,σ2q
g
`

µ̃, σ̃2, w̃
˘

, where

Hεpµ, σ2q “ Iε ˆ
␣

w̃ P △K |
›

›w̃ ´ w‹
σ2pµq

›

›

8
ď 2pK ´ 1qε

(

.

By tracking, for T ě Tε, on the event ET it holds that for every t ě
?
T , mina‰1 Z

EV
a ptq ě

tC‹
ε pµ, σ2q. Let T ě max

␣

T̄ pδq, Tε
(

. As above, on ET , we have min
␣

τEV
δ , T

(

ď
?
T `

fpδq`CTα

C‹
ε pµ,σ2q

and we introduce T0pδq “ inf
!

T ě T̄ pδq :
?
T `

fpδq`CTα

C‹
ε pµ,σ2q

ď T
)

. For every T ě
␣

T0pδq, T̄ pδq, Tε
(

, one has ET Ď
␣

τEV
δ ď T

(

, therefore, by using Lemma 54,

Eν

“

τEV
δ

‰

ď T0pδq ` T̄ pδq ` Tε `

8
ÿ

T“1

BT exp
´

´CT 1{8
¯

.

Manipulations similar as above yield an upper bound on T0pδq. By continuity of g and by definition
of w‹

σ2pµq, we obtain limεÑ0C
‹
ε pµ, σ2q “ T ‹

σ2pµq´1. Letting η and ε go to zero yields

lim sup
δÑ0

Eν

“

τEV
δ

‰

logp1{δq
ď T ‹

σ2pµq .

We are now ready to prove the impossibility result for EV-TaS (Theorem 10).
Proof Let pca,bqpa,bqPrKs2 be an asymptotically tight family of thresholds and a problem independent
constant c0 ą 0. Combining EV-TaS with the EV-GLR stopping rule using pc0ca,bqpa,bqPrKs2 yields
an algorithm such that, for all ν with |a‹pµq| “ 1,

lim sup
δÑ0

Eν

“

τEV
δ

‰

logp1{δq
ď c0T

‹
σ2pµq .

Lemma 56 shows the above result for c0 “ 1, and generalizing to c0 ą 0 is direct. Suppose towards
contradiction that the obtained algorithm is δ-correct. Therefore, using Lemmas 2 and 4, we have
shown that

T ‹pµ, σ2q ď lim inf
δÑ0

Eν

“

τEV
δ

‰

logp1{δq
ď lim sup

δÑ0

Eν

“

τEV
δ

‰

logp1{δq
ď c0T

‹
σ2pµq ă c0T

‹
β pµ, σ2q .

For c0 P p0, 1q, the contradiction is direct. For c0 ě 1, we have shown that there is a problem
independent constant c0 ą 0 such that T ‹pµ, σ2q{T ‹

σ2pµq ď c0. This is a direct contradiction with
Lemma 12 showing that there exists a sequence of instances pνnqnPN with |a‹pνnq| “ 1 such that
limnÑ`8 T ‹pµn, σ

2
nq{T ‹

σ2
n

pµnq “ `8. Therefore, the obtained algorithm is not δ-correct.
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H.1.1. PROOF OF LEMMA 54

Since T is such that hpT q ą

´

K ` 1
1´ξ3

¯2
, we have hpT q ě K2 and ξ3 ă 1 ´ 1?

hpT q´K
. In

particular, for all t P thpT q, ¨ ¨ ¨ , T u and all s P t
?
t´K, ¨ ¨ ¨ , tu, ξ3 ` 1

s ă 1. Then,

P pEc
T q ď

T
ÿ

t“hpT q

K
ÿ

a“1

„

P p|µt,a ´ µa| ě ξ1q ` P
`

σ2a,t ě σ2aξ2
˘

` P
ˆ

σ2a,t ď
σ2a
ξ2

˙ȷ

By forced exploration, for t ě hpT q one has Nt,a ě p
?
t´K{2q` ´1 ě

?
t´K for every arm

a. In the proof of Lemma 19 in Garivier and Kaufmann (2016) it was shown using a union bound
over time and Lemma 29 that, for all t P rhpT q, T s,

P p|µt,a ´ µa| ě ξ1q ď
2e

´p
?
t´Kq

ξ21
2σ2

a

1 ´ e
´

ξ21
2σ2

a

.

Since we use the same method to show our result on the variance, the proof for the mean is omitted.
Let σ̂2a,s be the empirical variance of the first s reward from arm a (such that σ̂2a,Nt,a

“ σ2a,t). We
adopt their proof strategy to derive the equivalent upper bound on the concentration of the variance.

P
`

σ2a,t ě σ2aξ2
˘

“ P
´

σ2a,t ě σ2aξ2, Nt,a ě
?
t´K

¯

ď

t´1
ÿ

s“
?
t´K´1

P
`

σ̂2a,s`1 ě σ2aξ2
˘

ď

t´1
ÿ

s“
?
t´K´1

exp

ˆ

´
s

2

ˆ

h

ˆ

ξ2 `
1

s

˙

´ 1

˙˙

The first inequality is obtained by taking a union bound over the values of Nt,a P r
?
t ´K, ts. The

second inequality is obtained by Corollary 27 with x “ ξ2 ` 1
s ą 1. Using that hpxq “ x´ logpxq

and logp1 ` xq ď x, direct computations yield that

sh

ˆ

ξ2 `
1

s

˙

“ sξ2 ` 1 ´ s logpξ2 `
1

s
q “ shpξ2q ` 1 ´ s logp1 `

1

sξ2
q ě shpξ2q ` 1 ´

1

ξ2
,

t´1
ÿ

s“
?
t´K´1

´

e´ 1
2

phpξ2q´1q
¯s

ď
1

1 ´ e´ 1
2

phpξ2q´1q
e´

p
?
t´K´1q

2
phpξ2q´1q .

Putting those together, we obtain, for all t P rhpT q, T s,

P
`

σ2a,t ě σ2aξ2
˘

ď
e

´ 1
2

´

1´ 1
ξ2

¯

1 ´ e´ 1
2

phpξ2q´1q
e´

p
?
t´K´1q

2
phpξ2q´1q .

The same manipulations using Corollary 27 with x “ ξ3 ` 1
s P p0, 1q for all s P r

?
t ´ K, ts

and all t P rhpT q, T s (see above by choice of T ), yield that, for all t P rhpT q, T s,

P
`

σ2a,t ď σ2aξ3
˘

ď
e

´ 1
2

´

1´ 1
ξ3

¯

1 ´ e´ 1
2

phpξ3q´1q
e´

p
?
t´K´1q

2
phpξ3q´1q .
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Finally, letting

C “
1

2
min

"

ξ21
maxaPrKs σ2a

, h pξ2q ´ 1, h pξ3q ´ 1

*

and

B “

K
ÿ

a“1

¨

˚

˝

2e
K

ξ21
2σ2

a

1 ´ e
´

ξ21
2σ2

a

`
e

K´1
2

phpξ2q´1q´ 1
2

´

1´ 1
ξ2

¯

1 ´ e´ 1
2

phpξ2q´1q
`
e

K´1
2

phpξ3q´1q´ 1
2

´

1´ 1
ξ3

¯

1 ´ e´ 1
2

phpξ3q´1q

˛

‹

‚

,

one obtains

P pEc
T q ď

T
ÿ

t“hpT q

B expp´
?
tCq ď BT expp´

a

hpT qCq “ BT exp
´

´CT 1{8
¯

.

H.2. Wrapped β-EB-TCI

Showing an asymptotic upper bound on the expected sample complexity of β-EB-TCI and β-EB-
EVTCI can be done with similar asymptotic arguments as when the variance is known (Shang et al.,
2020). We will use the unified analysis of Top Two algorithms introduced in Jourdan et al. (2022),
which highlights simple properties that the leader and the challenger should satisfy to obtain the de-
sired upper bound. While they introduced it for single-parameter exponential families and bounded
distributions, it also allows to cope for our two-parameters setting. The proof is composed of three
steps: showing sufficient exploration of all arms, proving that the expectation of the convergence
time towards the β-optimal allocation is finite and then concluding on the asymptotic upper bound.

To ensure sufficient exploration, we assume that mina‰b |µa ´ µb| ą 0, i.e. all the arms have
distinct means. To our knowledge, this assumption is shared by all Top Two algorithms analysis.

H.2.1. β-EB-TCI

Let a‹ “ a‹pµq. Since the proofs share the same structure as in Jourdan et al. (2022), we detail
the one for β-EB-TCI and highlight the differences for β-EB-EVTCI. The β-optimal allocation for
Gaussian with unknown variance is defined as

w‹
βpµ, σ2q “ argmax

wP△K ,wa‹ “β
min
a‰a‹

inf
uPR

ÿ

bPta‹,au

wb log

ˆ

1 `
pµb ´ uq2

σ2b

˙

.

In Russo (2016) and Jourdan et al. (2022), they show the β-optimal allocation was unique for any
single-parameter exponential families and for bounded distributions. Since the proof only relies
on strict convexity already shown in Appendix C.2, it is straightforward to see that w‹

βpµ, σ2q is a

singleton (Property 1 in Jourdan et al. (2022)), denoted by twβu, such that minaPrKs w
β
a ą 0.

Before delving into the specifics of the proof, Lemma 57 gathers concentration results on which
the subsequent analysis heavily relies on.

Lemma 57 There exists a sub-Gaussian random variable Wµ and a sub-exponential random vari-
ableWσ, which are independent, such that almost surely for all a P rKs and all t such thatNt,a ě 2,

Nt,a|µt,a ´ µa| ď Wµ logpe`Nt,aq and

ˇ

ˇ

ˇ

ˇ

ˇ

Nt,a

˜

σ2t,a
σ2a

´ 1

¸

` 1

ˇ

ˇ

ˇ

ˇ

ˇ

ď Wσ logpe`Nt,aq .

61



DEALING WITH UNKNOWN VARIANCES IN BEST-ARM IDENTIFICATION

There exists a random variable W0 “ maxaPrKs W
´1
a , independent of Wµ, where Wa{σ2a „

χ2pn0 ´ 1q such that almost surely, for all a P rKs and all t such that Nt,a ě n0, Nt,aσ
2
t,a ě W´1

0 .
In particular, W0 admits a finite mean for n0 ě 4 and a finite variance for n0 ě 6, and any random
variable which is polynomial in both Wσ and Wµ has a finite expectation.

Proof The existence of Wµ is given by Lemma 73 in Jourdan et al. (2022).

Using Lemma 25, we have for all a P rKs and t such that Nt,a ě 2, Nt,a

´

σ2
t,a

σ2
a

´ 1
¯

` 1 “

SNt,a´1,a, where Sn,a is sub-exponential with c “ 2 and ´Sn,a is sub-exponential with c “ ´2 and
Sn´1,a ` n ´ 1 “

ř

sPrn´1s Y
2
s,a is such that Ys,a are i.i.d. N p0, 1q. Using Lemma 72 in Jourdan

et al. (2022), supNt,aě2

|SNt,a´1,a|

logpe`Nt,aq
is also sub-exponential. By defining Wσ as the maximum over

the finitely many arms of the above quantity, we obtain that Wσ is sub-exponential.
Since the increments Y 2

s,a are positive, we have for all a P rKs and t such that Nt,a ě n0

σ2t,a
σ2a

“
SNt,a´1,a `Nt,a ´ 1

Nt,a
“

ř

sPrNt,a´1s Y
2
s,a

Nt,a
ě

Za

Nt,a
,

where Za “
ř

sPrn0´1s Y
2
s,a „ χ2pn0 ´ 1q. Taking Wa “ σ2aZa and the maximum over rKs yields

the result. As maximum of finitely many inverse-chi-squared distributions, W0 admits a finite mean
for n0 ě 4 and a finite variance for n0 ě 6.

For the independence property between Wσ and Wµ and between W0 and Wµ, this is a direct
consequence of the fact that the empirical mean and empirical variance are independent. Therefore,
any random variable which is polynomial in both Wσ and Wµ has a finite expectation.

Using Lemma 57, it is direct to obtain that, for all ε ą 0, there exists Nε with EνrNεs ă `8

such that for all a P rKs and t such that Nt,a ě Nε, |µt,a ´ µa| ď ε and
ˇ

ˇ

ˇ

σ2
t,a

σ2
a

´ 1
ˇ

ˇ

ˇ
ď ε.

As in Qin et al. (2017); Shang et al. (2020); Jourdan et al. (2022), our goal is to upper bound
the expectation of the convergence time. For ε ą 0, the random variable T ε

β quantifies the number
of samples required for the empirical allocations Nt

t to be ε-close to wβ:

T ε
β

def
“ inf

"

T ě 1 | @t ě T,

›

›

›

›

Nt

t
´ wβ

›

›

›

›

8

ď ε

*

. (23)

Lemma 58 shows that a sufficient condition for asymptotic β-optimality is to show EνrT ε
β s ă

`8 for all ε small enough.

Lemma 58 Let pδ, βq P p0, 1q2. Assume that there exists ε1pµ, σ2q ą 0 such that for all ε P

p0, ε1pµ, σ2qs, EνrT ε
β s ă `8. Combining the GLR stopping rule (4) with an asymptotically tight

family of threshold yields an algorithm such that, for all pµ, σ2q P RK ˆ pR‹
`qK with |a‹pµq| “ 1,

lim sup
δÑ0

Eνrτδs

log p1{δq
ď T ‹

β pµ, σ2q .

Proof Let ε1 “ ε1pµ, σ2q. Let cβ “ 1
2 minaPrKs w

β
a ą 0 and ∆ “ mina‰a‹ |µa‹ ´ µa| ą 0. Let

ζ ą 0. By continuity of

pµ, σ2, wq ÞÑ inf
xPR

ÿ

cPta,bu

wc log

ˆ

1 `
pµc ´ xq2

σ2c

˙

1tµa ą µbu

62



DEALING WITH UNKNOWN VARIANCES IN BEST-ARM IDENTIFICATION

on RK ˆ pR‹
`qK ˆ △K , there exists ε2 ą 0 such that

max
aPrKs

ˇ

ˇ

ˇ

ˇ

Nt,a

t
´ wβ

a

ˇ

ˇ

ˇ

ˇ

ď ε2 , max
aPrKs

|µt,a ´ µa| ď ε2 and max
aPrKs

ˇ

ˇ

ˇ

ˇ

ˇ

σ2t,a
σ2a

´ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ď ε2

ùñ max
aPrKs

|µt,a ´ µa| ď
∆

4
and

1

t
min
a‰a‹

Ctpa
‹, aq ě

1 ´ ζ

T ‹
β pµ, σ2q

.

Choosing such a ε2, we take ε P p0,mintε1, ε2, cβuq. By assumption, we have EνrT ε
β s ă `8,

hence Nt,a

t ě wβ
a ´ ε ě cβ for all a P rKs.

Let Nε as described above (obtained with Lemma 57). For all t ě c´1
β Nε, we have Nt,a ě Nε

for all a P rKs, hence maxaPrKs |µt,a´µa| ď ε ď ε2 and maxaPrKs

ˇ

ˇ

ˇ

σ2
t,a

σ2
a

´ 1
ˇ

ˇ

ˇ
ď ε ď ε2. Therefore,

we have ât P argmaxaPrKs µt,a “ argmaxaPrKs µa “ a‹ as maxaPrKs |µt,a ´ µa| ď ∆
4 .

Let α P r0, 1q, δ0 P p0, 1s, functions f, T̄ : p0, 1s Ñ R` and C as in the definition of an
asymptotically tight family of thresholds. In the following, we consider δ ď δ0. Let κ ą 0. Let
T ě 1

κ maxtT ε
β , c

´1
β Nε, T̄ pδqu. Using the definition of the GLR stopping rule (4) with a family of

asymptotically tight threshold, we have

min tτδ, T u ď κT `

T
ÿ

t“κT

1tτδ ą tu ď κT `

T
ÿ

n“κT

1tDa ‰ a‹, Ctpa
‹, aq ď ca‹,apNt, δqu

ď κT `

T
ÿ

n“κT

1tt
1 ´ ζ

T ‹
β pµ, σ2q

ď fpδq ` CTαu

ď κT `
T ‹
β pµ, σ2q

1 ´ ζ
pfpδq ` CTαq .

Let Tζpδq as

Tζpδq
def
“ inf

#

T ě 1 |
T ‹
β pµ, σ2q

p1 ´ ζqp1 ´ κq
pfpδq ` CTαq ď T

+

.

For every T ě maxtTζpδq, 1κ maxtT ε
β , c

´1
β Nε, T̄ pδqu, we have τδ ď T , hence

Eνrτδs ď
1

κ
EνrT ε

β s `
1

κcβ
EνrNεs `

1

κ
T̄ pδq ` Tζpδq .

As EνrT ε
β s ` c´1

β EνrNεs ă `8 and limδÑ0
T̄ pδq

logp1{δq
“ 0, we obtain for all ζ, κ ą 0

lim sup
δÑ0

Eν rτδs

logp1{δq
ď lim sup

δÑ0

Tζpδq

logp1{δq
ď

T ‹
β pµ, σ2q

p1 ´ ζqp1 ´ κq
,

where the last inequality uses an inversion result. Letting ζ and κ go to zero yields the result.

To upper bound the expected convergence time, as prior work we first establish sufficient explo-
ration. Given an arbitrary threshold L P R˚

`, we define the sampled enough set and its arms with
highest mean (when not empty) as

SL
t

def
“ ta P rKs | Nt,a ě Lu and I‹

t
def
“ argmax

aPSL
t

µa . (24)
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We define the highly and the mildly under-sampled sets

UL
t

def
“ ta P rKs | Nt,a ă L1{6u and V L

t
def
“ ta P rKs | Nt,a ă L5{6u , (25)

where we used L1{6 and L5{6 instead of
?
L and L3{4 as done in Shang et al. (2020). However,

Jourdan et al. (2022) noted the results would hold with Lα1 and Lα2 with 0 ă α1 ă α2 ă 1.
Lemma 59 shows that the transportation cost is strictly positive and increases linearly.

Lemma 59 Let µ P RK with µb ă µa. There exists L with Er|L|αs ă `8 for all α ą 0 and
Dν ą 0 such that for Nt,a ě L and Nt,b ě L, Ctpa, bq ą LDν , where Dν ą 0 is a problem
dependent constant.

Proof Suppose that Nt,a ě L and Nt,b ě L, for some L to be determined. First we get

Ctpa, bq ě
L

2
1tµt,a ą µt,bu inf

xPR

ÿ

cPta,bu

log

˜

1 `
pµt,c ´ xq2

σ2t,c

¸

.

For any compact interval IC Ď R, the function defined by

pµ, σ2q ÞÑ 1tµa ą µbu inf
xPIC

ÿ

cPta,bu

log

ˆ

1 `
pµc ´ xq2

σ2c

˙

is continuous on RKˆpR‹
`qK . ForL greater than someL1 with finite moments, we have µt,a ą µt,b,

rµb ´ ε, µa ` εs Ď IC and pµt,a, σ
2
t,aq is ε-close to pµa, σ

2
aq (and same thing for pµb, σ

2
b q). The

continuity then gives that there exists L with finite moments such that

inf
xPR

ÿ

cPta,bu

log

˜

1 `
pµt,c ´ xq2

σ2t,c

¸

ě
1

2
inf
xPIC

ÿ

cPta,bu

log

ˆ

1 `
pµc ´ xq2

σ2c

˙

.

This is strictly positive since µb ă µa due to the continuity and strict convexity properties holding
for Gaussian with unknown variance.

Lemma 60 Let Dν ą 0 as in Lemma 59. Let SL
t and I‹

t as in (24). There exists L4 with
EνrpL4qαs ă `8 for all α ą 0 such that if L ě L4, for all t such that SL

t ‰ H, for all
pa, bq P I‹

t ˆ
`

SL
t zI‹

t

˘

, we have Ctpa, bq ě LDν .

Proof Applying Lemma 59 yields the result directly.

Lemma 61 gives an upper bound on the transportation costs between a sampled enough arm and
an under-sampled one.

Lemma 61 Let SL
t as in (24). There exists L5 with EνrpL5qαs ă `8 for all α ą 0 such that for

all L ě L5 and all t P N,

@pa, bq P SL
t ˆ SL

t , Ctpa, bq ď
L

2
log

´

1 ` LW0 pD1 ` 4Wµq
2
¯

,

where D1 ą 0 is a problem dependent constant and W0,Wµ are the random variables defined in
Lemma 57.
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Proof Let pa, bq P SL
t ˆ SL

t (a is sampled more than L times, b is not). Taking x “ µt,a yields

Ctpa, bq ď
1

2
Nt,b log

˜

1 `
pµt,b ´ µt,aq2

σ2t,b

¸

ď
L

2
log

˜

1 `
pµt,b ´ µt,aq2

σ2t,b

¸

,

where we used that b P SL
t and that Ctpa, bq “ 0 when µt,b ě µt,a.

By definition of W0 and Wµ, we have for all k P rKs

µt,k ď µk `Wµ logpe`Nt,kq{Nt,k and σ2t,k ě Wk{Nt,k .

Then, we obtain

pµt,b ´ µt,aq2

σ2t,b
ď
Nt,b

Wb

ˆ

|µa ´ µb| `Wµ

ˆ

logpe`Nt,aq

Nt,a
`

logpe`Nt,bq

Nt,b

˙˙2

.

Since x ÞÑ
logpe`xq

x is decreasing on R‹
`, we have logpe`Nt,kq

Nt,k
ď 2 for Nt,k ě 1. Then, since

W0 “ maxaPrKs W
´1
a , we have

pµt,b ´ µt,aq2

σ2t,b
ď LW0 p|µa ´ µb| ` 4Wµq

2 ,

which yields the result by taking D1 “ maxa‰b |µa ´ µb|.

Lemma 62 shows that the EB leader satisfies the required condition on a leader to obtain suffi-
cient exploration, i.e. Property 2 in Jourdan et al. (2022).

Lemma 62 (Lemma 17 in Jourdan et al. (2022)) Let SL
t and I‹

t as in (24). Let L4 in Lemma 60.
Then, for all L ě L4, for all n such that SL

t ‰ H, BEB
t`1 P SL

t implies BEB
t`1 P I‹

t .

Lemma 63 shows that the TCI challenger satisfies the required condition on a challenger to
obtain sufficient exploration, i.e. Property 3 in Jourdan et al. (2022). The proof of Lemma 63
resembles the proof of Lemma 21 in Jourdan et al. (2022). The sole technical difference lies in the
necessities of having an finite mean forW0, which explains why we consider n0 “ 4 for β-EB-TCI.

Lemma 63 Let UL
t and V L

t as in (25) and J ‹
t “ argmax

aPV L
t
µa. There exists L6 with EνrL6s ă

`8 such that if L ě L6, for all n such that UL
t ‰ H, BEB

t`1 R V L
t implies ATCI

t`1 P V L
t Y

`

J ‹
t z

␣

BEB
t`1

(˘

.

Proof Using Lemmas 60, 61 and 62, for all L larger than a random variable L7 with finite expec-
tation, BEB

t`1 P J ‹
t and

@pa, bq P J ‹
t ˆ

´

V L
t zJ ‹

t

¯

, Ctpa, bq ` logNt,b ě L5{6Dν `
5

6
logL ,

@pa, bq P UL
t ˆ UL

t , Ctpa, bq ` logNt,b ď
L1{6

2
log

´

1 ` L1{6W0 pD1 ` 4Wµq
2
¯

`
1

6
logL .

Using that logp1 ` xq ď
?
x, we obtain

L1{6

2
log

´

1 ` L1{6W0 pD1 ` 4Wµq
2
¯

ď
L1{4

2

a

W0 pD1 ` 4Wµq
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Therefore, for L ě L8 :“ W
6{7
0

´

D1`4Wµ

2Dν

¯12{7
` 1, we have that

L5{6Dν `
5

6
logL ą

L1{6

2
log

´

1 ` L1{6W0 pD1 ` 4Wµq
2
¯

`
1

6
logL .

Let L6 “ maxtL7, L8u Therefore, at least one under-sampled arm has transportation cost lower
than all the ones that are much sampled. This implies that ATCI

t`1 P V L
t Y

`

J ‹
t z

␣

BEB
t`1

(˘

. Then, we
have

EνrL6s ď EνrL7s ` 1 ` Eν

”

W
6{7
0

ı

Eν

«

ˆ

D1 ` 4Wµ

2Dν

˙12{7
ff

ă `8 ,

The first inequality and the last strict inequality are obtained by Lemma 57, thanks to the indepen-
dence of W0 and Wµ, the fact that W0 has finite mean since n0 ě 4 and that polynomial of Wµ

have finite expectation.

Since Properties 2 and 3 of Jourdan et al. (2022) are satisfied (Lemmas 62 and 63), Lemma 64
holds for β-EB-TCI on instances such that mina‰b |µa ´ µb| ą 0.

Lemma 64 (Lemma 7 in Jourdan et al. (2022)) There exist N0 with EνrN0s ă `8 such that for
all t ě N0 and all a P rKs, Nt,a ě pt{Kq

1{6.

Now that we have proved sufficient exploration (Lemma 64), we will show convergence towards
the β-optimal allocation. Lemma 65 shows that the EB leader satisfies the required condition on a
leader to obtain convergence, i.e. Property 5 in Jourdan et al. (2022).

Lemma 65 (Lemma 18 in Jourdan et al. (2022)) There exists N6 with EνrN6s ă `8 such that
for all t ě N6, BEB

t`1 “ a‹.

For all a P rKs and all t ą t0, let ψt,a
def
“ P|pt´1qrat “ as be the probability of sampling arm a

at time t and Ψt,a
def
“

ř

sPrts ψs,a its cumulative sum.
Using the EB leader, Lemma 66 shows that the TCI challenger satisfies the required condition

on a challenger to obtain convergence towards the β-optimal allocation, i.e. Property 6 in Jourdan
et al. (2022). The proof of Lemma 66 is very similar to the proof of Lemma 22 in Jourdan et al.
(2022), hence we omit certain details.

Lemma 66 Let ε ą 0. There exists N7 with EνrN7s ă `8 such that for all n ě N7 and all
a ‰ a‹pµq, Ψt,a{t ě wβ

a ` ε implies that ATCI
t`1 ‰ a.

Proof Using Lemma 65, we know that BEB
t`1 “ a‹ for all t ě N6. By definition of ATCI

t`1 and
algebraic manipulation, ATCI

t`1 ‰ a is implied by

1

t

ˆ

Ctpa
‹, aq ´ min

b‰a‹
Ctpa

‹, bq

˙

ą
logptKq

2t
.

In Appendix C.2, we obtain the desired regularity properties: joint continuity, strict convexity, equal-
ity at the equilibrium. Therefore, by using the same proof as the one of Lemma 20 in Jourdan et al.
(2022), there exists Cν ą 0 and N7 with EνrN7s ă `8 such that for all t ě N7 and all a ‰ a‹,

Ψt,a

t
ě wβ

a ` ε ùñ
1

t

ˆ

Ctpa
‹, aq ´ min

b‰a‹
Ctpa

‹, bq

˙

ě Cν .
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Since logptKq

2t Ñ8 0, there exists a deterministic N8 such that for all n ě N8, logptKq

2t ă Cν .

Therefore, for all n ě Ñ7
def
“ maxtN8, N7u and all a ‰ a‹, Ψt,a{t ě wβ

a `ε implies thatATCI
t`1 ‰ a.

Since EνrÑ7s “ N8 ` EνrN7s ă `8, this concludes the proof.

Since there is sufficient exploration (Lemma 64) and Properties 5 and 6 of Jourdan et al.
(2022) are satisfied (Lemmas 65 and 66), Lemma 67 holds for β-EB-TCI on instances such that
mina‰b |µa ´ µb| ą 0.

Lemma 67 (Lemma 10 in Jourdan et al. (2022)) Let ε ą 0 and T ε
β as in (23). Then, β-EB-TCI

satisfies EνrT ε
β s ă `8.

Combining Lemmas 67 and 58 concludes the proof for β-EB-TCI.

H.2.2. β-EB-EVTCI

Let a‹ “ a‹pµq. Similarly, the β-optimal allocation for Gaussian with known variance is defined as

w‹
σ2,βpµq “ argmax

wP△K ,wa‹ “β
min
a‰a‹

inf
uPR

ÿ

bPta‹,au

wb
pµb ´ uq2

σ2b
,

is a singleton, denoted by twβu, such that minaPrKs w
β
a ą 0.

Lemma 68 Using the EV-GLR stopping rule with an asymptotically tight family of thresholds,
β-EB-EVTCI) satisfies that, for all ν with mina‰b |µa ´ µb| ą 0,

lim sup
δÑ0

Eν

“

τEV
δ

‰

logp1{δq
ď T ‹

β pµ, σ2q .

For ε ą 0, the random variable T̄ ε
β quantifies the number of samples required for the empirical

allocations Nt
t to be ε-close to wβ:

T̄ ε
β

def
“ inf

"

T ě 1 | @t ě T,

›

›

›

›

Nt

t
´ wβ

›

›

›

›

8

ď ε

*

. (26)

Lemma 69 shows that a sufficient condition to obtain an upper bound on the asymptotic expected
sample complexity is to show EνrT̄ ε

β s ă `8 for ε small enough. The proof of Lemma 69 is omitted
since it is almost identical to the one of Lemma 58.

Lemma 69 Let δ, β P p0, 1q. Assume that there exists ε1 ą 0 such that for all ε P p0, ε1s,
EνrT̄ ε

β s ă `8. Combining the EV-GLR stopping rule (5) with an asymptotically tight family of
threshold yields an algorithm such that, for all pµ, σ2q P RK ˆ pR‹

`qK with |a‹pµq| “ 1,

lim sup
δÑ0

EνrτEV
δ s

log p1{δq
ď T ‹

σ2,βpµq .

Lemma 70 is obtained similarly as Lemma 60, hence we omit the proof.
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Lemma 70 Let SL
t and I‹

t as in (24). There exists L4 with EνrpL4qαs ă `8 for all α ą 0 such
that if L ě L4, for all t such that SL

t ‰ H, for all pa, bq P I‹
t ˆ

`

SL
t zI‹

t

˘

, we have CEV
t pa, bq ě

LDµ, where Dν ą 0 is a problem dependent constant.

Lemma 71 is obtained similarly as Lemma 61, hence we omit the proof.

Lemma 71 Let SL
t as in (24). There exists L5 with EνrpL5qαs ă `8 for all α ą 0 such that for

all L ě L5 and all t P N,

@pa, bq P SL
t ˆ SL

t , CEV
t pa, bq ď

L2

2
W0 pD1 ` 4Wµq

2 ,

where D1 ą 0 is a problem dependent constant and W0,Wµ are the random variables defined in
Lemma 57.

Lemma 72 is obtained similarly as Lemma 63. The sole technical difference lies in the necessi-
ties of having an finite variance for W0, which explains why we consider n0 “ 6 for β-EB-EVTCI.

Lemma 72 Let UL
t and V L

t as in (25) and J ‹
t “ argmax

aPV L
t
µa. There exists L6 with EνrL6s ă

`8 such that if L ě L6, for all n such that UL
t ‰ H, BEB

t`1 R V L
t implies AEVTCI

t`1 P V L
t Y

`

J ‹
t z

␣

BEB
t`1

(˘

.

Proof Using Lemmas 70, 71 and 62, for all L larger than a random variable L7 with finite expec-
tation, BEB

t`1 P J ‹
t and

@pa, bq P J ‹
t ˆ

´

V L
t zJ ‹

t

¯

, Ctpa, bq ` logNt,b ě L5{6Dµ `
5

6
logL ,

@pa, bq P UL
t ˆ UL

t , Ctpa, bq ` logNt,b ď
L1{3

2
W0 pD1 ` 4Wµq

2
`

1

6
logL .

Therefore, for L ě L8 :“ W 2
0

´

D1`4Wµ

2Dν

¯4
` 1, we have that

L5{6Dµ `
5

6
logL ą

L1{3

2
W0 pD1 ` 4Wµq

2
`

1

6
logL .

Let L6 “ maxtL7, L8u. Therefore, at least one under-sampled arm has transportation cost lower
than all the ones that are much sampled. This implies that AEVTCI

t`1 P V L
t Y

`

J ‹
t z

␣

BEB
t`1

(˘

. Then,
we have

EνrL6s ď EνrL7s ` 1 ` Eν

“

W 2
0

‰

Eν

«

ˆ

D1 ` 4Wµ

2Dν

˙4
ff

ă `8 .

The first inequality and the last strict inequality are obtained by Lemma 57, thanks to the indepen-
dence of W0 and Wµ, the fact that W0 has finite variance since n0 ě 6 and that polynomial of Wµ

have finite expectation.

Since Properties 2 and 3 of Jourdan et al. (2022) are satisfied (Lemmas 62 and 72), Lemma 64
holds for β-EB-EVTCI on instances such that mina‰b |µa ´ µb| ą 0.

Lemma 73 is obtained similarly as Lemma 66, hence we omit the proof.
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Lemma 73 Let ε ą 0. There exists N7 with EνrN7s ă `8 such that for all n ě N7 and all
a ‰ a‹pµq, Ψt,a{t ě wβ

a ` ε implies that AEVTCI
t`1 ‰ a.

Since there is sufficient exploration (Lemma 64) and Properties 5 and 6 of Jourdan et al.
(2022) are satisfied (Lemmas 65 and 73), Lemma 74 holds for β-EB-EVTCI on instances such
that mina‰b |µa ´ µb| ą 0.

Lemma 74 (Lemma 10 in Jourdan et al. (2022)) Let ε ą 0 and T̄ ε
β as in (26). Then, β-EB-

EVTCI satisfies EνrT̄ ε
β s ă `8.

Combining Lemmas 74 and 69 concludes the proof of the asymptotic upper bound on the ex-
pected sample complexity of β-EB-EVTCI, i.e. Lemma 68.

In Appendix C.1, we explained that T ‹
σ2,βpµq and T ‹

β pµ, σ2q satisfied inequalities like the ones
between T ‹

σ2pµq and T ‹pµ, σ2q in (2). Similar to Lemma 12, we can show that there exists a se-
quence of instances pνnqnPN with minb‰a |µn,a´µn,b| ą 0 such that limnÑ`8 T ‹

β pµn, σ
2
nq{T ‹

σ2
n,β

pµnq “

`8. Therefore, we can conclude the impossibility result for β-EB-EVTCI (Theorem 10) with the
same arguments as for EV-TaS in Appendix H.1.

Appendix I. The Lambert W Function

The LambertW function is implicitly defined by the equationW pxqeW pxq “ x. It defines two main
branches W´1 (negative) and W0 (positive).

• W´1, defined on r´e´1, 0q, is decreasing and W´1p´e´1q “ ´1.

• W0, defined on r´e´1,`8q, is increasing and W0p´e´1q “ ´1.

The function W0 satisfies for all x ě e, W0 pexq ď x and

log logpxq

2 logpxq
ď W0pxq ´ plogpxq ´ log logpxqq ď

e

e´ 1

log logpxq

logpxq
.

Lambert’s branches are involved in the inversion of hpxq “ x´ logpxq. When x ě 1, it involves
the negative branch. When x ď 1, it involves the negative part of the positive branch. To make the
notations clearer, we define for all x ě 1

W´1pxq “ ´W´1p´e´xq and W 0pxq “ ´W0p´e´xq . (27)

Lemma 75 gather useful properties on W´1 and W 0 that we will use.
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Lemma 75 (1) For x ě 1, let hpxq “ x´ logpxq. Then,

@y ě 1, y ď hpxq ðñ

#

W´1 pyq ď x if x ě 1

W 0 pyq ě x if x P p0, 1s
,

@δ ą 0,@c ą 0, e´cphpxq´1q ď δ ðñ

#

W´1

`

1 ` 1
c log

1
δ

˘

ď x if x ą 1

W 0

`

1 ` 1
c log

1
δ

˘

ě x if x P p0, 1q
,

@x ą 1, exp
`

´x` e´x
˘

ď W 0pxq ď exp
`

´x` e1´x
˘

,

@x ą 1, x` logpxq ď W´1pxq ď x` logpxq ` min

"

1

2
,

1
?
x

*

,

@u ą 1,@t ą 1, W 0

´

1 `
u

t

¯

ě
1

t
ðñ t ě exp

ˆ

1 `W0

ˆ

u´ 1

e

˙˙

.

(2) The functionW´1 is increasing and strictly concave on p1,`8q. The functionW 0 is decreasing
and strictly convex on p1,`8q. In particular,

@x ą 1, pW 0q1pxq “

ˆ

1 ´
1

W 0pxq

˙´1

and pW´1q1pxq “

ˆ

1 ´
1

W´1pxq

˙´1

.

Proof (1) Let y ě 1 and x P p0, 1s. We obtain

W 0pyq ě x ðñ W0p´e´yq ď ´x ðñ ´e´y ď ´xe´x ðñ y ď x´ logpxq

where the second equivalence uses that ´e´y “ W0p´e´yqeW0p´e´yq, y ÞÑ yey is increasing on
r´1,`8q and W0pxq has values on r´1, 0q for x P r´e´1, 0q. Let x P p0, 1q, δ, c ą 0. Then,

W 0

ˆ

1 `
1

c
log

1

δ

˙

ě x ðñ 1 `
1

c
log

1

δ
ď hpxq ðñ exp p´c phpxq ´ 1qq ď δ

Let x ą 1 and fpxq P p0, 1q. Then, we obtain

W 0 pxq ě fpxq ðñ x ď fpxq ´ logpfpxqq

For fpxq “ e´x`e´x
, we have x ď fpxq ´ logpfpxqq ðñ e´x ě 0, hence this condition holds

and W 0 pxq ě fpxq. For fpxq “ e´x`e1´x
, we have x ď fpxq ´ logpfpxqq ðñ x ď 1, hence

this condition doesn’t hold for x ą 1, hence W 0 pxq ď fpxq.
For W´1pyq, the same arguments yield the three results, which were first proven in Lemma A.1

and A.2 of Degenne (2019)).
We denote v “ u´1

t ą 0. Since t ą 1, direct manipulations show that

W 0

´

1 `
u

t

¯

ě
1

t
ðñ 1 `

u

t
ď

1

t
´ log

ˆ

1

t

˙

ðñ v ` logpvq ď log

ˆ

u´ 1

e

˙

ðñ vev ď
u´ 1

e
ðñ v ď W0

ˆ

u´ 1

e

˙

ðñ t ě
u´ 1

W0

`

u´1
e

˘ “ e1`W0pu´1
e q

The equivalence introducing W0 uses that for α “ u´1
e ą 0, W0pαqeW0pαq “ α, y ÞÑ yey is

increasing on r´1,`8q and v ą 0. The last equality uses that eW0pxq “ x
W0pxq

.
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(2) Let W denote W0 or W´1 and W pxq “ ´W p´e´xq. It is known (by implicit derivation)
that W 1pzq “ 1

z`eW pzq for z ‰ ´e´1. Using that eW pzq “ z
W pzq

, this yields that zW 1pzq “
´

1 ` eW pzq

z

¯´1
“

´

1 ` 1
W pzq

¯´1
. For x ‰ 1, using the above with z “ ´e´x, we obtain

W
1
pxq “ ´

d

dx

`

W p´e´xq
˘

“ ´e´xW 1p´e´xq “

ˆ

1 `
1

W p´e´xq

˙´1

“

ˆ

1 ´
1

W pxq

˙´1

Since W0p´e´xq P p´1, 0q for all x ą 1 (positive branch on p´e´1, 0q), we have W 0pxq P p0, 1q,
hence W 1

0pxq ă 0 for x ą 1. Therefore, W 0 is decreasing on p1,`8s. Using that W 1
pxq “

´

1 ´ 1
W pxq

¯´1
for x ‰ 1, we obtain that W 1

0 is increasing on p1,`8s, hence strictly convex. The

same arguments yield that W´1 is increasing and strictly concave on p1,`8s.

Lemma 76 was proven in Degenne (2019). It is needed when using the peeling method.

Lemma 76 (Lemma A.3 in Degenne (2019)) For a, b ě 1, the minimal value of fpηq “ p1 `

ηqpa` logpb` 1
η qq is attained at η‹ such that fpη‹q ď 1 ´ b`W´1pa` bq. If b “ 1, then there is

equality.

Appendix J. Implementation Details and Additional Experiments

Implementations details are given in Appendix J.1. Supplementary experiments are provided in
Appendix J.2.

J.1. Implementation Details

We detail below the most relevant implementation details, both regarding the sampling rules and the
considered family of thresholds.

Stopping thresholds The implementation of the different families of thresholds require to specify
the hyper-parameters ps, η0, η1, γq. Based on the obtained formulas, we see that there is a trade-off
in their choice. Smaller values of pη0, η1q yield close to ideal dependency in δ, at the cost of
increasing the dependency in t. Smaller values of s yield close to ideal dependency in t, at the cost
of increasing the constant term. Smaller values of γ yield more frequent update of the approximation
term error (i.e. the ratio of eigenvalues), at the cost of increasing the dependency in t. Those updates
are responsible for stair-step shaped curves of the KL and (EV-)BoB thresholds. For reasonable
choices of the parameters, the relative performance of the thresholds are not changed. We conduct
our experiments with s “ 2, γ “ 1.2, η0 “ η1 “ log p1{δq

´1 (as δ ă 1).

Optimal allocation oracles To compute the optimal allocation in TaS, we perform nested binary
searches to solve the optimization problem described in Theorem 13. The outer binary search is
done on y P r0,mina‰a‹ da‹pµaqq. The inner binary searches are done to compute xapyq for all
a P rKs. To obtain λpxq, we compute the (at most three) real solutions of the third order polynomial
equation, and then return the one minimizing the function of interest. For EV-TaS, the procedure
is similar as the one implemented in Garivier and Kaufmann (2016), and it is significantly faster as
λpxq has a closed-form solution.
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Sampling rules As recommended in Jourdan et al. (2022), we implemented the β-EB-TCI al-
gorithm with β “ 0.5. This is a deterministic instance of Top Two algorithm with an efficient
implementation since it can re-use computations done in the stopping and recommendation rules.

Based on Degenne et al. (2019), we consider DKM with one learner on △K instead of K
learners. For unknown variances, the wrapped DKM algorithm is obtained by considering adapted
transportation costs (and the corresponding alternatives). To cope for an additional uncertainty due
to the unknown variance, the bonus logptq

Nt,a
is multiplied by 1 ` 2 logptq

Nt,a
. This heuristic is legitimated

by our box concentration. The implementation of EV-DKM is direct by plugging in the empirical
variance. Based on Wang et al. (2021), the wrapped algorithms FWS and EV-FWS are obtained
similarly.

FHN2 refers to the procedure 2 in Fan et al. (2016), whose pseudo-code (see Algorithm 1)
was given in Hong et al. (2021). FHN2 is an elimination strategy which repeatedly samples all
arms until only one arm is left. For all a P rKs, let X̄n,a “ 1

n

ř

tPrns Xt,a where pXt,aqtPrns

are i.i.d. observations from νµa,σ2
a
. Its elimination mechanism compares the pairwise statistics

tb,apnqpX̄n,b ´ X̄n,aq to an elimination threshold gb,aptb,apnq, δq, where the effective time tb,apnq “

n{Sb,apnq is defined with the empirical variances of pairwise comparison between arms b and a

Sb,apnq “
1

n´ 1

ÿ

tPrns

`

Xt,b ´Xt,a ´ X̄n,b ` X̄n,a

˘2
.

The calibration of the elimination threshold, which is done by simulations arguments and continuous-
time approximations, yields

gb,apx, δq “

d

px` 1q

ˆ

2 log

ˆ

K ´ 1

2δ

˙

` logpx` 1q

˙

.

The choice of the initial time n0 impacts the empirical performance of the algorithm, yet few prac-
tical guidelines were given. In our experiments we took n0 “ maxt2, 10 logp1{δqu.

Algorithm 1: FHN2
Let I “ rKs and n “ n0 (user-specified)
Sample n0 observations from each arm
while |I| ą 1 do

Compute Sb,apnq and set tb,apnq “ n{Sb,apnq for all b ‰ a
Update active arms, I Ð Iz

␣

b | @a ‰ b, tb,apnqpX̄n,b ´ X̄n,aq ă ´gb,aptb,apnq, δq
(

Pull each arm once, and set n Ð n` 1
end
Return the unique arm in I

In Fan et al. (2016), they also propose the procedure 1, which we refer to as FHN1. The main
difference is that FHN1 uses the empirical variances obtained after initialization, meaning it uses
tb,apnq “ n{Sb,apn0q instead of tb,apnq “ n{Sb,apnq. While one can argue that this wastes precious
information, FHN1 enjoys better theoretical guaranty. The impact of then choice of n0 is more
important for FHN1 since Sb,apn0q is used for elimination.

Reproducibility Our code is implemented in Julia 1.7.2, and the plots are generated with
the StatsPlots.jl package. Optimizations are performed based on the JuMP.jl optimization
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package. In particular, we use the Ipopt non-linear solver (Wächter and Biegler, 2006), available in
Ipopt.jl, and the LambertW.jl package to compute the Lambert W function. Other depen-
dencies are listed in the Readme.md. The Readme.md file also provides detailed julia instructions
to reproduce our experiments, as well as a script.sh to run them all at once. The general struc-
ture of the code (and some functions) is taken from the tidnabbil library.2

J.2. Supplementary Experiments

In Appendix J.2.1, we perform simulations on the characteristic times T ‹pµ, σ2q and T ‹
σ2pµq. In

Appendix J.2.2, we compare family of stopping thresholds for the EV-GLR stopping rule.

J.2.1. CHARACTERISTIC TIMES

We perform numerical simulations to compare T ‹pµ, σ2q and T ‹
σ2pµq. Based on the inequalities

(2), we will compare T ‹pµ,σ2q

T ‹

σ2 pµq
and its upper bound dpµ,σ2q

logp1`dpµ,σ2qq
on T ‹pµ,σ2q

T ‹

σ2 pµq
, where dpµ, σ2q “

maxa‰a‹pµq

pµa‹pµq´µaq2

mintσ2
a,σ

2
a‹pµq

u
. Taking K “ 2, we consider the canonical instance µ “ p0,´∆q and

σ2 “ p1, rq, hence dpµ, σ2q “ ∆2

mint1,ru
, and instantiate it by default with ∆ “ 0.2 and r “ 0.5. We

perform 10000 simulations for varying ∆ and r.

Figure 3: Evolution of T ‹pµ,σ2q

T ‹

σ2 pµq
as a function of (a) ∆ for r “ 0.5 and (b) r for ∆ “ 0.2.

Figure 3 empirically confirms that dpµ,σ2q

logp1`dpµ,σ2qq
is an upper bound on T ‹pµ,σ2q

T ‹

σ2 pµq
, which is always

above 1. It shows that T ‹pµ,σ2q

T ‹

σ2 pµq
is close to one as long as the gap is not too large. Moreover, the

upper bound dpµ,σ2q

logp1`dpµ,σ2qq
has the same behavior, except when the variance of the optimal arm is

significantly larger than the one of the sub-optimal arm. In this particular regime, our upper bound
appears to be loose.

2. This library was created by Degenne et al. (2019), see https://bitbucket.org/wmkoolen/tidnabbil. No license were
available on the repository, but we obtained the authorization from the authors.
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J.2.2. THRESHOLDS

Using the same experimental setup as in Section 3.3, we perform numerical simulations to compare
the family of thresholds derived for the EV-GLR stopping rule: EV-Student (Lemma 50), EV-Box
(Lemma 51) and EV-BoB (Corollary 52).

Figure 4: Threshold for (5) as a function of (a) log p1{δq for t “ 5000 and (b) t for δ “ 0.01.

Figure 4 is the equivalent of Figure 1 and similar messages can be extracted from it. However,
for the EV-GLR stopping rule, the δ-correct family of thresholds can be asymptotically tight, oth-
erwise Theorem 9 would contradict the asymptotic lower bound. The Student threshold in (21) has
poor performance in t. While the box threshold in (22) yields better performance in t, it comes at
a worse dependency in log p1{δq (higher slope). The BoB threshold in Corollary 52 has the good
performance in t of the box threshold and the same dependency in log p1{δq as the Student threshold.

Figure 5: Thresholds as a function of (a) log p1{δq for t “ 5000 and (b) t for δ “ 0.01.

Figure 5 groups Figures 1 and 4 together. By comparing the thresholds obtained by using the
same method, all the thresholds for the EV-GLR stopping rule are above the ones obtained for the
GLR stopping rule. Given the ordering of the statistic (Lemma 16), this was expected.
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