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Abstract
We propose a graph clustering formulation based on multicut (a.k.a. weighted correlation clustering) on the complete graph. Our formulation does not need specification of the graph topology as in the original sparse formulation of multicut, making our approach simpler and potentially better performing. In contrast to unweighted correlation clustering we allow for a more expressive weighted cost structure. In dense multicut, the clustering objective is given in a factorized form as inner products of node feature vectors. This allows for an efficient formulation and inference in contrast to multicut/weighted correlation clustering, which has at least quadratic representation and computation complexity when working on the complete graph. We show how to rewrite classical greedy algorithms for multicut in our dense setting and how to modify them for greater efficiency and solution quality. In particular, our algorithms scale to graphs with tens of thousands of nodes. Empirical evidence on instance segmentation on Cityscapes and clustering of ImageNet datasets shows the merits of our approach.

1. Introduction
Graph-based clustering approaches, primarily among them multicut [Chopra & Rao 1993], are theoretically appealing: They do not need specification of the number of clusters, but infer them as part of the optimization process. They allow for a flexible clustering objective with attractive and repulsive costs between pairs of nodes. They are also theoretically well-understood as optimization problems with intensively studied polyhedral descriptions. Efficient solvers that scale well and give high quality solutions have also been developed.

As a drawback, graph-based clustering approaches need specification of the underlying graph topology. In practice, this means an additional engineering effort as well as the possibility to not get it right, which would decrease the downstream task performance. Naively circumventing this challenge by using the complete graph is not scalable – the number of edges grows quadratically. One approach to resolve this conundrum is graph structure learning e.g., by extending [Kazi et al. 2022], but adds considerable additional complexity.

We propose a method to solve graph clustering efficiently on complete graphs. Our formulation will use the well-known edge-based multicut formulation and only restrict the way edge costs can be computed: they need to be based on inner products of node feature vectors. This has two advantages: First, it reduces storage requirements. Instead of storing a full adjacency matrix of edge costs as in multicut, which grows quadratically with the number of nodes, we only need to store a linear number of node features and can compute edge costs on demand. Second, operations needed in multicut algorithms can be made scalable. Instead of operating on the complete graph we can sparsify it adaptively during the solving process. This allows to simulate the workings of multicut algorithms on complete graphs by working on a small subset of it. The key technical ingredient to obtain these sparse subgraphs will be fast nearest neighbor search, for which efficient and scalable implementations exist [Johnson et al. 2019]. In effect, this allows us to solve large dense multicut instances in moderate time, which is not possible with existing solvers. In detail, our contribution is as follows:

Formulation: We propose multicut on complete graphs with factorized edge costs as an efficiently representable graph clustering formalism.

Algorithm: We propose scalable algorithms for solving the dense multicut problems, one mimicking exactly the original greedy additive edge contraction (GAEC) algorithm [Keuper et al. 2015], the other a more efficient variant in the spirit of the balanced edge contraction heuristic [Kardoost & Keuper 2018].

Empirical: We show efficacy in terms of memory and runtime of our solvers and show the merit of using them.
for image segmentation on Cityscapes and clustering of ImageNet classification dataset\(^1\)

2. Related work

**Multicut and correlation clustering:** The original multicut problem is formulated as an extension of the min-cut problem to multiple terminals with non-negative edge costs (Hu, 1963). In machine learning the multicut problem is defined differently and is equivalent (up to variable involution) to the correlation clustering problem (Demaine et al., 2006), i.e. arbitrary edges costs and no terminals. For the purpose of this work we will use the latter definition of multicut. The polyhedral geometry of the multicut problem has been studied in (Deza et al., 1992; Chopra & Rao, 1993; Oosten et al., 2001). An equivalent problem for multicut on complete graphs is the clique partitioning problem studied in (Grötschel & Wakabayashi, 1990).

Although the multicut problem is NP-Hard (Bansal et al., 2004; Demaine et al., 2006), greedy algorithms perform well in practice for computer vision and machine learning tasks (Keuper et al., 2015; Levinkov et al., 2017; Bailoni et al., 2022). More involved algorithms include message passing in the dual domain for multicut, studied in (Soboda & Andres, 2017; Lange et al., 2018; Abbas & Soboda, 2022). These algorithms give lower bounds and improved primal solutions. Another line of efficient primal heuristics is based on move-making (Beier et al., 2014, 2015). All these graphs, while efficient, scale with the number of edges, making them unsuitable for very large dense graphs. Algorithms for correlation clustering on complete graphs were proposed in (Pan et al., 2015; Veldt, 2022). However, they only allow unweighted edges. In this paper we consider efficient algorithms on full graphs and with weighted edges.

**K-Means:** The $K$-means problem (Lloyd, 1982) is similar to our approach in that it works directly on feature representations and its objective is based on $L_2$-distances between features. Similarly to our algorithm, large number of points are handled by efficiently computing kNN-graphs (Qaddoura et al., 2020), thereby reducing run time. In contrast to multicut, the number of clusters must be given a-priori, while in multicut it is derived as part of the optimization process.

**Other clustering approaches:** There are a number of other paradigms for clustering. A prominent approach is spectral clustering, in which a weighted graph is given and a clustering is computed with the help of the eigenvectors of the graph Laplacian (von Luxburg, 2007; Jia et al., 2014). The work (Dhillon et al., 2007) shows connections between weighted $k$-means and multiple spectral clustering approaches. As for $K$-means and unlike multicut, spectral clustering requires the number of clusters to be specified.

3. Method

A decomposition (or clustering) of a weighted graph $G = (V, E, c)$ with vertices $V$, edges $E$ and edge costs $c \in \mathbb{R}^E$ can be obtained by solving the following multicut problem

$$
\min_{y \in \mathcal{M}_G} \sum_{ij \in E} c_{ij} y_{ij}.
$$

We say that an edge $ij$ with $c_{ij} > 0$ is attractive. Its endpoints prefer to be in the same cluster. In the opposite case $c_{ij} < 0$ we call the edge repulsive. The set $\mathcal{M}_G$ enumerates all possible partitions of $G$ defined as

$$
\mathcal{M}_G = \left\{ \mathbb{1}_{\delta(V_1, \ldots, V_n)} : V_i \cap V_j = \emptyset \, \forall i \neq j, \, V_1 \cup \ldots \cup V_n = V \right\}.
$$

where $\delta(\cdot, \ldots, \cdot) \subseteq E$ is the set of edges straddling distinct components and $\mathbb{1}_\delta$ is the indicator vector of $\delta$.

The goal of our work is to consider the scenario when the graph $G$ is complete i.e., $E = \{ij : i \in V, j \in V \setminus \{i\}\}$. For large graphs storage and processing of edge costs $c$ becomes prohibitive. To address this issue we instead require as input a feature vector $f_i \in \mathbb{R}^d$ for each node $i \in V$. The edge costs between a pair of nodes $i$ and $j$ can then be measured on-demand through some function $s(f_i, f_j) \to \mathbb{R}$. In this case

Figure 1: Example illustration of dense multicut problem on 5 nodes. Each node $i$ is associated with a vector $f_i \in \mathbb{R}^2$ and all possible edges between distinct nodes are considered (i.e., the complete graph). The edge cost between a pair of nodes $i, j$ is measured by $(f_i, f_j)$ and attractive/repulsive edges are colored green/red. Edge thickness represents absolute edge cost. Also shown is the optimal partitioning to 2 clusters with cut edges denoted by dashed lines.
From now on, unless stated otherwise, our edge costs will be on the node features forming a more efficient (and equivalent) contraction by operating on edge costs is computationally expensive. Moreover, since each graph directly applying this algorithm by operating on edge costs is expensive. Specifically to make GAEC efficient with node features, we sparsify the original graph \( G \) by working on its directed \( k \)-nearest neighbours (NN) graph \((V, A)\). The NN graph stores candidate edges for contraction. The arc set \( A \) is populated by nearest neighbour search w.r.t. feature similarity (5) and is updated on each edge contraction. We denote outgoing neighbours of \( i \) as \( N_i^+ = \{l | (i, l) \in A \} \) and similarly \( N_i^- \) as incoming neighbours. We write \( N_i^+ \cup N_i^- = N_i^{\pm} \) and similarly for incoming neighbours. Lastly the set \( \arg \top-k \in S \) contains the \( k \) elements of \( S \) having the largest values of \( y(s) \). The complete strategy to obtain a feasible solution of dense multicut problem is described in Algorithm 2. It imitates Algorithm 1 by iteratively searching and contracting the most attractive edge, but it restricts its search only to the NN graph thereby reducing computation. After contraction, the NN graph is updated (lines 5-8) by only recomputing nearest neighbours of nodes which were affected by the contraction in the NN graph.

3.1. Greedy Additive Edge Contraction

The greedy additive edge contraction (GAEC) scheme (Keuper et al. 2015) computes an approximate solution of the multicut problem (1) as given in Algorithm 1. It initializes each node as a separate cluster and iteratively contracts a pair of nodes \( i, j \) with the largest non-negative cost \( c_{ij} \) (if it exists). Let \( m \) be the node \( i \) and \( j \) are contracted to the edge costs of edges incident to \( m \) are

\[
e_{ml} = c_{il} + c_{jl}, l \in N_i \cup N_j \setminus \{i, j\}, \tag{4}
\]

where costs of non-existing edges are assumed to be 0 and \( N_i \) corresponds to neighbours of \( i \) in graph \( G \). For complete graphs directly applying this algorithm by operating on edge costs is computationally expensive. Moreover, since each node is connected to all other nodes \( N_i = V \setminus \{i\} \), cost updates (4) during edge contraction take \( O(|V|) \) instructions.

Algorithm 1: GAEC (Keuper et al., 2015)

Data: Weighted graph \( G = (V, E, c) \)

Result: Clusters \( V \)

1. while \( \max_{u \in E} c_{uv} \geq 0 \) do
2.   \( m := ij = \arg \max_{u \in E} c_{uv} \)
3.   // Aggregate edge costs
4.   \( e_{ml} = c_{il} + c_{jl}, l \in N_i \cup N_j \setminus \{i, j\} \)
5.   // Update edges
6.   \( E' = \{ml | l \in N_i \cup N_j \setminus \{i, j\} \} \)
7.   \( E = E' \cup \{ij\} \)
8.   // Update nodes
9.   \( V = (V \cup \{m\}) \setminus \{i, j\} \)

Contraction on complete graphs: We show how to perform a more efficient (and equivalent) contraction by operating on the node features \( f \) by our formulation (3) for the particular case of \( s(\cdot, \cdot) \) defined as

\[
s(f_i, f_j) = \langle f_i, f_j \rangle. \tag{5}
\]

From now on, unless stated otherwise, our edge costs will be given by (5).

Lemma 3.1 (Contraction with node features). Assume edge costs are measured by (5) and nodes \( i \) and \( j \) are contracted to \( m \). Then features of node \( m \) given by

\[
f_m = f_i + f_j \tag{6}
\]

Proof. By applying (5) for \( l \in V \) and comparing with (4) we get

\[
s(f_m, f_l) = \langle f_m, f_l \rangle = \langle f_i, f_l \rangle + \langle f_j, f_l \rangle = s(f_i, f_l) + s(f_j, f_l) \).
\]

Next we will build on the previous result to devise heuristics for solving dense multicut problem (3) efficiently.

GAEC for complete graphs: We devise an algorithm which exactly imitates GAEC (Keuper et al. 2015) but is applicable to our formulation on complete graphs (3). Specifically to make GAEC efficient with node features and a complete graph, we sparsify the original graph \( G \) by working on its directed \( k \)-nearest neighbours (NN) graph \((V, A)\). The NN graph stores candidate edges for contraction. The arc set \( A \) is populated by nearest neighbour search w.r.t. feature similarity (5) and is updated on each edge contraction. We denote outgoing neighbours of \( i \) as \( N_i^+ = \{l | (i, l) \in A \} \) and similarly \( N_i^- \) as incoming neighbours. We write \( N_i^+ \cup N_i^- = N_i^{\pm} \) and similarly for incoming neighbours. Lastly the set \( \arg \top-k \in S \) contains the \( k \) elements of \( S \) having the largest values of \( y(s) \). The complete strategy to obtain a feasible solution of dense multicut problem is described in Algorithm 2. It imitates Algorithm 1 by iteratively searching and contracting the most attractive edge, but it restricts its search only to the NN graph thereby reducing computation. After contraction, the NN graph is updated (lines 5-8) by only recomputing nearest neighbours of nodes which were affected by the contraction in the NN graph.

Algorithm 2: Dense GAEC

Data: Node features \( f_i, \forall i \in V \); Number of nearest neighbours \( k \)

Result: Clusters \( V \)

1. while \( \max_{(u,v) \in A} \langle f_u, f_v \rangle \geq 0 \) do
2.   \( m := (i, j) = \arg \max_{(u,v) \in A} \langle f_u, f_v \rangle \)
3.   // Update nodes
4.   \( f_m = f_i + f_j \)
5.   \( V = (V \cup \{m\}) \setminus \{i, j\} \)
6.   // Update nodes having \( i, j \) as NN
7.   \( H = \{q, r | q \in N_j^+, r \in \arg \top-k \in V \setminus \{q\} \} \)
8.   // NN of merged node
9.   \( H = H \cup \{(m, r) | r \in \arg \top-k \in V \setminus \{q\} \} \)
10. // Add arcs and remove arcs with \( i, j \)
11. \( A = (A \cup H) \setminus \{(i, j) \cup \{(i, \cdot) \cup \{(j, \cdot) \}}
\]
Proposition 3.2 (Dense Greedy Contraction). Algorithm 2 always merges a pair of nodes $i$ and $j$ with the largest edge cost i.e.,

$$(i, j) \in \arg \max_{(u, v) \in A} \langle f_u, f_v \rangle \implies \langle f_i, f_j \rangle \geq \max_{u, v \neq u} \langle f_u, f_v \rangle.$$  \hfill (7)

**Proof.** The statement is trivially satisfied before any merge operation is performed since $A$ is constructed by nearest neighbour search over all nodes in line 2 of the algorithm.

We now show that after each merge operation (i.e., after line 6 of Proposition 3.3) the statement (7) still holds. We define $Q = m \cup N_{ij}^-$. Two cases can arise:

**Case 1:** $\{i, j\} \cap Q \neq \emptyset$: Due to nearest neighbour search for all nodes in $Q$ at lines 6 and 7 the statement holds.

**Case 2:** $\{i, j\} \cap Q = \emptyset$: In this case if $i$ is the contracted node $m$ from the last edge contraction operation then $(i, j) \in A$ due to line 6. If $i \neq m$ then it remains connected to its nearest neighbours either due to the initial NN search at line 1 or the NN update at lines 6 and 7.

Note that the claim of Prop. 3.2 does not ensure that the arc set $A$ will contain all nearest neighbour arcs after contraction. Instead it guarantees that the most attractive edge will always be present in the nearest neighbour graph, foregoing the need to search in the complete graph. This proves that the Algorithm 2 performs locally optimal merges as proposed in (Keuper et al., 2015) and is also scalable to large complete graphs. As a downside the algorithm requires costly nearest neighbour search after every edge contraction. Since computing nearest neighbours and contracting edges is not commutative, in the worst case one has to recompute the nearest neighbours on the contracted graph from scratch.

**Incremental nearest neighbours:** For faster nearest neighbour updates after edge contraction we show how to reuse more of the previously computed nearest neighbours through the following two approaches. First, for all nodes whose nearest neighbours are merging nodes (i.e., line 6 of Alg. 2), we check if merged node $m$ is already a nearest neighbour without requiring exhaustive search. Specifically assume a contracting node $i$ was a $k$-nearest neighbour of some other node $q \in V \setminus i$. Then the merged node $m$ is a $k$-nearest neighbour of $q$ if $\langle f_q, f_m \rangle \geq \min_{p \in N_{ij}^+} \langle f_p, f_q \rangle$. This check can be cheaply performed for all such nodes thereby reducing computation. Second, we devise a criterion which can allow to efficiently populate nearest neighbours of the contracted node $m$.

**Proposition 3.3** (Incremental nearest neighbours). Let the $k$-nearest neighbours $N_{ij}^+, N_{ij}^-$ of nodes $i$ and $j$ be given. Assume that nodes $i, j$ are merged to form a new node $m$.

Then edge costs between nodes $v \in V \setminus N_{ij}^+$ and $m$ are bounded from above by

$$b_{ij} := \min_{p \in N_{ij}^+} \langle f_i, f_p \rangle + \min_{q \in N_{ij}^+} \langle f_j, f_q \rangle$$

**Proof.** Since neighbours of $i$ are computed by nearest neighbours search we have for all nodes $p' \notin N_{ij}^+$

$$\langle f_i, f_{p'} \rangle \leq \min_{p \in N_{ij}^+} \langle f_i, f_p \rangle,$$

and similarly for node $j$. Then by definition of $v$ and Lemma 3.1 we obtain

$$\langle f_m, f_{v} \rangle = \langle f_i, f_{v} \rangle + \langle f_j, f_{v} \rangle \leq \min_{p \in N_{ij}^+} \langle f_i, f_p \rangle + \min_{q \in N_{ij}^+} \langle f_j, f_q \rangle.$$  \hfill (8)

The above proposition gives an upper bound of feature similarity (i.e., edge cost) of merged node $m$ with all nodes not in $N_{ij}^+$. Thus if a node in $N_{ij}^+$ exceeds this upper bound it is more similar to $m$ than all nodes not in $N_{ij}^+$. This allows to possibly skip recomputing the nearest neighbours of $m$ in Alg. 2 (line 7).

**Lemma 3.4.** If

$$|\{p \in N_{ij}^+ : \langle f_m, f_p \rangle \geq b_{ij} \}| \geq k$$

then $k$-nearest neighbour of node $m$ given by $\arg \text{top-k}_{p \in V \setminus \{i,j,m\}} \langle f_m, f_v \rangle$ can be chosen as $\arg \text{top-k}_{p \in N_{ij}^+} \langle f_m, f_p \rangle$.

**Proof.** Since the elements of $N_{ij}^+$ already satisfy the bound $b_{ij}$ from Prop. 3.3 and there are at least $k$ many such elements, the $k$-nearest neighbours of node $m$ can be taken from $N_{ij}^+$. \hfill $\Box$
Both of these approaches for efficiently updating the NN graph after contraction are used in Alg. 3. Additionally in Alg. 3 we skip exhaustive search if a node still has many nearest neighbours where \( p \in [1, k] \). Algorithm 3 can be used instead of lines 6 and 7 in Alg. 2 for improved performance. See Figure 2 for an illustration on nearest neighbour graph and edge contraction update.

Algorithm 3: Incremental NN update

**Data:** Contracting nodes \( i, j \); Contracted node \( m \); NN graph \( (V, A) \); Node features \( f_i, \forall i \in V \); Num. of neighbours \( k \);

**Result:** Nearest neighbour arcs \( H \) to add in \( A \)

// NNs of \( m \) by Prop. 3.3
\( H = \{(m, l) \mid l \in N^+_{ij}, (f_m, f_l) \geq b_{ij}\} \)

// Keep at most \( k \) NN
\( H = \text{arg} \cdot \text{top} \cdot k_{(m, l) \in H}(f_m, f_l) \)

if \( H = \emptyset \) then

\( H = \{(m, r) \mid r \in \text{arg} \cdot \text{top} \cdot k_{l \in V \setminus m}(f_m, f_l)\} \)

for \( q \in N^+_{ij} \setminus \{i, j\} \) do

// Check if \( m \) a NN of \( q \)
\( H = H \cup \{(q, r) = \text{arg} \cdot \text{top} \cdot k_{l \in V \setminus q}(f_q, f_l)\} \)

3.2. Lazy Edge Contraction

We further forego the need for nearest neighbours recomputation after edge contraction by lifting the restriction of performing only greedy moves. This allows to maximally utilize the NN graph: the algorithm performs contractions, including non-greedy ones, until no contraction candidates are present in the NN graph. Specifically we do not perform the exhaustive search in lines 4 and 5 of Alg. 3 and only return the nearest neighbours which are easily computable. The NN graph is repopulated as lazily as possible i.e., when no contraction candidates are left. In addition to being more efficient this strategy is reminiscent of the balanced edge contraction approach of (Kardos et al., 2018). The authors normalized the edge costs with cluster size of two end-points. These normalized edge costs were used to find the edge to contract. This strategy encouraged consecutive contractions to occur at different regions of the graph. As our lazy approach does not always make the nearest neighbours of the contracted node available thus contractions can only be done to nodes other than the contracted node. This also produces contractions in different regions.

Lastly we explore efficient methods for approximate nearest neighbour search (Malkov et al., 2018) for populating the initial NN graph. For later searches we still use exact methods as the search space is reduced due to contractions.

3.3. Varying Affinity Strength

Our basic edge costs computed by \( (f_i, f_j) \) for two features \( f_i \) and \( f_j \) have one fundamental limitation: Clusters will by default occupy whole quadrants. In other words, whenever two features have angle lower than 90° they are attractive and will prefer to be in the same cluster, see Figure 3. In order to let our formulation favor larger or smaller clusters, we modify our original similarity function \( s(\cdot, \cdot) \) by adding an additional term indicated by \( \alpha \)-variables:

\[
\bar{f}_i = [f_i; \alpha_i], \quad s(\bar{f}_i, \bar{f}_j) = (f_i, f_j) + \alpha_i \cdot \alpha_j, \quad (9)
\]

where we choose positive sign for favoring larger clusters and negative for smaller clusters. In our experiments we will set \( \alpha_i = \alpha > 0 \), with \( \alpha \) in (10) to prefer many small sized clusters. Moreover, we note that our contraction mechanism carries over directly to this extended setting.

**Lemma 3.5.** Aggregating features of the contracted node \( m \) by \( f_m = \bar{f}_i + \bar{f}_j \) is equivalent to setting edge costs as per (4) on complete graph.

**Proof.** Similar to the proof of Lemma 3.1 as follows

\[
s(\bar{f}_m, \bar{f}_i) = (f_m, f_i) + \alpha_m \cdot \alpha_i = (f_i + f_j, f_i) + \alpha_i + \alpha_j \cdot \alpha_i = (f_i, f_i) + \alpha_i \cdot \alpha_i + (f_j, f_i) + \alpha_j \cdot \alpha_i = s(\bar{f}_i, \bar{f}_j) + s(\bar{f}_j, \bar{f}_i).
\]

Large clusters: For preferring larger clusters (corresponding to choosing + in (10)), we work directly on the extended feature set \( \bar{f}_i = [f_i; \alpha_i] \) and use it in the NN graph.

Small clusters: For preferring smaller clusters (corresponding to choosing − in (10)), we must modify our algorithms slightly. In order to construct NN graphs we will use two sets of features: First, the query nodes will have their features defined by \( \bar{f}_i = [f_i, -\alpha_i] \) and second, the pre-existing nodes \( j \in V \) in the graph will keep the same features \( \bar{f}_j \) from (10). To search for nearest neighbors of node \( i \) in the graph \( V \) the modified similarity function (10) can be implemented by an inner product as

\[
s(\bar{f}_i, \bar{f}_j) = \langle \hat{f}_i, \bar{f}_j \rangle.
\]

3.4. Computational complexity

Our basic formulation (5) with \( \alpha = 0 \) in (10) is shown to be solvable in time \( O(|V|d^2) \) in (Veldt et al., 2017) through zonotope vertex enumeration (Onn & Schulman, 2001; Stinson et al., 2016). These results are also applicable when choosing + in (10). In our experiments having − in (10) is vital for obtaining a good clustering, in which case the results of (Veldt et al., 2017) are not directly transferable.
We study the benefits of the multicut on complete graphs (Swoboda et al., 2022). The algorithms are available in (Swoboda et al., 2016) panoptic segmentation. All datasets are made available in (Swoboda et al., 2022). The algorithms are compared possible algorithms on the tasks of ImageNet (Deng et al., 2009) clustering and Cityscapes (Cordts et al., 2016) panoptic segmentation. The features of each image are computed by a ResNet50 (He et al., 2016) backbone trained by MoCov3 (Chen et al., 2021) in unsupervised fashion by a contrastive loss on the training split of ImageNet. The features have a dimension of 2048 and are normalized to have unit $L_2$ norm. We create two problem instances containing 5k and 50k images by considering 100 and all 1000 classes respectively.

4. Experiments

We study the benefits of the multicut on complete graphs and compare possible algorithms on the tasks of ImageNet (Deng et al., 2009) clustering and Cityscapes (Cordts et al., 2016) panoptic segmentation. All datasets are made available in (Swoboda et al., 2022). The algorithms are:

**GAEC**: The greedy additive edge contraction algorithm from (Keuper et al., 2015) (Alg. 1) is run on the complete graph where all edge costs are precomputed and then passed to the algorithm.

**RAMA**: We also compare with the recent GPU-based multicut solver of (Abbas & Swoboda, 2022). Similar to GAEC we run it on the complete graph. The solver uses dual optimization for better solution quality and also gives lower bounds to the multicut objective. As a drawback it cannot handle large instances due to high memory requirement of complete graphs. We evaluate on NVIDIA A40 GPU with 48GB of memory.

**DGAEC**: Our Algorithm[2] which operates on node features and performs contractions according to Lemma 3.1. The nearest neighbour graph is updated by exhaustive search after edge contraction. The number of nearest neighbours $k$ is set to 1, a larger value does not benefit since Prop. 3.3 is not utilized.

**DGAECInc**: Our Algorithm[2] which additionally makes use of Alg. 3 for incremental neighbour updates after edge contraction. The value of $k$ is set to 5.

**DLAEC**: A variant of our DGAECInc where non-greedy moves are also allowed as described in Sec. 3.2.

**DApPLAEC**: Another variant of our DLAEC where initial nearest neighbours are computed by approximate nearest neighbour search method (Malkov & Yashunin, 2018) through library of (Johnson et al., 2019).

For all multicut algorithms on all datasets we set the value of affinity strength $\alpha_i$ in (11) to 0.4, preferring small clusters. We do not compare with the randomized algorithm of (Veldt et al., 2017) since it does not account for affinity strength with preference on smaller clusters. All CPU algorithms are run on an AMD 7502P CPU with a maximum of 16 threads to allow for faster nearest neighbour search.

4.1. ImageNet clustering

We evaluate clustering of the ImageNet (Deng et al., 2009) validation set containing 50k images. Each image in the dataset acts as a node for our dense multicut formulation. The features of each image are computed by a ResNet50 (He et al., 2016) backbone trained by MoCov3 (Chen et al., 2021) in unsupervised fashion by a contrastive loss on the training split of ImageNet. The features have a dimension of 2048 and are normalized to have unit $L_2$ norm. We create two problem instances containing 5k and 50k images by considering 100 and all 1000 classes respectively.

**Clustering quality**: Before comparing our algorithmic contributions we first test the efficacy of our dense multicut formulation by comparing its clustering result with k-means (Lloyd, 1982) using the implementation from (Pedregosa et al., 2011) and initialization of (Arthur & Vassilvitskii, 2007). Since $k$-means requires the number of clusters to be known beforehand we set it to the number of classes in the problem instance. For an additional comparison we also run k-means on the number of clusters given by our dense multicut algorithm. The quality of clustering results are evaluated using normalized mutual information (NMI) and adjusted mutual information (AMI) metrics (Vinh et al., 2010). The results are given in Table 1. We observe that although our formulation does not require the number of clusters to be specified, the results are on par with $k$-means. Additionally the value of affinity strength $\alpha$ does not need to be changed for different problem instances. As compared to $k$-means our algorithms are much faster especially on the larger instance. The RAMA solver of (Abbas & Swoboda, 2022) performs better than all other approaches on the smaller instance but runs out of memory for the larger one. Lastly, our formulation creates more clusters than the number of classes. This is mainly due to presence of outliers in the feature space as the feature extractor is trained without any groundtruth information.
Table 1: Quality of clustering on ImageNet validation set. t [s]: compute time in seconds, NMI: normalized mutual information, # clusters: number of clusters, †: out of GPU memory. For k-means the number of clusters was specified as input.

<table>
<thead>
<tr>
<th>Method</th>
<th>t [s]</th>
<th>NMI</th>
<th>AMI</th>
<th># clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ImageNet-100 (</td>
<td>V</td>
<td>= 50k)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-means</td>
<td>16</td>
<td>0.42</td>
<td>0.27</td>
<td>100</td>
</tr>
<tr>
<td>k-means</td>
<td>32</td>
<td>0.53</td>
<td>0.26</td>
<td>333</td>
</tr>
<tr>
<td>RAMA</td>
<td>0.9</td>
<td>0.57</td>
<td>0.29</td>
<td>639</td>
</tr>
<tr>
<td>DGAECInc</td>
<td>42</td>
<td>0.43</td>
<td>0.22</td>
<td>343</td>
</tr>
<tr>
<td>DAppLAEC</td>
<td>3.2</td>
<td>0.47</td>
<td>0.26</td>
<td>333</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>t [s]</th>
<th>NMI</th>
<th>AMI</th>
<th># clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ImageNet-1000 (</td>
<td>V</td>
<td>= 50k)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k-means</td>
<td>701</td>
<td>0.54</td>
<td>0.2</td>
<td>1000</td>
</tr>
<tr>
<td>k-means</td>
<td>1801</td>
<td>0.61</td>
<td>0.19</td>
<td>2440</td>
</tr>
<tr>
<td>RAMA</td>
<td>†</td>
<td>†</td>
<td>†</td>
<td>†</td>
</tr>
<tr>
<td>DGAECInc</td>
<td>2964</td>
<td>0.49</td>
<td>0.19</td>
<td>2488</td>
</tr>
<tr>
<td>DAppLAEC</td>
<td>65</td>
<td>0.56</td>
<td>0.26</td>
<td>2440</td>
</tr>
</tbody>
</table>

Algorithms comparison: We compare different algorithms for solving dense multicut problem (3) for imageNet clustering in Table 2. Firstly, we see that on the smaller instance the GPU based solver RAMA (Abbas & Swoboda, 2022) gives the best performance. Secondly using incremental nearest neighbour search through Alg. 3 gives better run time than exhaustive search. Lastly our non-greedy algorithms give the best run time among all CPU-based algorithms although with slightly worse objectives.

On the smaller instance, RAMA outperforms other algorithms in terms of the objective value (3) and also gives better clustering quality as compared to k-means. As a drawback RAMA cannot handle large dense multicut instances. This shows multicut on complete graphs can be a suitable alternative to k-means. We speculate that algorithmic improvements on top of our proposed algorithms will further improve clustering quality for large graphs.

Lastly we perform empirical time complexity analysis of our algorithms showing quadratic and subquadratic behaviour in Figure 4. More details are provided in the Appendix.

4.2. Panoptic segmentation

We evaluate our method on the task of panoptic segmentation (Kirillov et al., 2019) on the Cityscapes dataset (Cordts et al., 2016). The panoptic segmentation task consists of assigning a class label to each pixel and partitioning different instances of classes with object categories (e.g. car, person etc.). We focus on the task of partitioning for which the multicut formulation (1) has been used by (Kirillov et al., 2017).

![Figure 4: Runtime comparison of our algorithms on instances of varying sizes taken from ImageNet val. set by varying number of classes. Both axes are in log-scale. Our algorithms DGAECInc and DLAEC show quadratic complexity. Our algorithm DAppLAEC behaves subquadratically benefiting from approximate nearest neighbour search.](image-url)
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Table 3: Comparison of panoptic segmentation on Cityscapes dataset. Multicut on sparse graph of (Abbas & Swoboda [2021]) is computed by Alg. 1. For dense multicut we use the DAppLAEC algorithm. \(PQ_{th}\): Average panoptic quality of all thing classes.

<table>
<thead>
<tr>
<th>Category</th>
<th>Sparse multicut</th>
<th>Dense multicut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person</td>
<td>40.0</td>
<td>46.9</td>
</tr>
<tr>
<td>Rider</td>
<td>53.0</td>
<td>54.4</td>
</tr>
<tr>
<td>Car</td>
<td>50.7</td>
<td>60.5</td>
</tr>
<tr>
<td>Truck</td>
<td>52.7</td>
<td>52.3</td>
</tr>
<tr>
<td>Bus</td>
<td>72.1</td>
<td>71.1</td>
</tr>
<tr>
<td>Train</td>
<td>65.6</td>
<td>62.9</td>
</tr>
<tr>
<td>Motorcycle</td>
<td>47.0</td>
<td>46.8</td>
</tr>
<tr>
<td>Bicycle</td>
<td>45.7</td>
<td>46.9</td>
</tr>
<tr>
<td>(PQ_{th})</td>
<td>53.3</td>
<td>55.2</td>
</tr>
</tbody>
</table>

The largest problem instance contains around 43k nodes. To upsample the clustering back to original image resolution we interpolate the node features back to input image resolution. Afterwards each upsampled node is assigned to the cluster whose mean feature embedding is most similar.

Clustering quality: As a first point of comparison we check whether formulating a multicut problem on the complete graph by (3) is beneficial as compared to a handcrafted sparse graph structure. We take the sparse graph structure from (Abbas & Swoboda [2021]) as a baseline. Their graph also includes long-range edges for dealing with occlusions leading to about \(10 \cdot |V|\) edges in total. We compute the edge costs in this sparse graph in the same way as for our dense formulation and use Alg. 1 for computing multicut.

In Table 3 we compare the quality of clustering through the panoptic quality metric (Kirillov et al., 2019). We observe that our dense multicut formulation performs better than multicut on the sparse handcrafted graph. This improvement is significant for classes which can have many instances of the same class within an image (i.e. person, car) thus making the partitioning problem difficult. For classes with large objects (e.g. truck) having more edges does not help since the sparse graph can already capture most inter-pixel relations. On average our dense multicut formulation gives better results than sparse multicut while alleviating the need for designing a graph structure.

Algorithms comparison: We compare dense multicut algorithms for the panoptic segmentation task in terms of objective value and run time. We were not able to run RAMA since the GPU could not store large graphs. The comparison of performance to the remaining algorithms averaged over all problem instances is given in Table 4.

In terms of run time, we see that our most naive algorithm DGAEC is slower than GAEC which directly operates on edge costs. Our other algorithms surpass GAEC reaching up to an order of magnitude run time improvement with lazy edge contractions and approximate initial nearest neighbours search. In terms of objective value we see slight improvement by our lazy contraction algorithms as compared to the greedy ones.

Sensitivity of affinity strength: In Table 5 we study the effect of changing the value of \(\alpha\) from (10). The results highlight that having \(\alpha > 0\) is essential for good clustering quality. Last, we see further improvement if the value of \(\alpha\) is set differently for each semantic class. We refer to the Appendix for further results.

5. Conclusion

We have demonstrated that optimizing multicut on large complete graphs is possible when using factorized edge costs through inner products of features. We speculate that further algorithmic improvements are possible e.g. by performing dual optimization directly on the node features. As a potential theoretical advantage our approach sidesteps the need for learning graph structure. This offers a possibility to embed it as a differentiable layer in neural networks, using e.g. the work (Vlastelica et al. [2019]).
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Appendix

A. Time complexity analysis

Theoretically all of our algorithms have asymptotic time complexity of $O(d \cdot |V|^3)$. However, empirically we observe our algorithms show quadratic behaviour and get faster through Prop. 3.3 and lazy contractions. We analyse empirical complexity of our algorithms in Figure 4. More details about worst-case complexity of our algorithms are as under

**GAEC:** In worst case scenario Alg. 2, the set $N^{-}_{ij}$ in line 6 can be $V \setminus \{i, j\}$. Therefore nearest neighbour search in line 6 has complexity $O(d \cdot |V|^2)$ making each edge contraction operation quadratic. Overall complexity of the algorithm will then be $O(d \cdot |V|^3)$.

**DGAEC:** In worst case scenario Prop. 3.3 might not help requiring exhaustive search for nearest neighbours. Thus asymptotic complexity remains same as DGAEC.

**LAEC:** Worst case complexity remains same as DGAEC.

**DAppLAEC:** Here we use approximate nearest neighbour search [Malkov & Yashunin 2018] but only to populate initial set of nearest neighbours i.e., the most costly operation. For later iterations we still use exhaustive search therefore asymptotic complexity remains the same as DLAEC.

Note that above complexity analysis assumes that the number of nearest neighbours $k$ is set to 1. This offers very limited potential for incremental nearest neighbour updates. A larger value of $k$ gives much speedup due to Alg. 3. A case distinction is provided below

$k = 1$: Assume the $k$-nearest neighbour graph with $k = 1$ before edge contraction has the structure: $V = \{1, 2, ..., n\}$, $A = \{(2, 1), (3, 1), ..., (n, 1)\}$. Thus node 1 is the nearest neighbour of all other nodes. If an edge containing node 1 is contracted it will force all other nodes to recompute their nearest neighbours. Note that there are still $O(|V|)$ many remaining nodes requiring nearest neighbour update. Due to this worst-case scenario time complexity of one edge contraction becomes quadratic making overall runtime cubic in the number of nodes.

$k \gg 2$: Assume the node set after contracting an edge $ij$ is $V' := V \setminus \{i, j\}$. Then each node in $V'$ still has $k - 2$ many nearest neighbours from within $V'$. In this case nearest neighbour queries only need to be performed between the merged node and nodes in $V'$. In such case an edge contraction operation can have linear complexity instead of quadratic in the number of nodes. Since we use a value of $k \in [1, 5]$ in all our algorithms utilizing incremental updates, they show such behaviour. This is also demonstrated in empirical analysis from Figure 4.

B. Influence of affinity strength

On the Cityscapes dataset we compare panoptic quality on different object classes by varying the value of affinity strength $\alpha$ in (11). The results are given in Table 6. We observe that for classes contain many small objects large value of $\alpha$ is suitable whereas for classes with large objects small value of $\alpha$ is preferable. Although our default value of 0.4 already makes dense multicut outperform the baseline, further improvement is still possible e.g. by tuning $\alpha$. 


Table 6: Comparison of panoptic segmentation on Cityscapes dataset for different values of affinity strength $\alpha$ [11]. All results are computed using the DAppLAEC algorithm. Largest values in each row are highlighted with bold.

<table>
<thead>
<tr>
<th>Category</th>
<th>Panoptic quality on varying values of $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>Person</td>
<td>31.5</td>
</tr>
<tr>
<td>Rider</td>
<td>51.1</td>
</tr>
<tr>
<td>Car</td>
<td>45.6</td>
</tr>
<tr>
<td>Truck</td>
<td>54.1</td>
</tr>
<tr>
<td>Bus</td>
<td>75.1</td>
</tr>
<tr>
<td>Train</td>
<td>75.0</td>
</tr>
<tr>
<td>Motorcycle</td>
<td>45.5</td>
</tr>
<tr>
<td>Bicycle</td>
<td>38.1</td>
</tr>
<tr>
<td>Average ($PQ_{th}$)</td>
<td>52.0</td>
</tr>
</tbody>
</table>