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#### Abstract

Theoretical guarantees in reinforcement learning (RL) are known to suffer multiplicative blow-up factors with respect to the misspecification error of function approximation. Yet, the nature of such approximation factors-especially their optimal form in a given learning problem-is poorly understood. In this paper we study this question in linear off-policy value function estimation, where many open questions remain. We study the approximation factor in a broad spectrum of settings, such as presence vs. absence of state aliasing and full vs. partial coverage of the state space. Our core results include instance-dependent upper bounds on the approximation factors with respect to both the weighted $L_{2}$-norm (where the weighting is the offline state distribution) and the $L_{\infty}$ norm. We show that these approximation factors are optimal (in an instance-dependent sense) for a number of these settings. In other cases, we show that the instance-dependent parameters which appear in the upper bounds are necessary, and that the finiteness of either alone cannot guarantee a finite approximation factor even in the limit of infinite data.


## 1. Introduction

Realizability assumptions are pervasive amongst theoretical guarantees in reinforcement learning (RL) with function approximation. These assumptions posit that the true optimal solution, a value function to be estimated from data, belongs to the function class which is used. In practice, however, the realizability assumption rarely holds, and the degree to which it is violated is largely unknown. Thus, we need algorithms that do not rely on the realizability assumption

[^0]in the sense that their guarantees automatically scale with the degree of misspecification.

When the ground truth solution is not representable by the function class, a natural relaxed objective is to instead recover the best-in-class function in the function class, i.e. the function which is closest to the true solution as measured by some norm. The "minimal" error incurred by the best-in-class function is called the misspecification error. The ratio between the error of the attained solution and that of the best-in-class solution is called the approximation factor or approximation ratio.
Existing error bounds for misspecified RL problems often suffer large approximation factors in addition to other statistical errors (Chen \& Jiang, 2019). Unlike the statistical errors, these error terms represent the "bias" of the solution, and thus do not decrease even asymptotically as the sample size goes to infinity. It is rarely the case that attention is brought to whether these blowup factors are necessary, or if the ratios attained are optimal.
In a myriad of settings which are easier than RL (such as in linear regression or empirical risk minimization), it is indeed possible to recover an approximation factor of 1 (or arbitrarily close to 1) (Wainwright, 2019; Shalev-Shwartz \& BenDavid, 2014). Whether or not similar guarantees are possible in RL problems, or what the optimal ratios would be, has been largely unstudied. Towards studying this question, we formulate an offline RL problem with linear features, and examine the optimal approximation ratio achieved by any estimator (even asymptotic ones). Attainable approximation factors may depend on the number of samples available, but the optimal asymptotic approximation factor is as low as it can be since even "sample-inefficient" estimators are allowed.

Concretely, our learning problem is that of linear off-policy value function estimation in infinite-horizon discounted Markov Reward Processes (MRPs). Despite the apparent simplicity of this setting, even here an understanding of the blowup factors remains open. In this problem, the learner is given access to a feature-map $\varphi: \mathcal{S} \rightarrow \mathbb{R}^{d}$ and an offline dataset of tuples $\left(s_{i}, r_{i}, s_{i}^{\prime}\right)$ from the MRP. The states $s_{i}$ are sampled i.i.d. from an off-policy distribution $\mu$ that may be
different from the stationary distribution of the MRP. We also study the aliased setting where the states can only be observed through their feature mapping. We do not assume anything about the off-policy distribution beyond that it yields a non-degenerate second moment matrix (defined in Section 3). ${ }^{1}$ We also do not assume that the value function of the MRP is linear in the given feature mapping, and thus the task of the learner is simply to output the best possible linear approximation of the true value function (as measured by some norm). Our question is thus: "what is the optimal asymptotic approximation factor for linear off-policy value function estimation under misspecification?"

Recent works (Amortila et al., 2020; Perdomo et al., 2022) have provided some negative results in the realizable setting which demonstrate that the approximation factor may be arbitrarily large in the worst case. In this paper, we provide instance-dependent upper and lower bound results, with the goal of pinning down the optimal approximation ratio for off-policy value function estimation, under both the $L_{2}(\mu)$ norm and the $L_{\infty}$ norm. For upper bounds, we analyze the well-known (off-policy) Least Squares Temporal Difference (LSTD) algorithm (Bradtke \& Barto, 1996), and provide exact characterizations of its error compared to the optimal linear projection. This leads to an approximation factor for LSTD involving two problem-dependent terms, giving two "failure modes" for this algorithm. Via instancedependent lower bounds, we show that the approximation factor attained by LSTD is optimal (up to constant factors) in a myriad of settings. In other cases, we show that both factors are necessary: the finiteness of only one of these terms cannot guarantee a finite approximation factor. ${ }^{2}$ Our results explain the above unidentifiability results, as well as provides new ones. To our knowledge, the only prior work establishing the optimality of LSTD was in the onpolicy setting (i.e., when $\mu$ is the stationary distribution) and held for sample sizes which were much smaller than the size of the state space (Mou et al., 2020). In particular, no prior work exists on characterizing the necessary blowup of the misspecification error in the off-policy case, even that which is asymptotically achievable. Furthermore, prior LSTD bounds are in the $L_{2}(\mu)$ norm only, while we also provide additional results in the maximum-norm, $L_{\infty}$, a norm that allows for distribution-free error guarantees. For ease of reference, a summary of the settings that we study and their associated results can be found in Table 1.

[^1]
## 2. Problem setup

This section formalizes linear off-policy value function estimation in discounted Markov Reward Processes.

Notation We write $\operatorname{Dists}(\mathcal{X})$ to denote the set of probability distributions over a set $\mathcal{X}$. We write $I_{n \times n}$ for the $n \times n$ identity matrix, or simply $I$ when the dimension is clear from context. For any matrix $X$, we let $\lambda_{\min }(X)$ and $\sigma_{\min }(X)$ denote its minimum eigenvalue (if $X$ is square) and minimum singular value, respectively. All vectors are column vectors, and we write ${ }^{\top}$ for the transpose operator.

Markov Reward Processes Markov Reward Processes arise when a fixed memoryless policy is followed in a a Markov Decision Process (Puterman, 2014; Szepesvári, 2010).

Definition 2.1 (Markov Reward Process). A finite discounted Markov Reward Process (MRP) $\mathcal{M}=\langle\mathcal{S}, \mathcal{R}, \mathcal{P}, \gamma\rangle$ is defined by a finite state space $\mathcal{S} \in \mathbb{N}$, a stochastic reward function $\mathcal{R}: \mathcal{S} \rightarrow \operatorname{Dists}([-1,1])$ with expectation $r(s)=$ $\int x \mathrm{~d}(\mathcal{R}(s))$, a transition function $\mathcal{P}: \mathcal{S} \rightarrow \operatorname{Dists}(\mathcal{S})$, and a discount factor $\gamma \in[0,1)$.

To simplify the presentation, we consider finite (but arbitrarily large) state spaces. As is standard, we have assumed that the reward distribution at any state is almost-surely bounded. We will write $S:=|\mathcal{S}|$, and canonically identify $\mathcal{S}=\{1, \cdots, S\}$. We can identify $r$ with a $S$-dimensional vector and $\mathcal{P}$ with the $S \times S$ row-stochastic matrix. We write $\mathcal{P}\left(s^{\prime} \mid s\right)=[\mathcal{P}(s)]\left(s^{\prime}\right)=P_{s, s^{\prime}}$. The value function of an MRP is the following:
Definition 2.2 (Value function). The value function in an MRP $\mathcal{M}$ is the function $v_{\mathcal{M}}: \mathcal{S} \mapsto\left[\frac{-1}{1-\gamma}, \frac{1}{1-\gamma}\right]$ defined by:

$$
v_{\mathcal{M}}(s)=\mathbb{E}\left[\sum_{t \geq 0} \gamma^{t} r\left(S_{t}\right) \mid S_{0}:=s, S_{t} \sim P\left(S_{t-1}\right)\right]
$$

In vector notation we have

$$
v_{\mathcal{M}}=\sum_{t=0}^{\infty} \gamma^{t} P^{t} r=(I-\gamma P)^{-1} r
$$

which is an $S$-dimensional vector.
Policy evaluation with misspecified linear features A feature map $\varphi: \mathcal{S} \rightarrow \mathbb{R}^{d}$ is given, which the learner can use to approximate $v_{\mathcal{M}}$. The task of the learner is to output a function $f: \mathcal{S} \rightarrow \mathbb{R}$ that is linear in the features in the sense that for some $\theta \in \mathbb{R}^{d}$, for every $s \in \mathcal{S}, f(s)=\theta^{\top} \varphi(s)$. We write $\Phi \in \mathbb{R}^{S \times d}$ for the matrix whose $s^{\text {th }}$ row $(s \in S)$ is $(\varphi(s))^{\top}$, and $\mathcal{F}_{\Phi}=\left\{f_{\theta}=\Phi \theta \mid \theta \in \mathbb{R}^{d}\right\} \subseteq \mathbb{R}^{S}$ for the subspace consisting of linear functions. The learner will be evaluated by how far the function $f$ is from $v_{\mathcal{M}}$ in a given

|  | $L_{2}(\mu)$ norm | $L_{\infty}$ norm |
| :--- | :---: | :---: |
| $\mu \geq 0$. Aliasing. | $\alpha^{\star} \approx \sqrt{1+\left(\gamma \frac{\left\\|\Pi_{\mu} P\right\\|_{\mu}}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}\right)^{2}}$ | $\alpha^{\star} \approx 1+\frac{1+\gamma}{\sigma_{\min }(A)}$ |
| $\mu \geq 0$. No aliasing. | Upper bound: $\alpha^{\star} \leq \sqrt{1+\left(\frac{\gamma\left\\|\Pi_{\mu} P\right\\|_{\mu}}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}\right)^{2}}$ | $\alpha^{\star} \approx 1+\frac{1+\gamma}{\sigma_{\min }(A)}$ |
| $\mu>0$. Aliasing. | Lower bounds: $\left\\|\Pi_{\mu} P\right\\|_{\mu}=\infty \operatorname{or} \sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=0 \Longrightarrow \alpha^{\star}=\infty$. | $\alpha^{\star}=\frac{1}{2(1-\gamma)}$ |
| $\mu>0$. No aliasing. | $\alpha^{\star} \approx \sqrt{1+\left(\gamma \frac{\left\\|\Pi_{\mu} P\right\\|_{\mu}}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}\right)^{2}}$ | $\alpha^{\star}=1$. |

Table 1. The optimal asymptotic approximation factors $\alpha^{\star}$ for various settings. $\mu \geq 0$ : offline distribution is arbitrary. $\mu>0$ : offline distribution has full support. Aliasing: states are only observed through feature mapping (cf. Section 2). The terms $\Pi_{\mu}, \Sigma$, and $A$ are defined in Section 3. $\approx$ indicates matching upper and lower bounds up to constants for certain parameter regimes. $=$ indicates matching upper and lower bounds.
norm, which is also available to the learner. We consider the so-called misspecified setting, that is, we do not assume $v_{\mathcal{M}}$ itself is a linear function of the features. Instead, the learner is only asked to produce a function whose error is not much larger than that of the best linear approximation of $v_{\mathcal{M}}$ in the given norm (obtained via the projection operators defined in Section 3).

Observation model We study the offline setting, meaning that the learner is given a dataset $\mathcal{D}_{n}$ from the MRP and no interaction is allowed. We will study both the aliased and non-aliased settings. In the aliased setting (Sutton \& Barto, 2018), the states are only seen through the feature mapping. Formally, the observations take the form of $n$ i.i.d. samples, which are generated by the following process

$$
\begin{align*}
& \varphi_{i}=\varphi\left(s_{i}\right) \text { where } s_{i} \stackrel{\text { i.i. }}{\sim}{ }^{\mathrm{d} .} \mu,  \tag{1}\\
& R_{i} \sim \mathcal{R}\left(s_{i}\right)  \tag{2}\\
& \varphi_{i}^{\prime}=\varphi\left(s_{i}^{\prime}\right) \text { where } s_{i}^{\prime} \sim \mathcal{P}\left(s_{i}\right) . \tag{3}
\end{align*}
$$

We refer to the joint distribution over the triplets $\left(\varphi_{i}, r_{i}, \varphi_{i}^{\prime}\right)$ as $\mathbb{Q}_{\mathcal{M}, \mu, \varphi}$, and thus the dataset $\mathcal{D}_{n}=\left\{\left(\varphi_{i}, r_{i}, \varphi_{i}^{\prime}\right)\right\}_{i=1}^{n}$ consists of $n$ i.i.d. samples from $\mathbb{Q}_{\mathcal{M}, \mu, \varphi}$.

In the non-aliased setting, the learner instead observes $\mathcal{D}_{n}^{\diamond}=\left\{\left(s_{i}, \varphi\left(s_{i}\right), r_{i}, s_{i}^{\prime}, \varphi\left(s_{i}^{\prime}\right)\right)\right\}_{i=1}^{n}$, where

$$
\begin{equation*}
s_{i} \stackrel{i \cdot i}{\sim} \cdot \mu, r_{i} \sim \mathcal{R}\left(s_{i}\right), s_{i}^{\prime} \sim \mathcal{P}\left(S_{i}\right) . \tag{4}
\end{equation*}
$$

We will refer to the joint distribution over non-aliased tuples $\left(s_{i}, \varphi\left(s_{i}\right), r_{i}, s_{i}^{\prime}, \varphi\left(s_{i}^{\prime}\right)\right)$ as $\mathbb{Q}_{\mathcal{M}, \mu, \varphi}^{\circ}$. We write $\operatorname{supp}(\mu):=$ $\{\mu(s)>0\} \subseteq \mathcal{S}$ for the support of $\mu$.
We are in the off-policy setting, by which we mean that $\mu$ is not restricted to be a stationary distribution of the transition matrix $P$. In particular, we do not assume that $\mu$ has good "concentrability" or has support over the entire state space.

All of our upper bounds will apply to the aliased setting and thus also for the easier non-aliased setting, so we will only need to distinguish the settings when stating lower bounds. We make some minor "quality of life" assumptions about $\varphi$ and $\mu$, which are mainly for convenience. Let us write $D$ for the diagonal matrix with the entries of $\mu$ along its diagonal (i.e. $D_{s, s}=\mu(s)$, for $s \in S$, and 0 otherwise).

Assumption 2.3 (Feature boundedness \& non-degenerate second moment). We have $\max _{s}\|\varphi(s)\|_{2} \leq 1$. Furthermore, we assume that $\Sigma:=\Phi^{\top} D \Phi=\mathbb{E}_{\mu}\left[\varphi(s) \varphi(s)^{\top}\right]$ is invertible.

Above, the $L_{2}$-boundedness of $\varphi$ just provides a normalization of the features and can be assumed without loss of generality. Furthermore, if $\Sigma$ is not invertible then the features are redundant; the dimensionality of the feature space can be reduced so that after the reduction $\Sigma$ is invertible. Hence, this assumption can also be made without loss of generality, and we further know that it is insufficient by itself for the value prediction problem (even under realizability) (Amortila et al., 2020).

Optimal asymptotic approximation factors The quality of a finite-sample estimator is characterized by its approximation ratio and its statistical error. If, given the dataset $\mathcal{D}_{n}$ a learner returns the (possibly random) function $\hat{v}=\hat{v}\left(\mathcal{D}_{n}\right) \in \mathcal{F}_{\Phi}$, one often upper bounds the error of the returned function via an oracle inequality of the following form:

$$
\begin{align*}
\left\|\hat{v}-v_{\mathcal{M}}\right\| \leq & \underbrace{\alpha_{n}(\mathcal{M}, \mu, \varphi)}_{\text {approximation factor }} \underbrace{\inf _{\theta}\left\|\Phi \theta-v_{M}\right\|}_{\text {oracle's error }} \\
& +\underbrace{\varepsilon_{n}(\mathcal{M}, \mu, \varphi)}_{\text {statistical error }} \tag{5}
\end{align*}
$$

which holds either with high probability or in expectation. The approximation factor measures the magnification of
the oracle approximation error $\inf _{\theta}\left\|\Phi \theta-v_{\mathcal{M}}\right\|$, and may be due to the imperfection of the learning algorithm or because of a fundamental hurdle that every learner faces (or both). As we will be interested in the fundamental difficulty all learners face in off-policy estimation, regardless of sample-sizes, we will consider the limit of infinite sample sizes, where the statistical error is zero. In particular, we can think of this as the case when the learner is given the distribution $\mathbb{Q}_{\mathcal{M}, \mu, \varphi}$ (in the non-aliased case the distribution $\left.\mathbb{Q}_{\mathcal{M}, \mu, \varphi}^{\diamond}\right)$. In the non-aliased case this is equivalent to the learner being given the model $\mathcal{P}(s)$ and $r(s)$ for all states $s \in \operatorname{supp}(\mu)$, and its task can be viewed as "completing" this model outside of the data distribution (using the features). A learner is a map from distributions of the above form to linear functions over $\mathcal{F}_{\Phi}$. The approximation ratio exhibited by a deterministic asymptotic estimator is:

$$
\begin{equation*}
\alpha_{\|\cdot\|}^{\hat{v}}(\mathcal{M}, \mu, \varphi)=\frac{\left\|\hat{v}\left(\mathbb{Q}_{\mathcal{M}, \mu, \varphi}\right)-v_{\mathcal{M}}\right\|}{\inf _{\theta}\left\|\Phi \theta-v_{\mathcal{M}}\right\|} \tag{6}
\end{equation*}
$$

with the convention that $\frac{0}{0}=1$ and $\frac{x}{0}=\infty$ whenever $x>0$. We refer to $\inf _{\theta}\left\|\Phi \theta-v_{M}\right\|$ as the misspecification error of the MRP $\mathcal{M}$. We do not need to consider random asymptotic estimators since, if one measures them by their expected approximation ratio, Jensen's inequality tells us that deterministic estimators are optimal. ${ }^{3}$
We will consider two natural choices for the norms, the weighted $L_{2}(\mu)$ norm and the $L_{\infty}$ norm. These are defined by
$\|v\|_{\mu}=\left(\sum_{s} \mu(s) v^{2}(s)\right)^{1 / 2} \quad \& \quad\|v\|_{\infty}=\max _{s}|v(s)|$,
where $\mu$ is the offline state distribution from Equation (1). For any matrix $X \in \mathbb{R}^{S \times S}$, we will write $\|X\|_{\mu}$ for it's $L_{2}(\mu)$-operator norm. The $L_{2}(\mu)$ norm is a natural choice for function estimation as it only asks to minimize the error on states which have been encountered. In particular, for the simpler problem of linear regression (a special case of our setting for $\gamma=0$ ), the least squares estimator attains the optimal approximation ratio of 1 under this norm. Meanwhile, the $L_{\infty}$ norm is important for obtaining distribution-independent guarantees which we often need for RL, e.g. when value prediction is being used as a subroutine (Lagoudakis \& Parr, 2003). We emphasize that our problem setting requires function estimation (estimating $v_{\mathcal{M}}$ ) rather than simply return estimation (estimating $v_{\mathcal{M}}$ under an initial distribution). Function estimation is a strictly more difficult problem, and there are many applications where one would require a guarantee on the error of off-policy evaluation on the whole space rather than simply

[^2]at the initial states, e.g. for the aforementioned subroutines or in model selection problems (Huang \& Jiang, 2022). We will write $\alpha_{\mu}$ for approximation ratios in the $L_{2}(\mu)$ norm, and $\alpha_{\infty}$ for approximation ratios in the $L_{\infty}$ norm.

## 3. Background

The optimal linear approximations of $v_{\mathcal{M}}$ are obtained by taking its projection via the projection operators.
Definition 3.1 (Projection operators). We write $\Pi_{\mu}$ for the linear projection in the $L_{2}(\mu)$ norm, i.e. $\Pi_{\mu} v=$ $\operatorname{argmin}_{\hat{v} \in \mathcal{F}_{\Phi}}\|\hat{v}-v\|_{\mu}$. This operator has a closed form,

$$
\begin{equation*}
\Pi_{\mu}=\Phi \Sigma^{-1} \Phi^{\top} D \tag{7}
\end{equation*}
$$

which is well-defined by Assumption 2.3. We also write $\Pi_{\infty}$ for the linear projection in the $L_{\infty}$ norm, i.e. $\Pi_{\infty} v \in$ $\operatorname{argmin}_{\hat{v} \in \mathcal{F}_{\Phi}}\|\hat{v}-v\|_{\infty}$. The $L_{\infty}$ projection may not be unique, and we consider that ties can be broken arbitrarily (we will not need to refer to a specific minimizer, only the value of the minimum).

One canonical estimator for the policy evaluation problem is the Least Squares Temporal Difference (LSTD) algorithm (Bradtke \& Barto, 1996). In the limit of infinite samples, or at the population level, it is defined by the estimator

$$
\begin{align*}
A & :=\Phi^{\top} D(I-\gamma P) \Phi=\mathbb{E}_{s, s^{\prime}}\left[\varphi(s)\left(\varphi(s)-\gamma \varphi\left(s^{\prime}\right)\right)^{\top}\right]  \tag{8}\\
b & :=\Phi^{\top} D r=\mathbb{E}_{s \sim \mu}[\varphi(s) r(s)]  \tag{9}\\
\theta_{\mathrm{LSTD}} & :=A^{-1} b, \quad v_{\mathrm{LSTD}}=\Phi \theta_{\mathrm{LSTD}}, \tag{10}
\end{align*}
$$

whenever $A$ is invertible. In the sequel we will see that we do not need to define $\theta_{\text {LSTD }}$ when $A$ is not invertible since in that case no estimator can have a finite approximation ratio. The finite-sample version of LSTD is obtained by replacing $A$ and $b$ by their empirical averages. We note that LSTD is applicable in the aliased setting.

## 4. Approximation Ratios in the $L_{2}(\mu)$ Norm

We begin by studying the optimal approximation factor in the $L_{2}(\mu)$ norm. Section 4.1 provides a general upper bound for the approximation ratio attained by LSTD and then provides a nearly-matching lower bound for the aliased setting. Section 4.2 studies whether this approximation ratio is also optimal in the non-aliased setting. The results of this section are summarized in the left column of Table 1.

### 4.1. Under aliasing: LSTD attains the optimal approximation factor

Our first result is a tight upper bound for the approximation factor obtained by LSTD.

Theorem 4.1. Assume that the A matrix from Equation (8) is invertible. Then the population LSTD estimator of Equation (10) has an approximation factor upper bound of

$$
\begin{align*}
\alpha_{\mu}^{L S T D} & \leq \sqrt{1+\left(\gamma\left\|\Phi A^{-1} \Phi^{\top} D P\right\|_{\mu}\right)^{2}}  \tag{11}\\
& \leq \sqrt{1+\left(\gamma \frac{\left\|\Pi_{\mu} P\right\|_{\mu}}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}\right)^{2}} \tag{12}
\end{align*}
$$

Proof (sketch). This result relies on an exact error decomposition of the LSTD solution:

$$
\begin{equation*}
\Phi \theta_{\mathrm{LS}}-\Phi \theta_{\mathrm{LSTD}}=\gamma \Phi A^{-1} \Phi^{\top} D P\left(\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}\right) \tag{13}
\end{equation*}
$$

where $\theta_{\mathrm{LS}}$ is the least-squares parameter corresponding to the optimal solution, i.e. satisfying $\Phi \theta_{\mathrm{LS}}=\Pi_{\mu} v_{\mathcal{M}}$. See Appendix A. 1 for a full proof.

We note that the vector $\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}$ is the component of the value function which is orthogonal to the features, so Equation (13) indicates that the error of LSTD is precisely dictated by action of the linear operator $\Phi A^{-1} \Phi^{\top} D P$ on this vector. The second upper bound in Theorem 4.1 (Equation (12)) further separates out the two terms $\left\|\Pi_{\mu} P\right\|_{\mu}$ and $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)$. We identify these two terms as the two instance-dependent factors which control the hardness of the value function estimation problem under the $L_{2}(\mu)$ norm. We next give an instance-dependent lower bound which shows that for any instance values of the two parameters (within certain domains), there is a nearly-matching lower bound on the achievable asymptotic approximation factor.
Theorem 4.2. In the aliased setting, $\forall x \in[1, \infty], \forall y \in$ $\left(0, \frac{1}{2}\right)$, there exists a collection of two instances $\mathbb{M}=\left\{\left(\mathcal{M}_{1}, \mu_{1}, \varphi_{1}\right),\left(\mathcal{M}_{2}, \mu_{2}, \varphi_{2}\right)\right\}$ which both satisfy $\left\|\Pi_{\mu} P\right\|_{\mu}=x$ and $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=y$ and generate the same data distribution $\mathbb{Q}$, yet any estimator $\hat{v}$ will satisfy
$\sup _{(\mathcal{M}, \mu, \varphi) \in \mathbb{M}} \alpha_{\mu}^{\hat{v}}(\mathcal{M}, \mu, \varphi) \geq \sqrt{1+\gamma^{2} \frac{\left\|\Pi_{\mu} P\right\|_{\mu}^{2}-1}{\sigma_{\text {min }}^{2}\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}}$

Proof (sketch). We construct two MRPS which, under aliasing, will generate the same data distribution. However, the two MRPs have different value functions and one will be realizable. In particular, the approximation ratio will be infinite if learner doesn't output that particular value function. The lower bound is obtained by calculating the error of this value function as the estimate for the first MRP. See Figure 1 for an illustration of the two MRPs, and Appendix A. 2 for a full proof.


Figure 1. The construction of Theorem 4.2. Left: MRP $\mathcal{M}_{1}$. Right: MRP $\mathcal{M}_{2}$. They generate the same aliased distribution $\mathbb{Q}$.

The numerator in the second term of the lower bound is always non-negative due to the restriction on the domain of $x$. Furthermore, when $x>\sqrt{2}$, then the upper bound (Eq. (12)) and the lower bound (Eq. (14)) differ by at most a multiplicative factor of 2 . Thus, in this regime of the instance-dependent parameters, LSTD attains the asymptotically optimal approximation ratio up to constant factors. Our domain restrictions on $x$ and $y$ in the lower bound also do not preclude the interesting regimes of the problem, i.e. the cases where $\left\|\Pi_{\mu} P\right\|_{\mu}$ is large $(\rightarrow \infty)$ or $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)$ is small $(\rightarrow 0)$. Of course, this lower bound heavily relies on the aliased nature of the problem. Our next section examines whether the same lower bound holds in the non-aliased setting, where the learner is less restricted.

### 4.2. Without aliasing: what is the optimal approximation factor?

In the non-aliased case, the learner can still use the LSTD algorithm, so the upper bound of Theorem 4.1 still holds. For the lower bounds, the class of learners that we are competing against now have more information. We conjecture that the bound in Equation (12) remains optimal, but this remains open. In this work, we instead show the weaker results that both of our instance-dependent factors appearing in Equation (12) are independently necessary, meaning that the finiteness of one alone does not guarantee a finite approximation ratio.

### 4.2.1. $\left\|\Pi_{\mu} P\right\|_{\mu}$ IS NECESSARY

The first result of two exhibits a family of instances where $\sigma_{\text {min }}\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)>0$ yet the approximation ratio of any estimator is infinite. By the upper bound of Theorem 4.1, this must indicate that $\left\|\Pi_{\mu} P\right\|_{\mu}=\infty$, and indeed this is the case.

Lemma 4.3. In the non-aliased setting, there exists a family of instances $\mathbb{M}=\{(\mathcal{M}, \mu, \varphi)\}$ which all have an $L_{2}(\mu)$-misspecification of $0, \sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)>0$,
and $\|\Pi P\|_{\mu}=\infty$, yet any estimator $\hat{v}$ will satisfy

$$
\sup _{(\mathcal{M}, \mu, \varphi) \in \mathbb{M}} \alpha_{\mu}^{\hat{v}}(\mathcal{M}, \mu, \varphi)=\infty
$$

Proof. We take MRPs which have the same transition dynamics as those in the construction of Theorem 4.2. They have a reward $r\left(s_{1}\right)=0$ and $r\left(s_{2}\right)=r$, and $\mu\left(s_{1}\right)=1$, $\mu\left(s_{2}\right)=0$. The features are arbitrary non-zero vectors. $L_{2}(\mu)$-realizability is trivially satisfied since only $\operatorname{supp}(\mu)=\left\{s_{1}\right\}$. No estimator can recover the true value function since there is no data on state $s_{2}$. See Appendix A. 3 for a full proof.

This example illustrates the interpretation that $\left\|\Pi_{\mu} P\right\|_{\mu}$ intuitively captures the main source hardness in value function estimation. Namely, it is large (or infinite) when there is a lack of "pushforward" coverage (Xie \& Jiang, 2021), meaning that a state $s \in \operatorname{supp}(\mu)$ may transition to a state $s^{\prime} \notin \operatorname{supp}(\mu)$. Since the value at $s$ depends on the value at $s^{\prime}$, we may not be able to predict $v_{\mathcal{M}}(s)$ even under realizability. Our next result shows that, surprisingly, this is not the only source of hardness in the off-policy value estimation problem.

### 4.2.2. $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)$ IS ALSO NECESSARY

We next examine the case where $\left\|\Pi_{\mu} P\right\|_{\mu}$ is finite but $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)$ is zero. This case is somewhat restricted, as in the presence of unsupported states the condition $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$ implies a strong structure on the features (cf. Lemma 4.5). Our next result demonstrates that even in the presence of this condition, one can find a set of instances where any estimator will have an infinite approximation ratio. The upper bound of Theorem 4.1 implies that $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=0$ must be the case on these instances, and indeed this is the case.
Theorem 4.4. In the non-aliased setting, there exists a family of instances $\{(M, \mu, \varphi)\}$ which all have an $L_{2}(\mu)$-misspecification of $0,\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$, and $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=0$, yet any estimator $\hat{v}$ will satisfy

$$
\sup _{\mathcal{M}, \mu, \varphi) \in \mathbb{M}} \alpha_{\mu}^{\hat{v}}(\mathcal{M}, \mu, \varphi)=\infty
$$

Proof (sketch). We pick a 5 -state MRP with $3 \mu$-supported states (numbered $1,2,3$ ) and $2 \mu$-unsupported states (numbered 4,5$)$. We set the reward to be zero except for $r(4)$ and $r(5)$ (which will be unknown to the learner). For a fixed transition matrix $P$, let $d=(I-\gamma P)^{-1}$ denotes its discounted occupancy matrix, and $\mathbb{d}_{4}$ and $\mathbb{d}_{5}$ denote the fourth and fifth columns of this matrix, respectively. Geometrically, the space of possible value functions chosen by varying the reward function corresponds to a 2 -dimensional place $\mathcal{V}_{\mathcal{M}}:=\left\{r(4) \cdot \mathbb{d}_{4}+r(5) \cdot \mathbb{d}_{5}\right\}_{r_{4}, r_{5} \in[-1,1]}$. We then pick


Figure 2. Illustration of proof of Theorem 4.4. The plane is a space of possible value functions $\mathcal{V}_{\mathcal{M}}$ which the nature can choose from without leaking more information to the learner. The line represents the space of possible linear predictors $\mathcal{F}_{\Phi}$. The true value function is $v$, and the best estimator is $\hat{v}$. As shown on the figure, the angle $\beta$ determines the approximation ratio, and $\beta=0$ (line in the plane) implies $\infty$ approximation ratio. In our construction, $\beta$ is controlled by the magnitude of $A$.
a 1-dimensional feature map $\Phi=\lambda_{1} \mathfrak{d}_{4}+\lambda_{2} \mathbb{d}_{5} \in \mathbb{R}^{5 \times 1}$, which is a linear combination of the columns of $d d$ and thus lies in the plane. Thus, there are an infinite number of realizable value functions, and the learner cannot distinguish the correct one without knowing $r(4)$ and $r(5)$ (which occur at unsupported states). This implies that the approximation ratio is infinite. The only thing left to check is that $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$. In the presence of unsupported states, this would imply following structural condition.

Lemma 4.5. Under Assumption 2.3, $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$ if and only if $\forall s^{\prime} \notin \operatorname{supp}(\mu), \mathbb{E}_{s \sim \mu}\left[\varphi(s) \mathcal{P}\left(s^{\prime} \mid s\right)\right]=0$.

See Appendix A. 4 for a proof of Lemma 4.5. This condition (along with the condition that $\operatorname{supp}(\mu)=\{1,2,3\}$ ) turns out to be a set of bilinear condition in both $\mu$ and $\Phi$, and we proceeded by random search to find a problem $\left(P, \lambda_{1}, \lambda_{2}, \mu(1), \mu(2), \mu(3)\right)$ which satisfies this condition. See Appendix A. 4 for a full description of the MRP.

Why is $A=0$ implied by the construction of the previous proof? While it may appear surprising that the invertibility of some algorithm-specific quantity (the $A$ matrix) can dictate the hardness of value function estimation for all estimators, the intuition is that $A=0$ implies that the linear subspace $\mathcal{F}_{\Phi}$ can live completely inside of the space of "plausible" value functions which the learner can not distinguish between $\left(\mathcal{V}_{\mathcal{M}}\right.$, in the notation of our proof). More formally, when $\Phi$ is a linear combination of columns from the discounted occupancy matrix, we have that $D \Phi=D(\gamma P) \Phi$ and thus $A=0$. In the general case where $A$ is nonzero, its minimum singular value dictates the "angle" between the $\mathcal{F}_{\Phi}$ and $\mathcal{V}_{\mathcal{M}}$, and a small angle indicates a large approxima-
tion error (see Figure 2). In conclusion, we have showed that $\left\|\Pi_{\mu} P\right\|<\infty$ and $\sigma_{\text {min }}\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)>0$ are both independently necessary for finite approximation factors in value function estimation under the $L_{2}(\mu)$ norm.

## Cases where the approximation factor is well-behaved

 Even though the blowup from these two factors is unavoidable in general, along the way we identify several novel conditions under which the optimal value function can be recovered, either by LSTD or by alternative estimators. These are outlined in Appendix B. Particularly interesting conditions are when $P$ maps orthogonal value functions (i.e. functions not lying in the span of $\Phi$ ) to orthogonal value functions, or when $\|P\|_{\mu}<\infty$ (noting that this is stronger than just $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$, since $\left\|\Pi_{\mu} P\right\|_{\mu} \leq\left\|\Pi_{\mu}\right\|_{\mu}\|P\|_{\mu}=\|P\|_{\mu}$ ).
## 5. Approximation Ratios in the $L_{\infty}$ Norm

In this section we study the optimal asymptotic approximation factor for the $L_{\infty}$ norm. A summary of the results for this section can be found in the right column of Table 1. Recall that we write $\alpha_{\infty}$ for approximation factors in this norm.

### 5.1. LSTD attains the optimal approximation factor

We begin with an upper bound for LSTD. We first note that it is possible (see Appendix D ) to convert an approximation ratio bound for the $L_{2}(\mu)$ norm into an approximation ratio bound for the $L_{\infty}$ norm by paying an extra factor of $1 / \lambda_{\min }(\Sigma)$ (which is finite by Assumption 2.3, but may be arbitrarily large). However, our next result shows that this eigenvalue dependence is not necessary and a more direct approach yields a better result.
Theorem 5.1. Assume that the A matrix from Equation (8) is invertible. Then the population LSTD estimator has an approximation factor upper bound of

$$
\alpha_{\infty}^{L S T D} \leq 1+\left\|\Phi A^{-1} \Phi^{\top} D(I-\gamma P)\right\|_{\infty} \leq 1+\frac{1+\gamma}{\sigma_{\min }(A)}
$$

Proof (sketch). Relies on another exact decomposition of the LSTD error:
$\Pi_{\infty} v_{\mathcal{M}}-\Phi \theta_{\text {LSTD }}=\Phi A^{-1} \Phi^{\top} D(I-\gamma P)\left(\Pi_{\infty} v_{\mathcal{M}}-v_{\mathcal{M}}\right)$.
See Appendix C. 1 for a full proof.
This shows that, in the $L_{\infty}$ norm, the upper bound obtained by LSTD only depends on the minimum singular value of $A$ (rather than on the same singular value as well as $\left\|\Pi_{\mu} P\right\|_{\mu}$, as was the case for the $L_{2}(\mu)$ norm). At first glance it might appear strange that there are less problem-dependent factors in the $L_{\infty}$ bound (which should be a harder norm to minimize), but the resolution to this apparent contradiction
is that a guarantee of small misspecification under the $L_{\infty}$ norm is a substantially stronger assumption. Intuitively, the usefulness of the $L_{2}(\mu)$ guarantee hinges on our ability to translate the misspecification error on $\mu$-supported states to other parts of the state space, which additionally depends on $\left\|\Pi_{\mu} P\right\|_{\mu}$.
On the lower bound side, we can combine the ideas of the construction from (Amortila et al., 2020) and our previous lower bound (Theorem 4.4) to establish that LSTD attains the optimal approximation factor for regimes where $\gamma$ is large enough. Formally, the result is that:
Theorem 5.2. In the non-aliased setting, for all $\gamma \in\left[c_{1}, 1\right)$ where $c_{1}$ is some absolute constant, and for all $y \in[0,1-\gamma]$, there exists three instances $\left\{\left(\mathcal{M}_{i}, \mu_{i}, \varphi_{i}\right)\right\}$ which all satisfy $\sigma_{\text {min }}(A)=y$ yet

$$
\inf _{\hat{v}} \sup _{\left(\mathcal{M}_{i}, \mu_{i}, \varphi_{i}\right)} \alpha_{\infty}^{\hat{v}}\left(\mathcal{M}_{i}, \mu_{i}, \varphi_{i}\right) \geq \frac{1}{2}+\frac{\gamma}{\sigma_{\min }(A)}
$$

The value of the constant is upper bounded by $c_{1} \leq 0.7$.

Proof (sketch). The proof uses the MRP construction from (Amortila et al., 2020) (and Lemma 4.3) but perturbs the features by adding a column of the discounted occupancy matrix (similar to the construction of Theorem 4.4). See Appendix C. 2 for a full proof.

We note again that the domain for our problem-dependent parameters $(y \in[0,1-\gamma])$ do not preclude the interesting regimes, which are when $\sigma_{\min }(A) \rightarrow 0$. We also note that, since the lower bound holds for the non-aliased setting, it also holds for the (harder) aliased setting. Towards comparing the upper and lower bound, we can take their ratio, use the bounds on $\gamma$ and $y$, and observe that the ratio is always upper bounded by 2 . Thus, for this regime of problem parameters, the lower bounds and upper bounds match up to a constant factor.

### 5.2. Optimal approximation ratio under full support

In this section, we examine a natural additional assumption which enables an alternative model-based estimator that asymptotically achieves a much better approximation ratio of $(1-\gamma)^{-1}$, which is independent of $1 / \sigma_{\min }(A)$. On the other hand, this estimator will be much less sample-efficient, as its sample complexity will depend on the cardinality of $|\varphi(\mathcal{S})|$. Formally, the assumption is:
Assumption 5.3 (Full support). The off-policy distribution $\mu$ is such that $\operatorname{supp}(\mu)=\mathcal{S}$.

The full support assumption appears somewhat commonly in the literature when $L_{\infty}$ norms are concerned (Huang \& Jiang, 2022; Bertsekas \& Tsitsiklis, 1996). We note
that Assumption 5.3 renders the problem trivial in the nonaliased setting as we can asymptotically recover the true value function $v_{\mathcal{M}}$. However, it remains an interesting question whether a similar result is possible under aliasing. Our estimator is based on state abstractions.

State abstractions We call $\varphi(\mathcal{S}):=\mathcal{X}$ the abstract space, and we denote abstract states by $x, x^{\prime}$. Note that $X:=|\mathcal{X}| \leq|\mathcal{S}|$ and in particular the abstract space is also finite. This estimator ignores the topology on $\mathcal{X}$ and instead learns a pointwise function on the abstract space. Our estimator is defined as the solution to the Bayes model $M_{\varphi}=$ $\left(r_{\varphi}, P_{\varphi}\right)$, where: $r_{\varphi}(x)=\mathbb{E}[r(s) \mid \varphi(s)=x] \in \mathbb{R}^{X}$ and $P_{\varphi}\left(x, x^{\prime}\right)=\mathbb{P}\left(x^{\prime} \mid x\right) \in \mathbb{R}^{X \times X}$. Note that the Bayes model implicitly depends on the off-policy distribution $\mu$ via the condition expectations. The solution to this model is

$$
\begin{equation*}
v_{\varphi}=\left(I-\gamma P_{\varphi}\right)^{-1} r_{\varphi} \in \mathbb{R}^{X} \tag{15}
\end{equation*}
$$

which we call the Bayes value function. The following result shows that $v_{\varphi}$ has a well-behaved approximation ratio (see Appendix C. 3 for a proof).
Theorem 5.4. Under Assumption 5.3, the estimator $v_{\varphi}$ from Equation (15) has an approximation ratio of $\frac{2}{1-\gamma}$, i.e. we have

$$
\begin{aligned}
\left\|v_{\varphi} \circ \varphi-v_{M}\right\|_{\infty} & \leq \frac{2}{1-\gamma} \inf _{f: \mathcal{X} \mapsto \mathbb{R}}\left\|f \circ \varphi-v_{\mathcal{M}}\right\|_{\infty} \\
& \leq \frac{2}{1-\gamma} \inf _{\theta}\left\|\Phi \theta-v_{\mathcal{M}}\right\|_{\infty}
\end{aligned}
$$

Indeed, one can construct examples where this estimator is infinitely better than LSTD, by taking $\sigma_{\min }(A) \rightarrow 0$, which causes the LSTD parameter to diverge. This is illustrated in the counterexample of (Kolter, 2011), where LSTD diverges but our Bayes estimator achieves an approximation ratio of 1 . Our next result shows that the approximation ratio $2 /(1-\gamma)$ is arbitrarily close to optimal.
Theorem 5.5. In the aliased setting, under Assumption 5.3, $\forall \varepsilon>0, \forall \gamma \in(0,1)$, there exists a collection of two instances $\mathbb{M}=\left\{\left(\mathcal{M}_{1}, \mu_{1}, \varphi_{1}\right),\left(\mathcal{M}_{2}, \mu_{2}, \varphi_{2}\right)\right\}$ which generate the same data distribution $\mathbb{Q}$, yet any estimator $\hat{v}$ will satisfy

$$
\sup _{(\mathcal{M}, \mu, \varphi) \in \mathbb{M}} \alpha_{\infty}^{\hat{v}}(\mathcal{M}, \mu, \varphi) \geq \frac{2}{1-\gamma}-\varepsilon
$$

Proof (sketch). We use same construction as Theorem 4.2, but the error remains bounded when we are under the $L_{\infty}$ norm. See Appendix C. 4 for a full proof.

It is interesting to note that this abstract model-based estimator does not work under $L_{2}(\mu)$ misspecification. In particular, the construction in the lower bound of Theorem 4.2 satisfies the full-support assumption (Assumption 5.3), yet the
$\operatorname{minimax} L_{2}(\mu)$ error can be taken to infinity by taking the "pushforward" parameter $\left\|\Pi_{\mu} P\right\|_{\mu} \approx \mu\left(s_{1}\right) / \mu\left(s_{2}\right) \rightarrow \infty$. We note that the function $v_{\varphi} \circ \varphi$ may not be a linear function of the features (since it is defined pointwise for each value of $\varphi$ ). We can output a linear function simply by taking the $L_{\infty}$ projection to the set of linear functions, which results in a final bound of $1+\frac{2}{1-\gamma}$ (see Corollary C. 2 in Appendix C.5).

## 6. Related works

Existing negative results for off-policy evaluation With finite-horizons MRPs, (Wang et al., 2020) show that the offpolicy evaluation problem has an exponential lower bound (either in $d$ or in $H$, the horizon) even with realizability and $\operatorname{good} \lambda_{\min }(\Sigma)$. This was adapted to the infinite-horizon setting by (Amortila et al., 2020) which shows that even with $L_{\infty}$ realizability and good $\lambda_{\min }(\Sigma)$ the true solution may be asymptotically unidentifiable. (Perdomo et al., 2022) identify that the invertibility of $A$ may be necessary for identifiability in the realizable setting: they show that amongst a class of "linear estimators" (which depend only on certain first-moment quantities), any MDP where $A=0$ can be modified such that "linear estimators" can not recover the true value function. Their lower bound only applies to a restricted class of estimators, whereas ours rules out all estimators. In the misspecified on-policy case, (Mou et al., 2020) show that LSTD has the optimal approximation factor for restricted sample sizes $n$ satisfying $n^{2}+d \lesssim S$. In the on-policy case, the asymptotic approximation ratio is 1 , so the hardness in their result comes from the sample size restriction, whereas ours comes from the non-stationarity of the off-policy distribution $\mu$. Overall, there was no precise understanding of when this problem is solvable/not solvable (a result which is captured by our instance-dependent bounds), or which blowup is optimal in the off-policy case (even asymptotically).

Existing guarantees for LSTD The LSTD algorithm was originally proposed by (Bradtke \& Barto, 1996). There have been several sample complexity analyses, (e.g. Perdomo et al. (2022); Pires \& Szepesvári (2012); Tu \& Recht (2018); Duan et al. (2021)). In terms of approximation ratios under misspecification, in the on-policy case, (Tsitsiklis \& Van Roy, 1997) derive the classical approximation ratio bound of $\left(1-\gamma^{2}\right)^{-1 / 2}$, which uses the fact that $P$ (and thus $\Pi_{\mu} P$ ) are contractive in the $L_{2}(\mu)$ norm when $\mu$ is the stationary distribution. This bound was sharpened in an instance-dependent fashion by Yu \& Bertsekas (2010); Mou et al. (2020), which both consider the more general problem of solving projected fixed point equations. Their approximation bounds are similar to our Theorem 4.1, although our proof relies on a simpler and exact error decomposition. Our proof also enables us to readily derive $L_{\infty}$ bounds,
whereas only $L_{2}(\mu)$ bounds are considered the above works. Conversely, the work of (Perdomo et al., 2022) provides approximation bounds only in the $L_{\infty}$ norm, and these suboptimally scale with both $\lambda_{\min }(\Sigma)$ and $\sigma_{\min }(A)$ (similar to our result in Appendix D). The work of (Mou et al., 2020) studies the optimality of the blowup only in the onpolicy setting and with restricted sample sizes. The work of (Scherrer, 2010) studies both LSTD and Bellman Residual Minimization and shows that they are both instances of oblique projections onto certain subspaces, a perspective which yields the approximation factor of $\left\|\Pi_{(I-\gamma P)^{\top} D \Phi}\right\|_{\mu}$, where $\Pi_{X}=\Phi\left(X^{\top} \Phi\right)^{-1} X^{\top}$ is the oblique projection operator.

OPE at large In the paper we show the quantities $\left\|\Pi_{\mu} P\right\|_{\mu}$ and $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)$ are both necessary for the $L_{2}(\mu)$ norm, and that $\sigma_{\min }(A)$ is necessary for the $L_{\infty}$ norm. This implies that removing the finiteness of any of these quantities leads to unbounded approximation ratio. However, our results do not exclude the possibility that one can come up with alternative assumptions/quantities to replace them. In fact, there are two sets of alternative assumptions that are widely used in the OPE literature: (1) "Bellman-completeness" (Antos et al., 2008; Munos, 2007; Chen \& Jiang, 2019; Duan \& Wang, 2020), which asserts that the function class is closed under the Bellman operator, and (2) the realizability of so-called importance weight functions (Liu et al., 2018; Uehara et al., 2020; Miyaguchi, 2021). However, most of these works focus on the estimation of the expected return at the initial state distribution instead of recovering the full function (with Huang \& Jiang (2022) as an exception), and none of them study the optimality of the approximation ratio. Moreover, under these different assumptions, the definition of misspecification error changes (e.g., the violation of Bellman-completeness is sometimes referred to as "inherent Bellman error" (IBE) (Antos et al., 2008)), and so does the behavior of the approximation ratio. Under the $L_{2}(\mu)$ norm, small misspecification and small IBE do not imply each other, so studying the approximation ratio under these assumptions would be an interesting future direction. We can also compare the $\left\|\Pi_{\mu} P\right\|_{\mu}$ quantity, a measure of data coverage, with the more classical notion of concentrability (Antos et al., 2008). ${ }^{4}$ However, the construction of Theorem 4.4 shows that $\left\|\Pi_{\mu} P\right\|_{\mu}$ can be small while concentrability could be infinite, so this notion is too loose for our purposes.

[^3]
## 7. Conclusion

In this work we have highlighted the importance of understanding the necessary blowups to the approximation factors which occur in misspecified RL problems. We have posed a simple but fundamental learning problem, that of linear off-policy value function estimation, and focused on establishing the optimal approximation ratios for this problem achieved even by asymptotic estimators. We have provided instance-dependent upper and lowers bounds for a variety of settings (the $L_{2}(\mu)$ and $L_{\infty}$ norms, aliased and non-aliased observations, partial support and full-support) which established the optimal algorithms and ratios for certain of these settings. In the other settings, it was shown that LSTD is a fundamental algorithm in the sense that whenever it has an infinite error then so does every other estimator.

For future work, it would be fruitful to understand the general lower bound for the non-aliased $L_{2}(\mu)$ case (Section 4.2). In sections 4.1, 5.1, and 5.2, we have been able to provide matching upper and lower bounds (potentially up to constant factors) for the optimal asymptotic factors. By contrast, our results for the non-aliased $L_{2}(\mu)$ setting only proved that our instance-dependent quantities were necessary (without being able to establish the precise scaling of the bounds).

While we have only been concerned with policy evaluation, it would also be important to consider misspecification in the more complicated policy optimization (or online exploration) problems. Here, there are even more hardness results which preclude a simple answer to this question (Lattimore et al., 2020; Du et al., 2019; Weisz et al., 2021; Foster et al., 2021).
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## A. Proofs for Section 4

## A.1. Proof of Theorem 4.1

Theorem 4.1. Assume that the A matrix from Equation (8) is invertible. Then the population LSTD estimator of Equation (10) has an approximation factor upper bound of

$$
\begin{align*}
\alpha_{\mu}^{L S T D} & \leq \sqrt{1+\left(\gamma\left\|\Phi A^{-1} \Phi^{\top} D P\right\|_{\mu}\right)^{2}}  \tag{11}\\
& \leq \sqrt{1+\left(\gamma \frac{\left\|\Pi_{\mu} P\right\|_{\mu}}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}\right)^{2}} \tag{12}
\end{align*}
$$

The proof follows from the following exact characterization of LSTD.
Lemma A.1. If $A^{-1}$ exists, then we have that

$$
\theta_{L S}-\theta_{L S T D}=\gamma A^{-1} \Phi^{\top} D P v^{\perp}
$$

where $v^{\perp}=v_{\mathcal{M}}-\Pi_{\mu} v_{\mathcal{M}}$.

Proof. We have that $v_{\mathcal{M}}=\Pi_{\mu} v_{\mathcal{M}}+v^{\perp}$, with $\Pi_{\mu} v \in \operatorname{col}(\Phi)$ and $v^{\perp} \in(\operatorname{col}(\Phi))^{\perp}$ (note: the $\perp$ subspace is with respect to the $\mu$-weighted inner product). This equivalently means that $v^{\perp} \in \operatorname{ker}\left(\Phi^{\top} D\right)$. Then we have:

$$
\begin{array}{rlr}
(I-\gamma P) v_{M} & =r & \\
(I-\gamma P) \Phi \theta_{\mathrm{LS}}+(I-\gamma P) v^{\perp} & =r & \\
\Phi^{\top} D(I-\gamma P) \Phi \theta_{\mathrm{LS}}+\Phi^{\top} D(I-\gamma P) v^{\perp} & =\Phi^{\top} D r & \left(\Phi^{\top} D \text { on both sides }\right) \\
\left(\Phi^{\top} D(\Phi-\gamma P \Phi)\right) \theta_{\mathrm{LS}}-\gamma \Phi^{\top} D P v^{\perp} & =\Phi^{\top} D r & \left(v^{\perp} \in \operatorname{ker}\left(\Phi^{\top} D\right)\right) \\
A \theta_{\mathrm{LS}} & =b+\gamma \Phi^{\top} D P v^{\perp} & (\text { Defns of } A, b) \\
\theta_{\mathrm{LS}} & =A^{-1} b+\gamma A^{-1} \Phi^{\top} D P v^{\perp} & \left(A^{-1}\right. \text { exists) }
\end{array}
$$

Meanwhile, the LSTD solution is defined by $\theta_{\text {LSTD }}=A^{-1} b$. Substracting both of these gives:

$$
\begin{equation*}
\theta_{\mathrm{LS}}-\theta_{\mathrm{LSTD}}=\gamma A^{-1} \Phi^{\top} D P v^{\perp} \tag{16}
\end{equation*}
$$

Note that we also have:

$$
\begin{equation*}
\theta_{\mathrm{LS}}-\theta_{\mathrm{LSTD}}=-A^{-1} \Phi^{\top} D(I-\gamma P) v^{\perp} \tag{17}
\end{equation*}
$$

since $\Phi^{\top} D v^{\perp}=0$.

Corollary A.2. Let $v_{L S T D}=\Phi \theta_{L S T D}$ and $v_{L S}=\Phi \theta_{L S}$. Then we have the two inequalities

$$
\left\|\Phi \theta_{L S T D}-\Phi \theta_{L S}\right\|_{\mu}=\gamma\left\|\Phi A^{-1} \Phi^{\top} D P v^{\perp}\right\|_{\mu} \leq \gamma\left\|\Phi A^{-1} \Phi^{\top} D P\right\|_{\mu}\left\|v^{\perp}\right\|_{\mu}
$$

and

$$
\begin{equation*}
\left\|v_{L S T D}-v_{L S}\right\|_{\mu} \leq \frac{\gamma}{\sigma_{\min }\left(I-\gamma \Sigma^{-1 / 2} \Sigma_{C r} \Sigma^{-1 / 2}\right)}\left\|\Pi_{\mu} P v^{\perp}\right\|_{\mu} \leq \frac{\gamma}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}\left\|\Pi_{\mu} P\right\|_{\mu}\left\|v^{\perp}\right\|_{\mu} \tag{18}
\end{equation*}
$$

where $\Sigma=\Phi^{\top} D \Phi=\mathbb{E}_{\mu}\left[\varphi(s) \varphi(s)^{\top}\right]$ is the covariance matrix and $\Sigma_{c r}=\Phi^{\top} D P \Phi=\mathbb{E}_{\mu, P}\left[\varphi(s) \varphi\left(s^{\prime}\right)^{\top}\right]$ is the crosscovariance.

Proof. The first equality follows from

$$
\left\|\Phi \theta_{\mathrm{LSTD}}-\Phi \theta_{\mathrm{LS}}\right\|_{\mu}=\gamma\left\|\Phi A^{-1} \Phi^{\top} D P v^{\perp}\right\|_{\mu} \leq \gamma\left\|\Phi A^{-1} \Phi^{\top} D P\right\|_{\mu}\left\|v^{\perp}\right\|_{\mu}
$$

The second equality follows from:

$$
\begin{align*}
\left\|\Phi \theta_{\mathrm{LSTD}}-\Phi \theta_{\mathrm{LS}}\right\|_{\mu} & =\left\|\Sigma^{1 / 2}\left(\theta_{\mathrm{LSTD}}-\theta_{\mathrm{LS}}\right)\right\|_{2} \\
& =\gamma\left\|\Sigma^{1 / 2} A^{-1} \Phi^{\top} D P v^{\perp}\right\|_{2} \\
& =\gamma\left\|\left(I-\gamma \Sigma^{-1 / 2} \Sigma_{\mathrm{cr}} \Sigma^{-1 / 2}\right)^{-1} \Sigma^{-1 / 2} \Phi^{\top} D P v^{\perp}\right\|_{2} \\
& \leq \frac{\gamma}{\sigma_{\min }\left(I-\gamma \Sigma^{-1 / 2} \Sigma_{\mathrm{cr}} \Sigma^{-1 / 2}\right)}\left\|\Sigma^{-1 / 2} \Phi^{\top} D P v^{\perp}\right\|_{2} \\
& =\frac{\gamma}{\sigma_{\min }\left(I-\gamma \Sigma^{-1 / 2} \Sigma_{\mathrm{cr}} \Sigma^{-1 / 2}\right)}\left\|\Sigma^{1 / 2} \Sigma^{-1} \Phi^{\top} D P v^{\perp}\right\|_{2} \\
& =\frac{\gamma}{\sigma_{\min }\left(I-\gamma \Sigma^{-1 / 2} \Sigma_{\mathrm{Cr}} \Sigma^{-1 / 2}\right)}\left\|\Sigma^{1 / 2}\left(\Phi^{\top} D \Phi\right)^{-1} \Phi^{\top} D P v^{\perp}\right\|_{2} \\
& =\frac{\gamma}{\sigma_{\min }\left(I-\gamma \Sigma^{-1 / 2} \Sigma_{\mathrm{cr}} \Sigma^{-1 / 2}\right)}\left\|\Phi\left(\Phi^{\top} D \Phi\right)^{-1} \Phi^{\top} D P v^{\perp}\right\|_{\mu} \\
& =\frac{\gamma}{\sigma_{\min }\left(I-\gamma \Sigma^{-1 / 2} \Sigma_{\mathrm{cr}} \Sigma^{-1 / 2}\right)}\left\|\Pi_{\mu} P v^{\perp}\right\|_{\mu} \tag{19}
\end{align*}
$$

And then note that $I-\gamma \Sigma^{-1 / 2} \Sigma_{\text {cr }} \Sigma^{-1 / 2}=\Sigma^{-1 / 2}\left(\Sigma-\gamma \Sigma_{\text {cr }}\right) \Sigma^{-1 / 2}=\Sigma^{-1 / 2} A \Sigma^{-1 / 2}$.

To conclude the proof of Theorem 4.1, we can use the Pythagorean theorem on $v_{\text {LSTD }}-\Pi_{\mu} v_{\mathcal{M}} \in \operatorname{col}(\Phi)$ and $\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}} \in$ $(\operatorname{col}(\Phi))^{\perp}$ :

$$
\begin{aligned}
\left\|v_{\mathrm{LSTD}}-v_{\mathcal{M}}\right\|_{\mu} & =\sqrt{\left\|\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\mu}^{2}+\left\|v_{\mathrm{LSTD}}-\Pi_{\mu} v_{\mathcal{M}}\right\|_{\mu}^{2}} \\
& \leq \sqrt{\left\|\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\mu}^{2}+\left(\gamma\left\|\Phi A^{-1} \Phi^{\top} D P\right\|_{\mu}\right)^{2}\left\|\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\mu}^{2}} \\
& =\sqrt{1+\left(\gamma\left\|\Phi A^{-1} \Phi^{\top} D P\right\|_{\mu}\right)^{2}}\left\|\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\mu} \\
& \leq \sqrt{1+\left(\gamma \frac{\left\|\Pi_{\mu} P\right\|_{\mu}}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}\right)^{2}}\left\|\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\mu} \\
& \leq\left(1+\gamma \frac{\left\|\Pi_{\mu} P\right\|_{\mu}}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}\right)\left\|\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\mu} \quad\left(\sqrt{1+x^{2}} \leq 1+x \text { whenever } x \geq 0\right)
\end{aligned}
$$

## A.2. Proof of Theorem 4.2

Theorem 4.2. In the aliased setting, $\forall x \in[1, \infty], \forall y \in\left(0, \frac{1}{2}\right)$, there exists a collection of two instances $\mathbb{M}=$ $\left\{\left(\mathcal{M}_{1}, \mu_{1}, \varphi_{1}\right),\left(\mathcal{M}_{2}, \mu_{2}, \varphi_{2}\right)\right\}$ which both satisfy $\left\|\Pi_{\mu} P\right\|_{\mu}=x$ and $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=y$ and generate the same data distribution $\mathbb{Q}$, yet any estimator $\hat{v}$ will satisfy

$$
\begin{equation*}
\sup _{(\mathcal{M}, \mu, \varphi) \in \mathbb{M}} \alpha_{\mu}^{\hat{v}}(\mathcal{M}, \mu, \varphi) \geq \sqrt{1+\gamma^{2} \frac{\left\|\Pi_{\mu} P\right\|_{\mu}^{2}-1}{\sigma_{\min }^{2}\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)}} \tag{14}
\end{equation*}
$$

Proof. Our first instance is $\left(\mathcal{M}_{1}, \mu, \varphi\right)$ defined via


We set $\varphi=1 \in \mathbb{R}^{1}$, and define the shorthands $\mu_{1}=\mu\left(s_{1}\right), \mu_{2}=\mu\left(s_{2}\right)$. The values of $\gamma$ and $\mu_{1}, \mu_{2}$ will be picked to ensure that $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=y$ and $\left\|\Pi_{\mu} P\right\|_{\mu}=x$.
By taking the derivative of $\mu_{1}(\theta-1)^{2}+\mu_{2}(\theta)^{2}$ wrt $\theta$, the optimal estimator is $\theta_{1}=\theta \varphi=\mu_{1}$. It has a square error:

$$
\left\|\theta_{1} \varphi(s)-v_{\mathcal{M}_{1}}\right\|_{\mu}^{2}=\mu_{1}\left(\mu_{1}-1\right)^{2}+\mu_{2}\left(\mu_{1}\right)^{2}=\mu_{1}-\mu_{1}^{2}=\mu_{1} \mu_{2}
$$

Note that this instance has $\mathbb{P}=\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right), \Sigma^{-1}=1$, and $\Pi_{\mu}=\Phi \Phi^{\top} D=(1,1)(1,1)^{\top} D=\left(\begin{array}{cc}1 & 1 \\ 1 & 1\end{array}\right)\left(\begin{array}{cc}\mu_{1} & 0 \\ 0 & \mu_{2}\end{array}\right)=$ $\left(\begin{array}{ll}\mu_{1} & \mu_{2} \\ \mu_{1} & \mu_{2}\end{array}\right)$. This gives $\Pi_{\mu} P=\left(\begin{array}{ll}\mu_{1} & \mu_{2} \\ \mu_{1} & \mu_{2}\end{array}\right)\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)=\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)$. The operator norm thus has a value

$$
\max _{\|v\|_{\mu}=1}\left\|\Pi_{\mu} P v\right\|_{\mu}=\max _{\|v\|_{\mu}=1} \sqrt{\mu_{1} v_{2}^{2}+\mu_{2} v_{2}^{2}}
$$

which is maximized by taking $v_{1}=0, v_{2}=1 / \sqrt{\mu_{2}}$, giving a value of

$$
\left\|\Pi_{\mu} P\right\|_{\mu}=\sqrt{\frac{\mu_{1}}{\mu_{2}}+1}
$$

Note that $\left\|\Pi_{\mu} P\right\|_{\mu} \in[1, \infty]$. We need this to equal $x$ which is easily achieved by solving $1+\frac{\mu_{1}}{1-\mu_{1}}=x^{2} \Longrightarrow \mu_{1}=\frac{x^{2}-1}{x^{2}}$ which lies inside $(0,1)$ for all $x \in(1, \infty)$. The cases where $x=1$ or $x=\infty$ are handled by picking $\mu_{1}=1$ or $\mu_{1}=0$, respectively. Meanwhile we also have that

$$
A=\varphi^{2}-\gamma \varphi^{2}=\varphi^{2}(1-\gamma)=(1-\gamma)
$$

and $\Sigma^{-1 / 2} A \Sigma^{-1 / 2}=A$. We need $A=y$, which is achieved by picking $\gamma=1-y$. Note the restriction on the domain of $y \in(0,1 / 2)$ means that $1 / 2<\gamma<1$.
The second MRP is the one defined as:

where again $\varphi=1 \in \mathbb{R}^{1}$. We take $\mu_{1}$ and $\mu_{2}$ to be the same as in the first MRP. This instance also has $A=\varphi^{2}(1-\gamma)=$ $(1-\gamma)$ and $\left\|\Pi_{\mu} P\right\|_{\mu}=1+\frac{\mu_{1}}{\mu_{2}}$, which is easily seen since the features and the transition dynamics are the same. Further note that these two MRPs generate the same aliased distribution $\mathbb{Q}_{\mathcal{M}, \mu, \varphi}$ since they both generate $(\varphi, 0, \varphi)$ with probability $1-\mu_{1}$ and $(\varphi, 1, \varphi)$ with probability $\mu_{1}$.
The optimal estimator for $\mathcal{M}_{2}$ is evidently $\theta_{2}=\varphi \theta=\mu_{1} /(1-\gamma)$, since $v_{\mathcal{M}_{2}}\left(s_{1}\right)=v_{\mathcal{M}_{2}}\left(s_{2}\right)=\mu_{1} /(1-\gamma)$. In particular, this second MRP is realizable so this forces the estimator to pick $\mu_{1} /(1-\gamma)$ when faced against these two examples ( $\mu_{1}$ is
known by looking at the occurrence of the triples $(\varphi, 1, \varphi)$ in $\left.\mathbb{Q}_{\mathcal{M}, \mu, \varphi}\right)$. And other choice of estimator will in fact have a worst-case approximation ratio $\sup _{\mathcal{M} \in\left\{\mathcal{M}_{1}, \mathcal{M}_{2}\right\}} \alpha=\infty$. On the first instance, this estimator will have a squared error

$$
\begin{aligned}
\left\|\theta_{2} \varphi(s)-v_{\mathcal{M}_{1}}\right\|_{\mu}^{2}=\mu_{1}\left(\frac{\mu_{1}}{1-\gamma}-1\right)^{2}+\mu_{2}\left(\frac{\mu_{1}}{1-\gamma}\right)^{2} & =\mu_{1}\left(\left(\frac{\mu_{1}}{1-\gamma}\right)^{2}-2 \frac{\mu_{1}}{1-\gamma}+1\right)+\mu_{2}\left(\frac{\mu_{1}}{1-\gamma}\right)^{2} \\
& =\left(\frac{\mu_{1}}{1-\gamma}\right)^{2}\left(\mu_{1}+\mu_{2}\right)-2 \frac{\mu_{1}^{2}}{1-\gamma}+\mu_{1} \\
& =\left(\frac{\mu_{1}}{1-\gamma}\right)^{2}-2 \frac{\mu_{1}^{2}}{1-\gamma}+\mu_{1}
\end{aligned}
$$

Taking the ratio of squared errors gives:

$$
\begin{aligned}
& \frac{\left\|\theta_{2} \varphi(s)-v_{\mathcal{M}_{1}}\right\|_{\mu}^{2}}{\left\|\theta_{1} \varphi(s)-v_{\mathcal{M}_{1}}\right\|_{\mu}^{2}}=\frac{\left(\frac{\mu_{1}}{1-\gamma}\right)^{2}-2 \frac{\mu_{1}^{2}}{1-\gamma}+\mu_{1}}{\mu_{1}-\mu_{1}^{2}}=\frac{\frac{\mu_{1}}{(1-\gamma)^{2}}-2 \frac{\mu_{1}}{1-\gamma}+1}{1-\mu_{1}} \\
& =\frac{\frac{\mu_{1}}{(1-\gamma)^{2}}-2 \frac{\mu_{1}}{1-\gamma}+1}{\mu_{2}} \\
& \geq 1+\frac{\mu_{1}}{\mu_{2}}\left(\frac{2 \gamma-1}{(1-\gamma)^{2}}\right) \quad\left(1 / \mu_{2} \geq 1, \text { and algebra }\right) \\
& \geq 1+\frac{\mu_{1}}{\mu_{2}}\left(\frac{1}{(1-\gamma)^{2}}\right) \quad\left(\frac{1}{2} \leq \gamma \leq 1\right) \\
& =1+\frac{\left\|\Pi_{\mu} P\right\|_{\mu}^{2}-1}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)^{2}} \\
& \geq 1+\gamma^{2} \frac{\left\|\Pi_{\mu} P\right\|_{\mu}^{2}-1}{\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)^{2}}
\end{aligned}
$$

The LHS was the ratio of squared errors, so taking square roots gives $\alpha_{\mu}$ and the desired bound.

## A.3. Proof of Theorem 4.3

Lemma 4.3. In the non-aliased setting, there exists a family of instances $\mathbb{M}=\{(\mathcal{M}, \mu, \varphi)\}$ which all have an $L_{2}(\mu)$ misspecification of $0, \sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)>0$, and $\|\Pi P\|_{\mu}=\infty$, yet any estimator $\hat{v}$ will satisfy

$$
\sup _{(\mathcal{M}, \mu, \varphi) \in \mathbb{M}} \alpha_{\mu}^{\hat{v}}(\mathcal{M}, \mu, \varphi)=\infty
$$

Proof. This example is a slight modification of the two-state example (Amortila et al., 2020). See Figure A.3.
In the construction, we have $\mu\left(s_{A}\right)=1$ and $\mu\left(s_{B}\right)=0$. Note that $A=-\gamma^{2} \varepsilon \neq 0$. Since the reward at state $s_{B}$ is never observed, any estimator will have constant $\operatorname{error} \Omega(1 /(1-\gamma))$ error asymptotically. Since $v_{\mathcal{M}}$ is realizable on $s_{A}$ (with $\theta=r /(1-\gamma)$ ), the misspecification is 0 . Thus, the approximation ratio is infinite. The last thing to show is that $\left\|\Pi_{\mu} P\right\|_{\mu}=\infty$. This is because $P=\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)$, and $\Pi_{\mu}=\left(\begin{array}{cc}1 & 0 \\ (1+\varepsilon) / \gamma & 0\end{array}\right)$ so $\Pi_{\mu} P=\left(\begin{array}{cc}0 & 1 \\ 0 & (1+\varepsilon) / \gamma\end{array}\right)$ thus $\left\|\Pi_{\mu} P\right\|_{\mu}=\max _{\|v\|_{\mu}=1}\left\|\Pi_{\mu} P v\right\|=\max _{\|v\|_{\mu}=1}\left\|\left(v_{2}, \frac{1+\varepsilon}{\gamma} v_{2}\right)^{\top}\right\|_{\mu}=\max _{\|v\|_{\mu}=1} v_{2}=\infty$. In the last step we can take $v_{2} \rightarrow \infty$ in the maximization since that state is unsupported.

## A.4. Proof of Theorem 4.4

Block matrix notation In this section we will use the following convenient block matrix notation. Noting that $|\operatorname{supp}(\mu)| \leq$ $S$ (with equality iff $\mu$ has support on all the states), we will re-arrange the states such that those that are supported


Figure 3. The construction of Lemma 4.3
are numbered $1 \ldots|\operatorname{supp}(\mu)|$, and the unsupported ones are numbered $|\operatorname{supp}(\mu)|+1 \ldots S$. Furthermore, for a given vector $v \in \mathbb{R}^{S}$, we will write $v_{\mu}=\left(v_{1}, \ldots, v_{|\operatorname{supp}(\mu)|}\right)$ for the restriction of $v$ to the support states of $\mathcal{S}$, and $v_{\neg \mu}=$ $\left(v_{|\operatorname{supp}(\mu)|+1}, \ldots, v_{S}\right)$ for the restriction of $v$ to the unsupported states. Similarly, for a given matrix $X$, we will write it in block form as

$$
X=\left[\begin{array}{c|c}
X_{\mu, \mu} & X_{\mu, \neg \mu} \\
\hline X_{\neg \mu, \mu} & X_{\neg \mu, \neg \mu}
\end{array}\right]
$$

Theorem 4.4. In the non-aliased setting, there exists a family of instances $\{(M, \mu, \varphi)\}$ which all have an $L_{2}(\mu)$ misspecification of $0,\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$, and $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=0$, yet any estimator $\hat{v}$ will satisfy

$$
\sup _{(\mathcal{M}, \mu, \varphi) \in \mathbb{M}} \alpha_{\mu}^{\hat{v}}(\mathcal{M}, \mu, \varphi)=\infty
$$

We start by noting the following property.
Lemma 4.5. Under Assumption 2.3, $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$ if and only if $\forall s^{\prime} \notin \operatorname{supp}(\mu), \mathbb{E}_{s \sim \mu}\left[\varphi(s) \mathcal{P}\left(s^{\prime} \mid s\right)\right]=0$.

Proof. We show that $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty \quad \Longleftrightarrow \quad(\Pi P)_{\mu, \neg \mu}=0_{\mu, \neg \mu}$, and then that this implies $\forall i \in \mu, k \notin \mu$, $\left\langle\varphi_{i}, \Sigma^{-1}\left(\sum_{j} \mu_{j} \varphi_{j} P_{j, k}\right)\right\rangle=0$. Lastly we show that If $\lambda_{\min }(\Sigma)>0$ then $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$ if and only if $\sum_{j} \mu \varphi_{j} P_{j, k}=$ $0 \forall k \notin \mu$.
The first part is easily observed by noting that $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty \Longleftrightarrow \max _{\|v\|_{\mu}=1}\left\|\Pi_{\mu} P v\right\|_{\mu}<\infty \Longleftrightarrow$ $\max _{\|v\|_{\mu}=1}\left\|\left(\left(\Pi_{\mu} P\right)_{\mu, \mu} v_{\mu}+\left(\Pi_{\mu} P\right)_{\mu, \neg \mu} v_{\neg \mu} ; 0_{\neg \mu}\right)\right\|_{\mu}<\infty \Longleftrightarrow\left(\Pi_{\mu} P\right)_{\mu, \neg \mu}=0$, where the last line follows since if it has a non-trivial kernel then we can take $v_{\neg \mu}$ going to infinity while satisfying the constraints $\|v\|_{\mu}=1$. The second part is observed by expanding the definition of $\left(\Pi_{\mu} P\right)_{i, k}$ for all $i \in \mu$ and all $k \notin \mu$. For the last part, we note that $\lambda_{\min }(\Sigma)>0$ implies that the span of $\left\{\varphi\left(s_{i}\right)\right\}_{i \in \operatorname{supp}(\mu)}=\mathbb{R}^{d}$. Thus, for each $k \notin \mu$, the set of equations $\left\langle\varphi_{i}, \Sigma^{-1}\left(\sum_{j} \mu_{j} \varphi_{j} P_{j, k}\right)\right\rangle=0$ obtained by varying over all $i \in \mu$ must imply that the vector on the RHS must be 0 , i.e. $\Sigma^{-1}\left(\sum_{j} \mu_{j} \varphi_{j} P_{j, k}\right)=0 \Longrightarrow \sum_{j} \mu_{j} \varphi_{j} P_{j, k}=0$ for each $k$.

Proof (of 4.4). There are $m:=3$ states in $\mu$, and $n:=2$ states in $\neg \mu$. We number the known states as $1,2,3$ and the unknown states as 4 and 5 . The states within $\mu$ transition amongst each other and to the unknown states. The unknown states simply self-loop. The reward will be

$$
\mathbb{R}=(0,0,0, r 4, r 5)
$$

where $r 4$ and $r 5$ are chosen later. We also set

$$
\gamma=9 / 10
$$

The only things left to choose are $(\mathbb{P}, \varphi, \mu)$. Let us write down the transition matrix.

$$
\mathbb{P}=\left(\begin{array}{ccccc}
0.313 & 0.2322 & 0.2999 & 0.0786 & 0.0763 \\
0.8483 & 0.0014 & 0.0867 & 0.0484 & 0.0152 \\
0.1144 & 0.2852 & 0.219 & 0.2437 & 0.1377 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

where the floating point numbers are exact (i.e. can be represented as rationals).
And of course the discounted occupancy matrix is

$$
\mathbb{d}:=(I-\gamma \mathbb{P})^{-1}=\left(\begin{array}{ccccc}
2.22637 & 0.675069 & 0.814047 & 3.65445 & 2.63005 \\
1.76839 & 1.56311 & 0.74639 & 3.56891 & 2.35319 \\
0.85084 & 0.586281 & 1.58849 & 4.3413 & 2.63309 \\
0 & 0 & 0 & 10 & 0 \\
0 & 0 & 0 & 0 & 10
\end{array}\right)
$$

The data distribution is not yet chosen but will have the following constraints

$$
\mu_{1}>0, \mu_{2}>0, \mu_{3}>0, \mu_{4}=\mu_{5}=0
$$

The task of the learner is to predict a value function on $\mu$, i.e. on the first 3 states. Let us write $\mathbb{d}_{4}$ for the $4^{\text {th }}$ column of $d$, and $\mathbb{d}_{5}$ for the $5^{\text {th }}$ of $\mathbb{d}$. The space of possible value functions in this MRP is

$$
\mathcal{V}_{M}=\left\{v=r 4 \cdot \mathbb{d}_{4}+r 5 \cdot \mathbb{d}_{5} \mid r 4, r 5 \in[-1,1]\right\} \subseteq \mathbb{R}^{5}
$$

since we set $r_{1}=r_{2}=r_{3}=0$. The space of possible value functions restricted to $\mu$ is:

$$
\mathcal{V}_{M}^{\mu}=\left\{\left(v\left(s_{1}\right), v\left(s_{2}\right), v\left(s_{3}\right)\right)^{\top}=r 4 \cdot \mathbb{d}_{1:: 3,4}+r 5 \cdot \mathbb{d}_{1:: 3,5} \mid r 4, r 5 \in[-1,1]\right\} \subseteq \mathbb{R}^{3}
$$

where $\mathbb{d}_{1:: 3,4}$ is the first 3 elements of $\mathbb{d}_{4}$, and $\mathbb{d}_{1:: 3,5}$ is the first 3 elements of $\mathbb{d}_{5}$ (i.e. the column vectors $(3.65445,3.56891,4.3413)^{\top}$ and $(2.63005,2.35319,2.63309)^{\top}$, respectively). This is a 2 -dimensional plane lying in $\mathbb{R}^{3}$. There is no loss of generality in assuming that the learner will pick a hypothesis whose restriction to $\mu$ is in $\mathcal{V}_{M}^{\mu}$, as hypothesis lying outside of $\mathcal{V}_{\mathcal{M}}$ would be incorrect for all choices of reward functions (thus, strictly worse).
We pick a 1-dimensional feature mapping $\varphi: \mathcal{S} \mapsto \mathbb{R}$ (i.e. $\Phi \in \mathbb{R}^{5 \times 1}$ ). We choose $\Phi$ such that it is a linear combination of the last two columns of d, i.e.

$$
\Phi=\alpha \mathbb{d}_{4}+\beta \mathbb{d}_{5}
$$

which means that $\Phi$ is a vector lying inside $\mathcal{V}_{\mathcal{M}}$. Our particular choice of $\alpha$ and $\beta$ give

$$
\begin{equation*}
\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)^{\top}=-0.5874 \mathbb{d}_{1:: 3,4}+0.9354 \mathbb{d}_{1:: 3,5}=(0.313528,0.104797,-0.0870883)^{\top} \tag{20}
\end{equation*}
$$

The only thing left to pick now is $\mu$. We cannot do this arbitrarily, as we have to ensure that $\left\|\Pi_{\mu} P\right\|_{\mu}<\infty$. Following the characterization of Lemma 4.5, we need to ensure that $\sum_{j} \mu_{j} \varphi_{j} P_{j, 4}=0$ and $\sum_{j} \mu_{j} \varphi_{j} P_{j, 5}=0$. Since we have chosen $\varphi$ and $P$, the above two equations are linear constraints in $\mu$. Together with the constraint that $\mu_{1}+\mu_{2}+\mu_{3}=1$, we can solve them to find that

$$
\left(\mu_{1}, \mu_{2}, \mu_{3}\right)^{\top}=(0.0840949,0.660425,0.25548)^{\top}
$$

Note that such a solution-where $\mu$ is a valid distribution-is not always possible for different choices of $\mathbb{P}$ and $\varphi$, hence the seemingly mysterious choices for $\mathbb{P}$ and $\varphi$. This particular instance was found via a random search: we keep generating $P$ and the coefficients in Eq.(20) for defining $\varphi$, and stop when we find an instance with $\mu_{1}, \mu_{2}, \mu_{3}>0$ (they can be negative).
It remains to show that 1) $\sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=0$, and 2) the worst-case asymptotic approximation error is $\infty$. For 1 ), one can verify that with this choice of $(P, \varphi, \mu)$ we have:

$$
\Sigma=0.0174572>0 \& A=0 \Longrightarrow \sigma_{\min }\left(\Sigma^{-1 / 2} A \Sigma^{-1 / 2}\right)=0
$$

The last thing to argue is that the error is $\infty$. The space of possible linear predictors is the line $\left\{\theta \cdot\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right)\right\}$. Recall that we picked $\Phi$ such that this entire line lies inside $\mathcal{V}_{M}$. In other words, there are an infinite number of possible realizable value functions that the environment could pick (obtained via $(r 4, r 5)=\theta(\alpha, \beta)$ for arbitrary $\theta$ ).

However, from the perspective of the learner, the only information available is the value of the reward inside $\mu$ (which is 0 ), the transitions inside $\mu$ (the matrix $\mathbb{P}_{\mu, \mu}$ ), and the transitions from $\mu$ to $\neg \mu$ (the matrix $\mathbb{P}_{\mu, \neg \mu}$ ). In fact we can assume that the learner knows the whole $\mathbb{P}$ matrix, since $\mathbb{P}_{\neg \mu, \mu}=0$ and $\mathbb{P}_{\neg \mu, \neg \mu}=I d_{2 \times 2}$ (self-loops). But none of this information is enough to deduce the value of $r_{4}, r_{5}$ (the reward happens at states that are unsupported), and this reward is what determines the true value function. So, for whatever value function the learner picks, we can pick a different realizable value function, thus rendering the approximation factor infinite. (See Figure 4).


Figure 4. The construction above. Red plane: $\mathcal{V}_{M}$, space of value functions. Blue line: $\left\{\theta \cdot\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right) \mid \theta\right\}$, space of linear predictors, which lies inside $\mathcal{V}_{M}$. Two green points: a hypothesis value function and the other true value function.

## B. Cases where $\alpha=1$ is asymptotically achievable

Thanks to the proof of Equation 12, we identify several scenarios where the true solution can be recovered.

1. $\Phi A^{-1} \Phi^{\top} D P v^{\perp}=0$, in particular $\Phi^{\top} D P v^{\perp}=0$, e.g. when is satisfied under the condition that the orthogonal subspace of $\operatorname{col}(\Phi)$ is closed under $P$ (i.e. $P$ maps orthogonal vectors (of the features) to orthogonal vectors). Then LSTD has an $L_{2}(\mu)$ approximation factor of 1.

- Proof: from Equation (13).

2. $\|P\|_{\mu}<\infty$ implies that $v_{\mathcal{M}}$ can be learned exactly on the support of $\mu$. Thus with the tabular function class the asymptotic approximation ratio in the $L_{2}(\mu)$ norm is either 1 if $\|P\|_{\mu}<\infty$ or $\infty$ if $\|P\|_{\mu}$.

- Proof: If $\|P\|_{\mu}<\infty$ then we must have the condition $\left(\mu(s)>0 \& P\left(s^{\prime} \mid s\right)>0\right) \Longrightarrow \mu\left(s^{\prime}\right)>0$, otherwise in the equation $\max _{\|v\|_{\mu}=1}\|P v\|_{\mu}$ we will have a contribution of $P_{s, s^{\prime}} v\left(s^{\prime}\right)$ for some unsupported state $s^{\prime}$, and the
value for $v\left(s^{\prime}\right)$ can be taken to infinity while satisfying the constraint $\|v\|_{\mu}=1$. From this condition it is easy to see that $v_{\mathcal{M}}$ can be recovered exactly on $\mu$, as in the asymptotic regime we have access to $r(s) \forall s \in \mu$ and $P(s) \forall s \in \mu$, and if a state transitions to $s^{\prime}$ then we will also have $P\left(s^{\prime}\right)$ and $r\left(s^{\prime}\right)$.


## C. Proofs for Section 5

## C.1. Proof of Theorem 5.1

Theorem 5.1. Assume that the A matrix from Equation (8) is invertible. Then the population LSTD estimator has an approximation factor upper bound of

$$
\alpha_{\infty}^{L S T D} \leq 1+\left\|\Phi A^{-1} \Phi^{\top} D(I-\gamma P)\right\|_{\infty} \leq 1+\frac{1+\gamma}{\sigma_{\min }(A)}
$$

Proof. We repeat the steps of Lemma A.1. Let us write $v_{\mathcal{M}}=\Pi_{\infty} v_{\mathcal{M}}+\delta:=\Phi \theta_{\infty}+\delta$, so that $\delta=v_{\mathcal{M}}-\Pi_{\infty} v_{\mathcal{M}}$.
Then we have:

$$
\begin{array}{rlr}
(I-\gamma P) v_{M} & =r & \\
(I-\gamma P) \Phi \theta_{\infty}+(I-\gamma P) \delta & =r & \\
\Phi^{\top} D(I-\gamma P) \Phi \theta_{\infty}+\Phi^{\top} D(I-\gamma P) \delta & =\Phi^{\top} D r & \left(\Phi^{\top} D\right. \text { on both sides) } \\
\left(\Phi^{\top} D(\Phi-\gamma P \Phi)\right) \theta_{\infty} & =\Phi^{\top} D r-\Phi^{\top} D(I-\gamma P) \delta & \\
A \theta_{\infty} & =b-\Phi^{\top} D(I-\gamma P) \delta & \\
\theta_{\infty} & =A^{-1} b-A^{-1} \Phi^{\top} D(I-\gamma P) \delta & \text { (Defns of } A, b)  \tag{-1}\\
\left(A^{-1}\right. \text { exists) }
\end{array}
$$

Meanwhile, the LSTD solution is defined by $\theta_{\text {LSTD }}=A^{-1} b$. Substracting both of these gives:

$$
\begin{equation*}
\theta_{\infty}-\theta_{\mathrm{LSTD}}=-A^{-1} \Phi^{\top} D(I-\gamma P) \delta \tag{21}
\end{equation*}
$$

Now, applying $\Phi$ and taking the $\infty$ norm gives

$$
\begin{aligned}
\left\|\Phi\left(\theta_{\infty}-\theta_{\mathrm{LSTD}}\right)\right\|_{\infty} & =\left\|\Phi A^{-1} \Phi^{\top} D(I-\gamma P) \delta\right\|_{\infty} \\
& \leq\left\|\Phi A^{-1} \Phi^{\top} D(I-\gamma P)\right\|_{\infty}\|\delta\|_{\infty} \\
& \leq\left\|\Phi A^{-1} \Phi^{\top} D\right\|_{\infty}\|(I-\gamma P)\|_{\infty}\|\delta\|_{\infty} \\
& \leq\left\|\Phi A^{-1} \Phi^{\top} D\right\|_{\infty}(1+\gamma)\|\delta\|_{\infty}
\end{aligned}
$$

It remains to relate $\left\|\Phi A^{-1} \Phi^{\top} D\right\|_{\infty}$ to $\sigma_{\min }(A)$. Notice that

$$
\left(\Phi A^{-1} \Phi^{\top} D\right)_{i, j}=\mu_{j}\left\langle\varphi_{i}, A^{-1} \varphi_{j}\right\rangle
$$

The $L_{\infty}$ matrix norm is the maximum $L_{1}$ norm of a row, thus

$$
\begin{array}{rlrl}
\left\|\Phi A^{-1} \Phi^{\top} D\right\|_{\infty}=\max _{i}\left(\sum_{j}\left|\mu_{j}\left\langle\varphi_{i}, A^{-1} \varphi_{j}\right\rangle\right|\right) & \leq \max _{i}\left(\sum_{j} \mu_{j}\left\|\varphi_{i}\right\|_{2}\left\|A^{-1} \varphi_{j}\right\|_{2}\right) \quad \text { (Cauchy-Schwartz) } \\
& =\left\|A^{-1}\right\|_{2} \max _{i}\left\|\varphi_{i}\right\|_{2}\left(\sum_{j} \mu_{j}\left\|\varphi_{j}\right\|_{2}\right) \\
& \leq\left\|A^{-1}\right\|_{2} 1 & \\
& =\frac{1}{\sigma_{\min }(A)} & \quad\left(\left\|\varphi_{i}\right\| \leq 1 \forall i\right) \\
\end{array}
$$

Combining everything and using a triangle inequality gives us:

$$
\left\|v_{\mathrm{LSTD}}-v_{\mathcal{M}}\right\|_{\infty} \leq\left(1+\frac{(1+\gamma) 1}{\sigma_{\min }(A)}\right)\left\|\Phi \theta_{\infty}-v_{\mathcal{M}}\right\|_{\infty}
$$

## C.2. Proof of Theorem 5.2

Theorem 5.2. In the non-aliased setting, for all $\gamma \in\left[c_{1}, 1\right)$ where $c_{1}$ is some absolute constant, and for all $y \in[0,1-\gamma]$, there exists three instances $\left\{\left(\mathcal{M}_{i}, \mu_{i}, \varphi_{i}\right)\right\}$ which all satisfy $\sigma_{\min }(A)=y$ yet

$$
\inf _{\hat{v}} \sup _{\left(\mathcal{M}_{i}, \mu_{i}, \varphi_{i}\right)} \alpha_{\infty}^{\hat{v}}\left(\mathcal{M}_{i}, \mu_{i}, \varphi_{i}\right) \geq \frac{1}{2}+\frac{\gamma}{\sigma_{\min }(A)}
$$

The value of the constant is upper bounded by $c_{1} \leq 0.7$.

Proof. We take $P=\left(\begin{array}{ll}0 & 1 \\ 0 & 1\end{array}\right)$ and $D=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$. Note that this is the same MRP as in (Amortila et al., 2020) and Lemma 4.3. This gives a discounted occupancy matrix

$$
\mathfrak{d}=(I-\gamma P)^{-1}=\left(\begin{array}{ll}
1 & \gamma /(1-\gamma) \\
0 & 1 /(1-\gamma)
\end{array}\right)
$$

Let $d_{1}$ denote the first column of $\mathbb{d}$ and $d_{2}$ denote the second column. We take $r=\left(0, r_{2}\right)^{\top}$, i.e. no reward at state 1 and a reward of $r_{2}$ at state 2 . This gives $v_{\mathcal{M}}=r_{2} d_{2}$. We set one instance to have $r_{2}=1$, one instance to have $r_{2}=0$, and the last instance to have $r_{2}=-1$. The three instances are otherwise identical. We take $\Phi=\left[\alpha d_{1}+d_{2}\right](1-\gamma) \in \mathbb{R}^{2 \times 1}$ (thus $\varphi(s) \in \mathbb{R}$ ), and we will later impose that $0 \leq \alpha \leq 1$. Assuming that this bound on $\alpha$ holds for now, we can see that $\left\|\varphi_{1}\right\|_{2}=[\alpha+\gamma /(1-\gamma)](1-\gamma) \leq(1-\gamma) /(1-\gamma)=1$ and $\left\|\varphi_{2}\right\|_{2}=(1-\gamma) /(1-\gamma)$ and thus $\left\|\varphi_{i}\right\|_{2} \leq 1$ for all $i$. We can directly verify that

$$
A=\Phi^{\top} D(I-\gamma P) \Phi=\left[\alpha^{2}+\alpha \gamma /(1-\gamma)\right](1-\gamma)^{2}=\alpha^{2}(1-\gamma)^{2}+\alpha \gamma(1-\gamma)
$$

We need $\sigma_{\min }(A)=|A|=A=y$, so we can solve the quadratic for $\alpha$ and pick the positive solution to get:

$$
\alpha=\frac{-\gamma+\sqrt{\gamma^{2}+4 y}}{2(1-\gamma)}
$$

Note that $\alpha$ satisfies the bound $0 \leq \alpha \leq 1$ whenever $\gamma<1$ and $0 \leq y \leq 1-\gamma$, which holds by the assumption in our theorem statement. The misspecification error is at most:

$$
\inf _{\theta}\left\|v_{\mathcal{M}}-\Phi \theta\right\|_{\infty}=\inf _{\theta}\left\|r_{2} d_{2}-\left(\alpha d_{1}+d_{2}\right) \theta(1-\gamma)\right\|_{\infty}=\inf _{\theta}\left\|\left(r_{2}-(1-\gamma) \theta\right) d_{2}-\alpha(1-\gamma) \theta d_{1}\right\|_{\infty} \leq \alpha\left\|d_{1}\right\|_{\infty}=\alpha
$$

where the upper bound was obtained by plugging in $\theta=\frac{r_{2}}{1-\gamma}$. Note that the minimax estimator against these three instances will need to output $\theta=0$ since the instance with $r_{2}=0$ is realizable with $\theta=0$. Namely, if the learner does not output
$\theta=0$ then its worst-case approximation will be $\infty$. This gives the ratio:

$$
\begin{aligned}
\alpha_{\infty} & \geq \frac{\left\|v_{\mathcal{M}}-0\right\|_{\infty}}{\left\|\Pi_{\infty} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\infty}} \\
& \geq \frac{\left\|v_{\mathcal{M}}\right\|_{\infty}}{\alpha} \\
& =\frac{1}{\alpha(1-\gamma)} \\
& =\frac{1}{y}\{\alpha(1-\gamma)+\gamma\} \quad \quad \text { (using that } \alpha(1-\gamma)\{\alpha(1-\gamma)+\gamma\}=y \text { by definition of } A \text { ) } \\
& =\frac{1}{y}\left\{\frac{-\gamma+\sqrt{\gamma^{2}+4 y}}{2}+\gamma\right\} \quad \quad \text { (using that } \alpha=\frac{-\gamma+\sqrt{\gamma^{2}+4 y}}{2(1-\gamma)} \text { ) } \\
& =\frac{\gamma}{2 y}\left\{1+\sqrt{\left.1+\frac{4 y}{\gamma^{2}}\right\}}\right. \\
& \geq \frac{\gamma}{2 y}\left\{1+1+\frac{2 y}{\gamma^{2}}-\frac{(4 y)^{2}}{8 \gamma^{4}}\right\} \quad \quad \text { (using that } \sqrt{1+x} \geq 1+x / 2-x^{2} / 8 \text { for all } x \geq 0 \text { ) } \\
& =\frac{\gamma}{y}\left\{1+\frac{y}{\gamma^{2}}-\frac{y^{2}}{\gamma^{4}}\right\} \\
& =\frac{\gamma}{y}+\frac{1}{\gamma}-\frac{y}{\gamma^{3}} \\
& \geq \frac{\gamma}{y}+\frac{1}{\gamma}-\frac{1-\gamma}{\gamma^{3}} \\
& \geq \frac{\gamma}{y}+\frac{1}{2}, \quad \quad \text { (using that } \frac{1}{\gamma}-\frac{1-\gamma}{\gamma^{3}} \geq \frac{1}{2} \text { when } \gamma \geq c_{1} \text { ) }
\end{aligned}
$$

as desired. The value of $c_{1}$ can be taken to be the smallest solution $x$ such that $\frac{1}{x}-\frac{1-x}{x^{3}} \geq \frac{1}{2}$, which by Mathematica is approximately 0.6889 (but one can verify that 0.7 suffices and that this inequality holds for all $x \geq 0.7$ since the function is increasing).

## C.3. Proof of Theorem 5.4

Theorem 5.4. Under Assumption 5.3, the estimator $v_{\varphi}$ from Equation (15) has an approximation ratio of $\frac{2}{1-\gamma}$, i.e. we have

$$
\begin{aligned}
\left\|v_{\varphi} \circ \varphi-v_{M}\right\|_{\infty} & \leq \frac{2}{1-\gamma} \inf _{f: \mathcal{X} \mapsto \mathbb{R}}\left\|f \circ \varphi-v_{\mathcal{M}}\right\|_{\infty} \\
& \leq \frac{2}{1-\gamma} \inf _{\theta}\left\|\Phi \theta-v_{\mathcal{M}}\right\|_{\infty}
\end{aligned}
$$

Proof. Inspired by the theory of " $q^{\star}$-irrelevant abstractions" (Li et al., 2006; Jiang, 2018; Xie \& Jiang, 2021), we define $v_{\mathcal{M}}$-irrelevant abstractions as follows:
Definition C.1. A feature map $\varphi: \mathcal{S} \mapsto \mathcal{X}$ is an $\varepsilon$-approximate $v_{\mathcal{M}}$-irrelevant abstraction for MRP $\mathcal{M}$ if there exists a function $f: \mathcal{X} \mapsto \mathbb{R}$ such that

$$
\inf _{f: \mathcal{X} \mapsto \mathbb{R}}\left\|f \circ \varphi-v_{\mathcal{M}}\right\|_{\infty}=\varepsilon
$$

Note that the inf is taken over all pointwise functions over $\mathcal{X}$, and thus every feature mapping with an $L_{\infty}$-misspecification error of $\varepsilon$ is also a $\varepsilon$-approximate $v_{\mathcal{M}}$-irrelevant abstraction.
To conclude the proof we use Theorem 5 from (Jiang, 2018), which establishes the analogous claim for the case of $q^{\star}$-irrelevant abstractions. Indeed, the case of $v_{\mathcal{M}}$-irrelevant abstractions can be reduced from the more general case of $q^{\star}$-irrelevant abstractions by considering the case where there is only one action to take in each state. It is easily seen that our Bayes model is then equivalent to the model constructed in Lemma 3 of (Jiang, 2018), which Theorem 5 uses to establish the approximation error bound of $2 /(1-\gamma)$.

## C.4. Proof of Theorem 5.5

Theorem 5.5. In the aliased setting, under Assumption 5.3, $\forall \varepsilon>0, \forall \gamma \in(0,1)$, there exists a collection of two instances $\mathbb{M}=\left\{\left(\mathcal{M}_{1}, \mu_{1}, \varphi_{1}\right),\left(\mathcal{M}_{2}, \mu_{2}, \varphi_{2}\right)\right\}$ which generate the same data distribution $\mathbb{Q}$, yet any estimator $\hat{v}$ will satisfy

$$
\sup _{(\mathcal{M}, \mu, \varphi) \in \mathbb{M}} \alpha_{\infty}^{\hat{v}}(\mathcal{M}, \mu, \varphi) \geq \frac{2}{1-\gamma}-\varepsilon
$$

Proof. The first MRP $\mathcal{M}_{1}$ is defined as


We set $\varphi=1$ for simplicity. We place the initial distribution $\mu\left(s_{1}\right)=p$ and $\mu\left(s_{2}\right)=1-p$, and should think of $p \rightarrow 1$ (we can't actually set $p=1$ due to the full-support condition, but a limiting argument suffices). Note that $v_{\mathcal{M}}\left(s_{1}\right)=1$ and $v_{\mathcal{M}}\left(s_{2}\right)=0$, so the optimal $\infty$-norm approximation for this MRP is $\theta_{1}=\varphi \theta=\frac{1}{2}$.

Our second MRP $\mathcal{M}_{2}$ is the following:

which generates the same distribution $\mathbb{Q}$. This instance is realizable with value function $\theta_{2}=v_{\mathcal{M}}=\frac{p}{1-\gamma}$, which forces our estimator to output $\theta_{2}$. Let $p$ be large enough such that $\left\|\theta_{2}-v_{\mathcal{M}_{1}}\right\|_{\infty}=\max \left\{\left|\frac{p}{1-\gamma}-1\right|,\left|\frac{p}{1-\gamma}-0\right|\right\}=\frac{p}{1-\gamma}$ (i.e. $p>(1-\gamma) / 2)$. Taking the ratio of approximation errors:

$$
\frac{\left\|\theta_{2}-v_{\mathcal{M}_{1}}\right\|_{\infty}}{\left\|\theta_{1}-v_{\mathcal{M}_{1}}\right\|_{\infty}}=\frac{p /(1-\gamma)}{1 / 2}=\frac{2 p}{1-\gamma} \geq \frac{2}{1-\gamma}-\varepsilon
$$

where the last step takes $p \geq 1-\frac{\varepsilon(1-\gamma)}{2}$.

## C.5. Proof of Corollary C. 2

Corollary C.2. The projected Bayes value function has an approximation factor of

$$
\left\|\Pi_{\infty}\left(v_{\varphi} \circ \varphi\right)-v_{\mathcal{M}}\right\|_{\infty} \leq\left(1+\frac{2}{1-\gamma}\right) \inf _{\theta}\left\|\Phi \theta-v_{\mathcal{M}}\right\|_{\infty}
$$

Proof. This amounts to an application of the triangle inequality:

$$
\begin{array}{rlr}
\left\|\Pi_{\infty}\left(v_{\varphi} \circ \varphi\right)-v_{\mathcal{M}}\right\|_{\infty} & \leq\left\|\Pi_{\infty} v_{\varphi}-\Pi_{\infty} v_{\mathcal{M}}\right\|_{\infty}+\left\|\Pi_{\infty} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\infty} \\
& \leq\left\|\left(v_{\varphi} \circ \varphi\right)-v_{\mathcal{M}}\right\|_{\infty}+\inf _{\theta}\left\|\Phi \theta-v_{\mathcal{M}}\right\|_{\infty} & \left(\Pi_{\infty}\right. \text { is non-expansive) } \\
& \leq \frac{2}{1-\gamma} \inf _{\theta}\left\|\Phi \theta-v_{\mathcal{M}}\right\|_{\infty}+\inf _{\theta}\left\|\Phi \theta-v_{\mathcal{M}}\right\|_{\infty} & \quad \text { (Previous bound) } \\
& =\left(1+\frac{2}{1-\gamma}\right) \varepsilon_{\infty}
\end{array}
$$

which concludes the proof.

## D. Translating $L_{2}(\mu)$ oracle inequalities to $L_{\infty}$ oracle inequalities

This section shows that one can convert an $L_{2}(\mu)$ oracle inequality to an $L_{\infty}$ oracle inequality
Lemma D.1. Assuming we have a bound

$$
\left\|v_{\theta}-v_{\mathcal{M}}\right\|_{\mu} \leq \alpha_{\mu}\left\|\Pi_{\mu} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\mu}
$$

This can be converted to an approximation ratio bound

$$
\left\|v_{\theta}-v_{\mathcal{M}}\right\|_{\infty} \leq\left(1+\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\left(1+\alpha_{\mu}\right)\right)\left\|\Pi_{\infty} v_{\mathcal{M}}-v_{\mathcal{M}}\right\|_{\infty}
$$

Proof. Let $\Phi \theta_{\mathcal{M}}$ be an $L_{\infty}$ linear projection, and $\delta(s)$ be such that $v_{\mathcal{M}}(s)=\delta(s)+\theta_{\mathcal{M}}^{\top} \varphi(s)$.

$$
\begin{aligned}
\left\|v_{\mathcal{M}}-v_{\theta}\right\|_{\infty} & =\max _{s}\left|\theta^{\top} \varphi(s)-v_{\mathcal{M}}(s)\right| \\
& =\max _{s}\left|\theta^{\top} \varphi(s)-\theta_{\mathcal{M}}^{\top} \varphi(s)-\delta(s)\right| \\
& \leq\|\delta(s)\|_{\infty}+\max _{s}\left|\left(\theta^{\top} \varphi(s)-\theta_{\mathcal{M}}\right)^{\top} \varphi(s)\right| \\
& \leq\|\delta(s)\|_{\infty}+\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\left\|\Sigma^{1 / 2}\left(\theta_{\mathcal{M}}-\theta\right)\right\|_{2} \\
& =\|\delta(s)\|_{\infty}+\left(\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\right)\left\|\Phi\left(\theta_{\mathcal{M}}-\theta\right)\right\|_{\mu} \\
& \leq\|\delta(s)\|_{\infty}+\left(\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\right)\left(\left\|\Phi\left(\theta_{\mathcal{M}}\right)-v_{\mathcal{M}}\right\|_{\mu}+\left\|v_{\mathcal{M}}-\Phi \theta\right\|_{\mu}\right) \\
& \leq\|\delta(s)\|_{\infty}+\left(\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\right)\left(\left\|\Phi\left(\theta_{\mathcal{M}}\right)-v_{\mathcal{M}}\right\|_{\mu}+\alpha_{\mu}\left\|v_{\mathcal{M}}-\Pi_{\mu} v_{\mathcal{M}}\right\|_{\mu}\right) \\
& \leq\|\delta(s)\|_{\infty}+\left(\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\right)\left(\left\|\Phi\left(\theta_{\mathcal{M}}\right)-v_{\mathcal{M}}\right\|_{\mu}+\alpha_{\mu}\left\|v_{\mathcal{M}}-\Phi \theta_{\mathcal{M}}\right\|_{\mu}\right) \\
& \leq\|\delta(s)\|_{\infty}+\left(\max _{s} v_{\mathcal{M}}=\inf _{\hat{v} \in \mathcal{F}_{\Phi}}\left\|v_{\mathcal{M}}-\hat{v}\right\|\right) \\
& \leq\|\delta(s)\|_{\infty}+\left(\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\right)\left(\left(1+\alpha_{\mu}\right)\left\|\Phi\left(\theta_{\mathcal{M}}\right)-v_{\mathcal{M}}\right\|_{\mu}\right) \\
& =\|\delta(s)\|_{\infty}+\left(\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\right)\left(1+\alpha_{\mu}\right)\left\|\Phi\left(\theta_{\mathcal{M}}\right)-v_{\mathcal{M}}\right\|_{\infty} \\
& =\left(1+\max _{s}\left\|\Sigma^{-1 / 2} \varphi(s)\right\|_{2}\left(1+\alpha_{\mu}\right)\right)\|\delta(s)\|_{\infty}
\end{aligned}
$$
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