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Abstract

We present MuZSLAM, a multilingual sequence-
to-sequence model pre-trained jointly on un-
labeled speech, unlabeled text and supervised
data spanning Automatic Speech Recognition
(ASR), Automatic Speech Translation (AST)
and Machine Translation (MT), in over 100 lan-
guages. By leveraging a quantized representa-
tion of speech as a target, Mu?SLAM trains the
speech-text models with a sequence-to-sequence
masked denoising objective similar to TS on the
decoder and a masked language modeling objec-
tive (MLM) on the encoder, for both unlabeled
speech and text, while utilizing the supervised
tasks to improve cross-lingual and cross-modal
representation alignment within the model. On
CoVoST AST, Mu2SLAM establishes a new state-
of-the-art for models trained on public datasets,
improving on xx-en translation over the previous
best by 1.9 BLEU points and on en-xx translation
by 1.1 BLEU points. On Voxpopuli ASR, our
model matches the performance of an mSLAM
model fine-tuned with an RNN-T decoder, despite
using a relatively weaker Transformer decoder.
On text understanding tasks, our model improves
by more than 6% over mSLAM on XNLI, getting
closer to the performance of mT5 models of com-
parable capacity on XNLI and TydiQA, paving
the way towards a single model for all speech and
text understanding tasks.

1. Introduction

The recent rapid developments in NLP have witnessed the
tremendous success of moving towards unified text models
for both understanding and generation tasks across hundreds
of languages, evolving into numerous pre-trained models
from encoder-only models focusing on text understand-
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ing (Devlin et al., 2019; Devlin, 2018), to decoder-only
models (Radford et al., 2018; Chowdhery et al., 2022) and
encoder-decoder models (Song et al., 2019; Lewis et al.,
2019; Raffel et al., 2020; Xue et al., 2020) for both under-
standing and generation. The speech pre-training methods
have shown a similar trend towards unified models from the
dominant encoder-only models (Baevski et al., 2020; Hsu
etal., 2021; Babu et al., 2021; Bapna et al., 2021; 2022) to
generative models on cross-modal speech and text data, ex-
emplified by a couple of recent trails such as decoder-only
models (Borsos et al., 2022) and encoder-decoder mod-
els (Ao et al., 2021; Chen et al., 2022; Sainath et al., 2022;
Zhou et al., 2022; Zhang et al., 2022b; Tang et al., 2022).

Although these works have achieved impressive perfor-
mance, they only consider partial aspects of the unified
models in speech and text. First, except for SLAM and
mSLAM (Bapna et al., 2021; 2022), most of them merely
focus on speech-related tasks by taking text data as auxil-
iary inputs while ignoring evaluations on text-related bench-
marks, which leaves us unknown to gauge the effect of inter-
ference and capacity dilution. Second, there are few studies
investigating multilingual modeling with both speech and
text (Bapna et al., 2022; Chen et al., 2022), which lim-
its them in leveraging cross-lingual transfer to enrich the
speech and text joint representations. Third, multi-task learn-
ing has demonstrated the effectiveness of inductive transfer
to improve model generalization, yet it is understudied in
speech-text pre-training (Tang et al., 2022; Zhang et al.,
2022b; Chen et al., 2022) where they explicitly differentiate
the utilization of labeled data in pre-training by introducing
customized networks and losses. Fourth, it is essential for
prior speech-text models to design modality-specific blocks
and losses to yield high performance (Bapna et al., 2022;
Chen et al., 2022; Tang et al., 2022; Zhang et al., 2022b;a)
which somewhat violates the principle of the unified mod-
els by using one model for all tasks, thus undermining the
language and modality transfer to learn general speech-text
shared representations.

In this work, we propose a multi-task multilingual pre-
training method based on an encoder-decoder model,
called Mu?SLAM. The speech-text model is jointly pre-
trained on a set of different tasks involving unlabeled speech,
unlabeled text, labeled speech-text (ASR&AST), and la-
beled text-text (MT). We scale up the language type in both
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speech and text to more than 100, covering the majority of
mainstream spoken languages. For the simplicity of extend-
ing our current pre-training to more data, we unify the pre-
training losses for unlabeled and labeled data by defining a
masked language modeling (MLM) loss on the encoder (De-
vlin et al., 2019), a similar T5 loss on decoder (Song et al.,
2019; Raffel et al., 2020) and an alignment loss only for the
labeled data. To enforce the sharing and take full advan-
tage of modality capacity for speech and text, we minimize
the number of modality-specific layers in our model design
with only a conventional CNN block used to extract speech
representations, which pushes forward speech-text models
towards the unified models. As our pre-training method in-
herits the idea of BERT (Devlin et al., 2019) to reconstruct
the masked tokens according to the contextual unmasked
tokens, the artificial token [MASK] used in pre-training is
absent from labeled data in fine-tuning (Yang et al., 2019).
The discrepancy between pre-training and fine-tuning hin-
ders the model from being adequately optimized on the
downstream applications. To alleviate this issue, we pro-
pose a gradual fine-tuning by continuing training the models
on the set of labeled sets then turning to a specific task. To
further boost the model performances on speech-text tasks
during fine-tuning, we propose a noisy fine-tuning by per-
turbing the decoder inputs (Cheng et al., 2019) in addition to
the speech augmentation in the encoder (Park et al., 2019).

Extensive experimental results on the multilingual CoV-
oST AST (Wang et al., 2021b), Voxpopuli ASR (Wang
et al., 2021a) and XTREME benchmarks show that our
joint speech-text pre-trained models can achieve competi-
tive results on both speech and text tasks. More specifically,
Mu?SLAM establishes a new SOTA for models trained on
public datasets on CoVoST, with up to 1.9 BLEU points
on xx-en and 1.1 BLEU points on en-xx against the pre-
vious best results. On Voxpopuli ASR, our model based
on a Transformer decoder matches the performance of an
mSLAM model fine-tuned with an RNN-T decoder although
the RNN-T decoder is more favorable to ASR tasks. On
the multilingual text XTREME, Mu?SLAM outperforms
mSLAM with 6% on XNLI, getting closer to the perfor-
mance of mT5 models of comparable capacity on XNLI
and TydiQA. In analyses, we conduct ablation studies to
gain further insight into which combination set of super-
vised datasets in our approach matters the most during the
pre-training and fine-tuning. We also vary the noise ratio
to investigate the effect of noisy fine-tuning for different
speech translation directions.

These results demonstrate that Mu?SLAM is the first truly
multi-modal speech and text model which is capable of
performing a wide variety of understanding and generation
tasks for speech and text, attaining competitive results with
uni-modal text models and vastly improving over speech-
only models.
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Figure 1. An overview of Mu?SLAM. A ¢, loss is used to train
speech-only and text-only data by computing masked language
modeling (MLM) loss on the encoder and a similar TS loss on the
decoder. The supervised speech-text and text-text data also share
the pre-training loss including forward and backward ¢,, and an
alignment loss ¢, between different languages or modalities. ¢,
consists of a translation loss from input to target and a MLM loss
on the encoder. Our speech-text models are pre-trained with £,, on
unlabeled data and £, on labeled data. In practice, we incorporate
an additional CTC loss for ASR.

2. Approach

We propose a multi-task multilingual pre-training method,
Mu?SLAM, for speech and text, aiming to pre-train speech-
text models on arbitrary tasks related to speech and/or text.
The speech and text data can be cast into two types of
data, unlabeled data without supervised labels and labeled
data usually accompanied with human-annotated labels. As
Figure 1 shows, we consider four types of data, i.e., speech-
only, text-only, speech-text and text-text. The main idea
is to unify these training examples into the sequence-to-
sequence format and apply similar optimization objectives
on the encoder and decoder. The losses on unlabeled data
(L) and labeled data (£,) are combined to pre-train the
speech-text models.

2.1. Model Architecture

Mu?SLAM is based on an encoder-decoder backbone model.
For speech inputs, we follow mSLAM (Bapna et al., 2022)
to convert an acoustic feature sequence of 80-dimensional
log Mel spectrograms into a sequence of latent speech rep-
resentations via a CNN block. The CNN block consisting
of two 2D-convolutional layers with strides (2, 2) also acts
as a sub-sampling mechanism with a 4x reduction in the
sequence length dimension. A subsequent linear projection
layer is used to map the dimension of the latent speech repre-
sentations to that of the encoder stack, we denote the speech
representations as S. The text input t simply goes through a
token embedding layer to be transformed as a sequence of
embeddings. To specify the language and modality, we add
language and modality embeddings to word embeddings or
speech representations S in addition to the conventional po-
sitional embeddings. The speech and text representations are
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then fed into a shared multi-modal encoder-decoder model.
We prefer a deep encoder with 24 Conformer layers (Gulati
et al., 2020) (a similar encoder as mSLAM) and a shallow
decoder with 6 Transformer layers (Vaswani et al., 2017),
which favors faster inference while maintaining competitive
quality (Kasai et al., 2020).

2.2. Speech Tokenization

The basis of the proposed speech-text pre-training approach
is to treat the speech inputs as an additional language,
which requires a speech tokenizer to quantize the continuous
speech representations S = (s1, So, ..., sy ) into discrete ids
z = (21, 22, ..., 2n). To this end, each speech representa-
tion vector s is independently projected into a discrete id z
by finding its nearest neighbour in the speech codebook G.

z = argmin [|G; — s||. (1)

In mSLAM, the parameters of the speech tokenizer are
learned from scratch by a contrastive loss (Baevski et al.,
2020) over a speech-only encoder. For simplicity, we di-
rectly utilize the pretrained speech tokenizer in mSLAM
and keep it constant during our model training.

2.3. Pre-training Objectives

In this paper, we have four different training sets related to
speech and/or text: a speech-only set Dy, a text-only set Dy,
a speech-text set Dg; and a text-text set Dy;. We want to
unify the pre-training losses for unlabeled data and labeled
data, which make our pre-training methods easily extensible
to more datasets.

Losses on unlabeled data Given an unlabeled training ex-
ample x = (x1, X2, ..., Ty ), we first use it as a source-target
pair (x,x) for the sequence-to-sequence model training.
Then we randomly construct a 0/1 masking vector m sam-
pled from a prior distribution. We apply the masking vector
m to the source x by replacing the token x; with a [MASK]
token if m; = 1. The corrupted source x is denoted as x™.
For the target x, we employ the complementary masking
operation —m by setting x; to the [MASK] token if m; = 0
and denote it as x ™. Finally, to enable the model to pre-
dict the masked source tokens on both the encoder and the
decoder, the loss £, (x™,x~™; @) on the pseudo pair data
(x™,x7™) is computed as:

Z log P(z;|x™;0.) + Z log P(z;|x7", x™; 0),

m;=1 m;=1

2)

where the parameter set @ = {0, 04} is split into two parts,
i.e., O, for the encoder and 6,4 for the decoder.

It is natural to use the above loss to pre-train the model
on the text-only data set D;. For speech, we take the rep-

resentations S extracted by the CNN block as inputs and
their corresponding discrete ids z quantized by the speech
tokenizer as targets. Likewise, we can also mask out the
speech representations by substituting the embedding of the
[MASK] token for S; if m; = 1 and applying —m to z, be-
cause they have identical lengths. The loss on the unlabeled
speech-only (Dy) and text-only (D) sets is:

ﬁu(e) =Esep.Em [gu(smv z 9)]"‘

m ;om (3)
EtED,,]Emwu(t 7t ;0)]a

where we allow the sequence of speech representations S to
be passed into ¢, for convenience.

Losses on labeled data For a labeled example (x,y) where
X = (Ih L2y ...y ‘TN) and y = (yla Y2, ooy y]ﬂ)v we employ
its forward and backward sequence-to-sequence loss, i.e.,
P(y|x;0) and P(x]|y; ). Since the labeled training data is
usually not abundant compared to the unlabeled data, we
introduce a similar mask operation m for the source part
of the labeled data to avoid overfitting. Meanwhile, the
reconstruction loss in the encoder is also applied to enhance
the representation learning for the deeper encoder. Thus
the forward sequence-to-sequence loss £, (x™,y; ) on the
paired data (x™,y) is calculated as:

Z log P(x;|x™; 0e) + ZlogP(yi|y<i,xm;0). 4)

mi:1

To better align learned representations between different lan-
guages and modalities, except for the fully shared encoder-
decoder model to implicitly encourage the alignment, we
also introduce an explicit alignment loss on the encoder and
decoder. Given the paired data (x,y), they are concatenated
into a new sentence [x,y] where [-, -] stands for the concate-
nation along the sequence dimension. Similar to computing
the loss on unlabeled data, a randomly sampled mask vector
m and its complementary mask —m are manipulated over
[x,y], which results in a masked pair ([x,y]|™, [x,y]™).
We compute the pre-training loss over this masked pair
through Eq. (2). In practice, we observe that the individual
predictions for masked tokens of either x ™™ or y ™ on the
decoder performs better, particularly, it exhibits stronger
stability during pre-training. Therefore, we compute the
alignment loss over £, ([x, y]™, [x,y]™™) as:

3 log P([x, y]I[x, y]™; 6.)

m;=1
+ > log P(ax 27, [x,y]™; 0)
m,;:l
+ ) log Plyily 2P, [x,y]™; 0). ®)
m,;:l

To sum up, the losses on the speech-text (Dy;) and text-text
(Dyy) sets involve the forward and backward sequence-to-
sequence losses and an alignment loss for each example:
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£,(8) = Eqapyen., {Emm(sm,tﬁm; o))+
Eually (7,27 0)] + Enalfu (S, ™, [z, trmn}
+Ev.t)eDs, {Em[fp(vm7 t0)]+

Eunlly (6™, v ™ 0)] + Euallu([v. 61", [v,trmn}
(6)

where the sequence of speech representations S and the
sequence of text ids t are allowed to be concatenated in
the formula just for convenience. In addition to the above
conventional loss across all the paired training sets, we
follow mSLAM (Bapna et al., 2022) to leverage the CTC
loss (Graves et al., 2006; Graves & Jaitly, 2014) to enforce
the alignment of the encoder representations between speech
and text, which is only activated on ASR data.

2.4. Fine-tuning

The fine-tuning method is crucial to unlock the capability
of pre-trained models. In this section, We explain the pro-
cess of fine-tuning our multilingual speech-text models for
downstream tasks related to both speech and text.

Direct fine-tuning A common way of adapting a pre-
trained model to a specific downstream task is to continue
training the model exclusively on labeled data from that task,
usually in combination with a relatively smaller learning
rate. We use this direct fine-tuning for those tasks that are
not included in our labeled data sets, e.g., text classification.

Gradual fine-tuning To mitigate the discrepancy between
pre-training and fine-tuning due to the artificial [MASK]
tokens in pre-training (Yang et al., 2019), we propose a
two-stage gradual fine-tuning method. At the first stage,
as we incorporate labeled datasets from the downstream
tasks of our interest during the pre-training phase, we keep
training the models by using the sequence-to-sequence loss
(Eq. (4)) on the paired data but disabling [MASK] tokens.
Only P(y|x; @) for a pair (x,y) is used after the mask op-
eration is eliminated. Since we fine-tune the model over the
combination set of multiple tasks with numerous languages,
we call this fine-tuning method at this stage as multi-task
multilingual fine-tuning. At the second stage, we further
continue fine-tuning the model on one of tasks from the
first-stage combination set.

Noisy fine-tuning When fine-tuning speech-text tasks, an
augmentation method directly acting on speech spectrogram
is exploited to prevent the overfit on the limited supervised
set (Park et al., 2019). However, the perturbations in the
source introduced by the augmentation method tend to affect

the decoder predictions in which errors may be accumulated
and amplified at the later steps. To defend these errors from
the decoder, we follow (Cheng et al., 2019) to add some
noise to decoder inputs. More specifically, we randomly re-
place some tokens in the decoder inputs with their synonym
tokens measured by the word embeddings.

3. Experiments
3.1. Setup'

Data Following mSLAM (Bapna et al., 2022), we use the
same unlabeled speech data of approximately 429k hours in
51 languages. The mC4 dataset spanning 101 languages is
used as unlabeled text data. ASR data come from VoxPopuli,
MLS, Babel, CoVoST and FLEURS. We only have two
sources for AST data, CoVoST and FLEURS. We collect
MT data from WMT and TED.

Model We use an identical Conformer layer from
SLAM (Bapna et al., 2021) and mSLAM (Bapna et al.,
2022). The Transformer layers in the decoder share
a similar setting as Conformer layer. The Adam opti-
mizer (Kingma & Ba, 2014) is applied to pre-traing while
AdamW (Loshchilov & Hutter, 2017) is used for fine-tuning.

Pre-training The batch sizes per TPU for speech-only, text-
only, AST, ASR and MT data are 4, 8, 1, 1 and 1. We
mask approximately 50% of the speech frames with spans
of length up to 10 (Chung et al., 2021). However, for text
inputs, we mask a continuous span of around 50% of words
except for MT tasks where the mask ratio is 25%. The
loss coefficients related to speech-only and text-only data
are set to 1. The loss coefficients for the text to speech
and alignment tasks are 0.1 while speech to text tasks need
a slightly higher loss coefficient 0.3 for the decoder loss.
We pre-train two sets of speech-text models in which two
different text vocabularies are used, i.e., a character-level
model (Mu?SLAM-char) of 4096 chars and a spm-level
model (Mu?SLAM-spm) of 64k word pieces. These two
models run on 256 TPUv4 chips for 1.5M steps.

Fine-tuning We fine-tune our pre-trained models on
CoVoST-2 multilingual speech translation (Wang et al.,
2021b), VoxPopuli multilingual speech recognition (Wang
et al., 2021a), and XTREME multilingual text understand-
ing (Hu et al., 2020) benchmarks. We report the detokenized
BLEU scores calculated by the SacreBLEU script (Post,
2018). For each fine-tuning tasks, we use grid search to tune
the hyperparameters including batch sizes per TPU over
{2, 4, 8}, learning rates over {0.5, 1,2, 3, 5}, dropout ratios
for encoder inputs and Transformer decoder over {0.1, 0.3},
warm-up steps over {4k, 8k, 16k}. Generally, we observe
that speech-related and text-related tasks are not very sen-

"More details for the setup can be found in the appendix.
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Method # Encoder xx-en en-xx  All
High Med. Low Avg Avg Avg
XLS-R 0.3B 30,6 189 5.1 13.2 - -
XLS-R 1B 343 255 11.7 19.3 - -
XLS-R 2B 36.1 27.7 151 221 - -
xx-en Multilingual AST&MT FT
mSLAM-TLM 0.6B 35,5 253 12.3 19.8 -
mSLAM-CTC 0.6B 37.6  27.8 151 224 - -
mSLAM-CTC 2B 37.8 296 185 248 - -
Maestro 0.6B 38.2 313 184 252 - -
Whisper 1.6B 362 326 252 29.1 - -
xx-en/en-xx Multilingual AST FT
Mu?SLAM-char 0.6B 35,0 282 182 238 28.0 25.5
Mu?SLAM-spm 0.6B 344 279 187 239 27.1 25.2
Multi-task Multilingual FT
Mu2SLAM-char 0.6B 373 302 205 260 264 26.2
Mu?SLAM-spm  0.6B 37.0 30.0 212 263 242 25.4
Multi-task Multilingual FT — xx-en/en-xx Multilingual AST FT
Mu2SLAM-char 0.6B 37.0 30.0 20.7 260 284 27.0
Mu?SLAM-spm  0.6B 37.0 30.6 235 271 279 27.4

Table 1. Speech translation results on the CoVoST 2 dataset.

sitive to the batch size so we use 8. Speech-related tasks
prefer a larger learning rate of 5 while text-related tasks
needs a smaller one of 1 or 0.5. The warm-up steps are
universally set to 16k. The pre-trained spm-level model is
in favor of a larger dropout of 0.3. In our multi-task mul-
tilingual fine-tuning experiments, the training examples of
AST, ASR and MT for a batch is set to 4, 2 and 2. For AST,
ASR and MT, we randomly incorporate synonym noises
into decoder inputs, the noise ratio is set to 0.06. All of
fine-tuning experiments are conducted on 64 TPUv4 chips.
Except for the multi-task multilingual fine-tuning experi-
ments in which we select a maximum fine-tuning step of
300k and report results from the last checkpoint, we pick
the best model based on validation sets.

3.2. Multilingual Speech Translation

Table 1 shows BLEU scores on the CoVoST 2 dataset by
fine-tuning the pre-trained models on English to non-English
(en-xx) and non-English to English (xx-en) language pairs.
We try three fine-tuning setups: (1) direct multilingual fine-
tuning with xx-en or en-xx language pairs; (2) multi-task
multilingual fine-tuning with all of available language pairs
from AST, ASR and MT; (3) gradual fine-tuning by further
training the model on xx-en or en-xx language pairs. We ob-
serve that direct fine-tuning with only AST data can already

obtain better performance against XLS-R and 0.6B mSLAM
models (up to +1.5 BLEU points). When multi-task multi-
lingual fine-tuning is applied, the model can achieve better
results on xx-en but lower scores on en-xx. As this model
can be used for multiple tasks, not just limited to AST, it
is reasonable that the good performance on en-xx can not
be kept. We believe that a model with larger capacity is
able to improve the results on en-xx. However, in terms of
average scores on all of language pairs in AST, the model
still makes some improvements (up to +0.7 BLEU points).
The best models are delivered by using gradual fine-tuning
on Mu?SLAM-char and Mu?SLAM-spm. We establish new
SOTA results on xx-en with +1.9 BLEU gains compared
to Maestro (Chen et al., 2022). Meanwhile, we also notice
that Mu2SLAM-spm reaps more benefits from multi-task
multilingual fine-tuning, particularly on en-xx. We specu-
late that smaller granularity of character-level vocabulary is
conductible to language transfer because of more characters
shared across different languages and the domination of
English tokens during the SPM vocabulary creation. Thus
Mu?SLAM-char already gets good results without very ad-
vanced fine-tuning techniques. The comparison between
direct fine-tuning and gradual fine-tuning clearly show that
the multi-stage fine-tuning is indispensable for our models
to get better results.
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Model #Encoder En-De En-Ca En-Ar En-Tr Avg
wav2vec-2.0 0.3B 23.8 324 17.4 154 223
wav2vec-2.0 + LM 0.3B 24.9 34.0 18.0 16.7 234
SLAM-TLM 0.6B 27.5 334 18.9 16.6  24.1
SLMA-TLM-STM—w2v-bert 0.6B 27.1 342 21.2 17.5 25.0
SpeechLM-P 0.3B 27.6 359 21.7 19.5 26.2
Multi-task Multilingual FT

Mu?SLAM-char 0.6B 26.9 34.2 20.2 184 249
Mu?SLAM-spm. 0.6B 25.1 324 17.5 16.1 22.8
Multi-task Multilingual FT — Per-language FT

Mu?SLAM-char 0.6B 294 36.1 23.3 204 273
Mu?SLAM-spm. 0.6B 29.1 36.1 22.8 20.3 27.1

Table 2. Speech translation results on four major English to non-English tasks from the CoVoST 2 dataset.

Method WER
Transducer as Decoder

XLS-R (0.3B) 12.8
XLS-R (1B) 10.6
mSLAM-TLM (0.6B) 9.4
mSLAM-CTC (0.6B) 9.2
mSLAM-CTC (2B) 9.1

Maestro (0.6B) 8.1
Whisper (1.6B) 13.6

Transformer as Decoder, ASR Multilingual FT

Mu?SLAM-char (0.7B) 9.8
Mu?SLAM-spm (0.7B) 9.5

Transformer as Decoder, Multi-task Multilingual FT

Mu?SLAM-char (0.7B)  31.5
Mu?SLAM-spm (0.7B)  32.5

Transformer as Decoder,
Multi-task Multilingual FT — ASR multilingual FT

Mu?SLAM-char (0.7B) 9.7
Mu?SLAM-spm (0.7B) 9.2

Table 3. Speech recognition results on the VoxPopuli dataset.

Additionally, we compare the results between Whisper (Rad-
ford et al., 2022), which evaluates the benchmark in a zero-
shot manner, and our proposed method Mu?SLAM. The
superior performance of Whisper on xx-en suggests that the
straightforward scaling of weakly supervised pre-training
holds great potential. However, we think the comparison
isn’t exactly fair since Whisper (Radford et al., 2022) is
using an order of magnitude larger proprietary dataset and
also evaluating out of domain. The Whisper (Radford et al.,
2022) paper highlights the effectiveness of weakly super-
vised pre-training for building a general-purpose ASR +
AST system, whereas our method focuses more on leverag-
ing unlabeled speech and text pre-training data, and multi-

lingual multitask supervised data towards learning a single
model for speech and text understanding. Morever, the
Whisper model is much larger than our Mu2SLAM model
(1.6B vs. 0.6B).

Table 2 shows AST results on four English to Non-English
(en-xx) directions from CoVoST 2 by following the identical
setting in baseline methods. To make a fair comparison, at
the second stage in the gradual fine-tuning, we fine-tune the
model only with a single language pair. Our models outper-
form the previous best SpeechLM (Zhang et al., 2022a) with
up to +1.1 BLEU points and Mu?SLAM-char still performs
slightly better than Mu2SLAM-spm on en-xx.

To sum up, we have the following findings from these
two tables: (1) gradual fine-tuning is tremendously help-
ful to improve model performance; (2) Mu?SLAM-spam
model gains much more from gradual fine-tuning; (3)
Mu?SLAM-spam is in favor of xx-en translation directions
while Mu2SLAM-char performs much better on en-xx.

3.3. Multilingual Speech Recognition

We present ASR results on the multilingual VoxPopuli
dataset in Table 3. There are three different fine-tuning
setups, multilingual fine-tuning only with ASR, multi-task
multilingual fine-tuning and gradual fine-tuning from multi-
task multilingual fine-tuning to ASR-only multilingual fine-
tuning. If we directly evaluate the models fine-tuned with
multi-task multilingual fine-tuning, we can find both of them
can not achieve reasonable numbers in this benchmark. It
might be because AST data dominates the multi-task mul-
tilingual fine-tuning and deteriorates the monotonic align-
ments between encoder and decoder but ASR tasks are very
sensitive to heterogeneous data.

In the other two setups, Mu?SLAM-spm performs better
than Mu2SLAM-char, particularly, Mu2SLAM-spm bene-
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Model En Eu.  Non-Eu. Avg
Zero-shot

mT5-Small (0.3B) 79.6 66.6 60.4 63.8
mT5-Base (0.6B) 845 77.1 695 73.0
mSLAM (0.6B) 80.4 714 495 58.9
mSLAM (2B) 80.1 744 599 66.1
Mu?SLAM-char (0.7B) 76.5 659 56.6 60.9
Mu?SLAM-spm (0.7B) 812 719 61.6 66.4
Translate-Train-All

mT5-Small (0.3B) 783 736 69.2 71.3
mT5-Base (0.6B) 859 821 779 79.8
mSLAM (0.6B) 81.1 76.0 655 70.0
mSLAM (2B) 84.1 80.5 73.7 76.1
Mu?SLAM-char (0.7B) 79.0 755 70.6 72.9
Mu?SLAM-spm (0.7B) 83.3 78.8 73.8 76.1

Table 4. Text classification results on the validation sets in XNLI.

fits more from gradual fine-tuning with around +0.5 WER
gains. It indicates that speech-text model based on the
SPM vocabulary has more potential of attaining better re-
sults if being elaborately fine-tuned with observing more
paired data. Before multi-task multilingual fine-tuning, our
best model (Mu?SLAM-spm) can only beat XLS-R. How-
ever, the exploitation of multi-task multilingual fine-tuning
makes our best model achieve similar performance against
mSLAM although it still lags behind Maestro. That is be-
cause Transformer (Vaswani et al., 2017) rather than RNN
Transducer (Graves, 2012) is applied as a decoder in our
speech-text ASR model, but it has demonstrated the ef-
fectiveness of jointly pre-training encoder and decoder for
learning better speech-text representations to even dispense
with Transducer decoder. The Whisper model also adopts
the Transformer model with a larger model capacity and
benefits from a larger amount of pre-training data. How-
ever, it is worth mentioning that the Whisper model is not
particularly proficient in ASR tasks and, in fact, it demon-
strates significantly poorer performance compared to our
Mu?SLAM approach.

3.4. Multilingual Text Understanding

We also investigate the capability of our speech-text models
with respect to text understanding on two representative
evaluation tasks from XTREME (Hu et al., 2020), from
which we pick up two representative evaluation tasks, XNLI
classification and TyDiQA question answering tasks.

XNLI classification task As shown in Table 4, in the zero-
shot setting, our model underperforms the mono-modal
multilingual model of the similar size, mT5-Base (0.6B).
We think that capacity dilution results in the degenera-
tion of our speech-text models against text-only model-
ing. The best speech-text joint model Mu?SLAM-spm

can achieve better results than mT5-Small (0.3B) which
is roughly half the model size of Mu?SLAM-spm. We be-
lieve the increased model capacity can compensate for the
decease of Mu?SLAM against mT5. When compared with
mSLAM models, Mu2SLAM consistently performs signifi-
cantly better than the mSLAM(0.6B) model (66.4 vs. 58.9)
and comparable with the mSLAM model (2B). More specif-
ically, Mu?SLAM obtains notable improvements on non-
European languages. The comparison between spm-level
and character-level models indicates that spm-level tokens
are better to capture the text meaning. Similar findings can
be observed when moving to the Translate-Train-All setting.

TyDiQA task Table 5 shows F1/EM results on a multilin-
gual question answering task, TyDiQA. In the zero-shot set-
ting, similar to classification results in Table 4, Mu?SLAM-
spm maintains better performance than Mu?SLAM-char.
However, our Mu2SLAM models can not even surpass mT5-
base although we achieve significantly better results than
mT5-base on XNLI. We analyze the breakdown results on
each language pair attached in the appendix. We find our
models are able to deliver good results on English but rela-
tively worse results on non-English languages. More specif-
ically, our models nearly approach 0 on Bengali language.
After looking into the model outputs, we find the model
can not properly output the correct tokens in non-English
languages. We ascribe this issue to the language embed-
dings which do not specialize in generation outside the
fine-tuning languages. Likewise, we evaluate our models
on the Translate-Train-All setting. As expected, our models
are better than mT5-Small but worse than mT5-Base.

3.5. Analysis

Effect of paired data To study the effect of speech-text and
text-text labeled data, we conduct extensive experiments
by using different combination sets of AST, ASR and MT
data during pre-training and fine-tuning. In Row 1-4, only
AST data is enabled in fine-tuning. The best model comes
from Row 4 which digests all available speech-text data. It
is interesting that removing ASR data improves the model
performance on en-xx directions. We speculate that transla-
tion data (AST and MT) is important to learn the alignment
between encoder and decoder but ASR with very strong
monotonic alignment hurts the alignment, particularly for
en-xx in which a specific non-English translation data is
not as abundant as English. When applying multi-task mul-
tilingual fine-tuning, we find the model with all data in
pre-training does not perform the best. Row 6 without MT
involved in pre-training takes the lead in the AST results. It
is probably because text occupies model capacity in encoder
pre-training but the effect of MT data is made up during
the fine-tuning stage. These comparisons suggest that multi-
task pre-training is beneficial to learning general speech-text
representations if we do not have any assumption on down-
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Method English Non-English  Avg
Zero-shot

mT5-Small (0.3B) 53.9/43.6  32.6/20.9 35.2/23.2
mT5-Base (0.6B) 71.8/60.9 56.4/41.8 57.2/41.2
Mu2SLAM-char (0.7B) 56.1/47.0 20.9/13.9 25.0/18.0
Mu?SLAM-spm (0.7B)  59.6/47.7 22.1/14.6 26.6/18.7
Translate-Train-All

mT5-Small (0.3B) 57.1/46.6  47.1/32.2 48.2/34.0
mT5-Base (0.6B) 71.1/58.9 63.2/46.4 64.0/47.7
Mu?SLAM-char (0.7B) 62.1/53.0 53.5/41.6 54.3/42.8
Mu?SLAM-spm (0.7B)  67.9/56.1 54.5/40.6 55.9/42.3

Table 5. TyDiQA-GoldP results (F1/EM) on the test sets.

ID  Method Pretrain Finetune AST
AST ASR MT AST ASR MT xx-en en-xx all

1  Mu?SLAM-char ¢ X v v b 4 X 21.1 248 226
2 Mu?SLAM-char ¢/ v X ("4 X X 22.1 23.7 22.8
3 Mu?SLAM-char X v v v X X 22.8 23.5 23.1
4 Mu?SLAM-char ¢ v v v X X 23.1 24.1 23.5
5 Mu?SLAM-char ¢ X v v v v 23.8 25.1 24.4
6 Mu?SLAM-char ¢ v X v v v 25.4 24.5 25.0
7 Mu?SLAM-char X v v v v v 24.5 22.8 23.8
8 Mu?SLAM-char ¢ v v v v v 24.7 24.4 24.6

Table 6. Effect of paired data when being incorporated into pretraining or finetuning stages.
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Figure 2. Effect of noisy fine-tuning when changing the noise ratio.

stream tasks. As we want to evaluate our models on both
speech and text tasks, we incorporate all of available labeled
data related to speech and text in our model pre-training.

Effect of noisy fine-tuning We randomly replace decoder
inputs with their synonym tokens in noisy fine-tuning. Fig-

ure 2 shows the sensitive study results on the noise ratio.
When using the Mu2SLAM-char model on xx-en, the BLEU
score has a drastic change when the noise ratio increases
from 0 to 0.06, then reaches the plateau, finally drops a
lot as it increases to 0.48. However, for en-xx, the noisy
fine-tuning has subtle improvements when using a non-zero
small noise ratio (0.06). If increasing it further, it hurts the
model performance severely. The improvement differences
between xx-en and en-xx imply that the noise on the decoder
is more favourable to the same or similar languages (xx-en)
rather than a set of diverse languages (en-xx) (Cheng et al.,
2022). In addition, the word embeddings can not accurately
measure the similarities between different languages.

4. Related Work

Speech-text Pre-training Pre-training methods have domi-
nated research and industry fields due to their superior ca-
pabilities of exploiting unlabeled data. Particularly, in NLP
and speech. A lot of representatives, such as BERT (De-
vlin et al., 2019), XLNET (Yang et al., 2019), TS5 (Raffel
et al., 2020), MASS (Song et al., 2019), wav2vec (Baevski
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et al., 2020), Hubert (Hsu et al., 2021) and so on, come
out to improve mono-modal model performance. In recent
days, the research community has started to move towards
speech-text joint training, aiming to learn the shared rep-
resentation space between speech and text, which can be
roughly categorized into, encoder-only pre-training (Bapna
etal.,2021;2022; Zhang et al., 2022a), encoder-decoder pre-
training (Ao et al., 2021; Lakhotia et al., 2021; Chen et al.,
2022; Sainath et al., 2022; Zhou et al., 2022; Zhang et al.,
2022b; Tang et al., 2022; Popuri et al., 2022; Radford et al.,
2022). Mu?SLAM adopts an encoder-decoder backbone
model by minimizing the utilization of modality-specific
blocks only with a CNN used to extract speech representa-
tions, which dramatically simplifies the cross-modal model
architecture and also enforces the representation sharing be-
tween different languages and modalities. Among them, the
most related Maestro (Chen et al., 2022) also incorporates
ASR, AST and MT data into their method, however, their
model training has to rely on a pre-trained mSLAM as ini-
tialization and applies a duration model to over-sample the
text which can not be activated during fine-tuning. In con-
trast, Mu?SLAM pre-trains the model from scratch which
can be applied in the downstream tasks without wasting any
parameter. We also verify our models on text-related bench-
marks while they just focus on speech tasks. In addition, a
text-to-speech loss is also introduced in pre-training which
endows our model with the ability of speech generation. We
leave it as the future exploration.

Multilingual Pre-training The great success of multilin-
gual text pre-training like mBERT (Devlin, 2018), XLM-
R (Conneau & Lample, 2019) and mT5 (Xue et al., 2020)
incentivizes the speech research to move toward multilin-
gual modeling and pre-training (Conneau et al., 2020; Babu
et al., 2021; Bapna et al., 2022; Chen et al., 2022; Radford
et al., 2022), which benefits from the cross-lingual transfer
for learning joint representations across massive amounts of
data across multiple languages (Conneau et al., 2019; Hu
et al., 2020). Our approach is inspired by this research di-
rection by involving multilingual speech and text spanning
over 100 languages.

Multi-task Learning Multi-task learning is an effective ap-
proach that utilizes the training signals of related tasks to
enhance the generalization performance of a model (Caru-
ana, 1997). This technique has been successfully applied
to improve various speech-related tasks, as evidenced by
previous studies (Weiss et al., 2017; Tang et al., 2021; 2022;
Chen et al., 2022; Bapna et al., 2022). In our paper, we adopt
a unified approach by combining speech and text-related
tasks into a single sequence-to-sequence model during the
pre-training stage. Our aim is to leverage the training signals
from diverse speech and/or text-related tasks, encompassing
speech-only, text-only, ASR, AST, MT, and potentially TTS,
in order to maximize the benefits of multi-task learning.

5. Conclusion

We have presented Mu?SLAM for speech and text joint
models based on a fully encoder-decoder model. Our pre-
training models span more than 100 languages in speech
and text and involve unlabeled data and labeled data from
speech/text-only data, ASR, AST to MT. We introduce two
training objectives to unify the unlabeled and labeled data in
pre-training, and gradual fine-tuning and noisy fine-tuning
to improve the model performance on downstream tasks.
Extensive experiments on multilingual benchmarks show
that our pre-training models can achieve very strong results
with new SOTA on CoVoST and comparable performance
against mSLAM on VoxPopuli, and narrow the gap between
speech-text models and text-only models on text tasks.

6. Limitations and Future Work

Based on our extensive experiments, we have identified
several limitations in this paper, which we believe open up
potential avenues for future research and development.

1. While we pre-train our model on the text-to-speech
task, we have not evaluated our approach on speech
generation benchmarks. It would be beneficial to in-
clude them in our evaluation process to provide a more
comprehensive assessment of the model’s performance
across different modalities.

2. Our model is limited to only 100 languages available in
academic datasets unlike models trained on proprietary
datasets, e.g.USM (Zhang et al., 2023). We plan to
scale up our model beyond 100 language.

3. We have not integrated speech to speech tasks into our
pre-training framework to further expand the capabili-
ties of the model and explore the potential benefits of
jointly training on these tasks (Popuri et al., 2022).

4. Our pre-trained model is limited in zero-shot speech
translation and recognition, as well as zero-shot text
generation task. It is worthwhile improving model’s
alignment transfer between unseen language pairs and
modalities. One of possible directions is to switch to
decoder-only models (Anil et al., 2023).

5. Our proposed approach still relies on speech represen-
tations as inputs in encoder , rather than solely relying
on token-to-token transformations.
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A. Setup
A.l. Data

Speech-only Data Following mSLAM (Bapna et al., 2022), we use the same unlabeled speech data of approximately 429k
hours in 51 languages from VoxPopuli (Wang et al., 2021a), Common Voice (Ardila et al., 2019), MLS (Pratap et al., 2020)
and Babel (Gales et al., 2014).

Text-only Data The mC4 dataset (Xue et al., 2020) spanning 101 languages is used as unlabeled text data by adopting a
temperature-based sampling to over-sample the low-resource languages where temperature is 3.

Speech-Text Data We use ASR data from VoxPopuli of approximately 1.3k hours with 14 languages, MLS of 80 hours
with 8 languages, Babel of 1k hours with 17 languages, CoVoST of 2.9k hours with 22 languages (Wang et al., 2021b),
FLEURS of 1.4k (Conneau et al., 2022) hours with 101 languages. We only have two sources for AST data, CoVoST of
9.5k hours spanning 22 languages and FLEURS of 1.4k hours spanning 101 languages.

Text-Text Data The paired text-text data comes from WMT and TED translation tasks, which are identical as the MT sets
in mSLAM(Bapna et al., 2022). More specifically, we collect MT data from WMT and TED which has the similar language
coverage as CoVoST. We pair WMT20 (Barrault et al., 2020) for ja, ta, WMT19 (Barrault et al., 2019) for de, ru, zh,
WMT18 (Bojar et al., 2018) for et, tr, WMT17 (Bojar et al., 2017) for Iv, WMT15 (Bojar et al., 2015) for fr, WMT13 (Bojar
et al., 2013) for es, and TED59 (Qi et al., 2018) for ar, fa, id, it, mn, nl, pt, sl, sv, leaving ca and cy unpaired. Because the
language distribution in this combination set is highly skewed, we also apply the similar temperature-based data sampling
with temperature as 2.

A.2. Model and Hyperparameters

Model setup We use an identical Conformer layer from SLAM (Bapna et al., 2021) and mSLAM (Bapna et al., 2022), in
which the model dimension is 1024, feedforward hidden dimension is 4096, convolution kernel size is 5 and the number of
attention heads is 8. The Transformer layers in the decoder share the same setting as Conformer layer in terms of model
dimension, hidden dimension and attention heads but we set dropout to 0.1 for the Transformer layers rather than the default
0 in the Conformer layers. We use the same learning schedule as Transformer during pre-training and fine-tuning but
warmup steps are set to 40k and 16k respectively. The Adam optimizer (Kingma & Ba, 2014) is applied to pre-traing with
learning rate as 3 while AdamW (Loshchilov & Hutter, 2017) is used as fine-tuning optimizer with weight decay rate as
0.01.

Pre-training setup For text masking, we follow (Devlin et al., 2019) by replacing the masked tokens with (1) the [MASK]
token 80% of the time (2) a random token 10% of the time (3) the unchanged i-th token 10% of the time. For speech
masking, if a token needs to be masked, we just simply replace it with the [MASK] token.
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Table 7. BLEU results on xx-en CoVoST.

High-resource Mid-resource

Low-resource

XX-€en fr de es ca fa it ru pt zh tr ar et
Train Hours 264h 184h 113h 136h 49h 44h 18h 10h 10h  4h 2h 3h
XLS-R (0.3B) 329 267 341 287 59 290 264 283 49 46 3.0 35
XLS-R (1B) 362 312 379 319 96 331 370 393 8.7 128 122 83
XLS-R (2B) 37.6 336 392 338 129 349 395 418 94 167 17.1 11.1
xx-en Multilingual AST&MT FT
mSLAM-TLM (0.6B) 36.8 328 388 336 97 346 412 321 8.8 122 12.6 16.6
mSLAM-CTC (0.6B) 38.6 36.1 406 352 72 370 475 364 108 156 142 203
mSLAM-CTC (2B) 39.0 359 410 354 97 373 484 428 100 242 193 226
xx-en/en-xx Multilingual AST FT
Mu?SLAM-char(0.6B) 36.5 313 381 340 122 338 40.0 403 145 212 256 14.0
Mu?SLAM-spm (0.6B) 35.6 30.8 379 33.1 11.1 333 40.0 404 148 20.7 273 128
Multi-task Multilingual FT
Mu?SLAM-char(0.6B) 39.1 349 406 34.6 147 347 427 437 153 235 263 148
Mu2SLAM-spm (0.6B) 384 347 405 342 149 350 412 432 158 233 295 149
Multi-task Multilingual FT — xx-en/en-xx Multilingual AST FT
Mu?SLAM-char(0.6B) 38.7 350 402 342 145 342 432 433 152 23.6 272 146
Mu?SLAM-spm (0.6B) 38.5 349 406 344 150 349 434 440 163 239 314 154
Low-resource Average
XX-en mn nl Y Iv sl ta ja id cy high mid low all
Train Hours 3h 7h 2h 2h 2h 2h 2h 2h 2h
XLS-R (0.3B) 04 220 103 60 6.6 02 0.6 1.4 25 306 189 5.1 13.2
XLS-R (1B) 0.8 282 247 160 167 03 1.9 103 8.6 343 255 11.7 193
XLS-R (2B) 1.6 317 296 195 19.6 0.5 35 16.5 140 36.1 27.7 151 221
xx-en Multilingual AST&MT FT
mSLAM-TLM (0.6B) 03 332 263 152 198 05 13 37 56 355 253 123 19.8
mSLAM-CTC (0.6B) 09 363 317 198 256 05 24 61 77 376 278 151 224
mSLAM-CTC (2B) 0.8 376 385 268 323 06 33 88 67 378 296 185 248
xx-en/en-xx Multilingual AST FT
Mu?SLAM-char(0.6B) 2.8 27.0 330 20.1 21.7 14 73 271 173 350 282 182 238
Mu?SLAM-spm(0.6B) 2.7 268 30.6 19.7 243 24 9.1 294 189 344 279 187 239
Multi-task Multilingual FT
Mu?SLAM-char(0.6B) 4.0 31.6 346 207 260 19 90 292 242 373 302 205 260
Mu?SLAM-spm (0.6B) 4.3 31.6 315 205 257 23 110 338 262 370 300 212 263
Multi-task Multilingual FT — xx-en/en-xx Multilingual AST FT
Mu?SLAM-char(0.6B) 4.1 31.6 342 21.1 256 22 9.1 30.8 24.0 37.0 30.0 20.7 26.0
Mu?SLAM-spm (0.6B) 4.5 32.1 348 204 275 25 11.8 361 273 370 306 235 27.1
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Table 8. BLEU results on en-xx CoVoST.

en-xx ar ca cy de et fa id ja Iv mn sl sV
Train Hours 430h 430h 430h 430h 430h 430h 430h 430h 430h 430h 430h 430h
xx-en/en-xx Multilingual AST FT

Mu?SLAM-char(0.6B) 22,5 357 37.0 286 246 201 33.1 322 249 176 301 356
Mu?SLAM-spm (0.6B) 21.2 350 353 27.7 235 202 330 320 234 168 280 344
Multi-task Multilingual FT

Mu?SLAM-char(0.6B) 202 342 359 269 231 192 318 309 230 163 278 345
Mu?SLAM-spm (0.6B) 17.5 324 328 251 208 189 310 289 19.6 146 234 320
Multi-task Multilingual FT — xx-en/en-xx Multilingual AST FT

Mu?SLAM-char(0.6B) 229 363 37.4 290 251 202 335 325 255 179 307 362
Mu?SLAM-spm (0.6B) 222 356 36.6 287 242 206 338 321 244 172 294 355

en-xx ta tr zh all
Train Hours 430h 430h 430h 430h

xx-en/en-xx Multilingual AST FT

Mu?SLAM-char(0.6B) 212 199 374 28.0
Mu?SLAM-spm(0.6B)  20.5 18.7 36.8 27.1

Multi-task Multilingual FT

Mu?SLAM-char(0.6B) 19.4 184 349 264
Mu?SLAM-spm (0.6B) 17.7 16.1 329 242

Multi-task Multilingual FT — xx-en/en-xx Multilingual AST FT

Mu?SLAM-char(0.6B) 20.9 20.1 38.1 284
Mu?SLAM-spm (0.6B) 20.9 194 374 279
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Table 9. VoxPopuli ASR results in terms of WER.

en de it fr es pl 1o hu
Train Hours 543h  282h 91h 211h 166h 111h 8%  63h
XLS-R (0.3B) 102 13.0 192 126 98 9.6 79 116
XLS-R (1B) 8.8 11,5 151 108 82 7.7 73 9.6

mSLAM-TLM (0.6B) 7.3 8.9 156 93 8.7 6.5 85 84
mSLAM-CTC (0.6B) 7.1 8.9 156 93 8.6 6.5 85 81
mSLAM-CTC (2B) 7.0 8.7 154 94 8.4 6.4 7.8 84

Transformer as Decoder, ASR Multilingual FT

Mu?SLAM-char (0.7B) 8.0 102 164 9.7 9.1 7.0 80 9.0
Mu?SLAM-spm (0.7B) 7.5 8.9 144 9.1 7.9 7.1 75 89

Transformer as Decoder, Multi-task Multilingual FT

Mu?SLAM-char (0.7B) 28.1 29.4 485 322 360 292 325 315
Mu?SLAM-spm (0.7B) 282 29.7 495 324 363 29.7 329 325

Transformer as Decoder, Multi-task Multilingual FT — ASR multilingual FT

Mu?SLAM-char (0.7B) 7.8 9.5 164 94 9.2 7.0 8.1 8.8
Mu?SLAM-spm (0.7B) 7.2 8.5 139 8.6 7.5 6.8 7.1 8.7

nl cs sl fi hr sk Avg

Labeled data 53h  62h 10h  27h  43h  35h

Prior work (Babu et al., 2021)

XLS-R (0.3B) 148 105 245 142 123 89 12.8
XLS-R (1B) 125 8.7 195 113 100 7.1 10.6

mSLAM-TLM (0.6B) 105 7.1 158 9.0 100 6.2 9.4
mSLAM-CTC (0.6B) 103 7.0 142 9.2 9.1 59 9.2
mSLAM-CTC (2B) 105 6.8 15.1 8.7 9.1 6.0 9.1

Transformer as Decoder, ASR Multilingual FT

Mu?SLAM-char (0.7B) 11.3 7.7 150 10.1 89 6.4 9.8
Mu?SLAM-spm (0.7B) 11.4 7.6 17.1 105 88 6.4 9.5

Transformer as Decoder, Multi-task Multilingual FT

Mu?SLAM-char (0.7B) 28.1 20.0 34.6 31.9 392 293 328
Mu?SLAM-spm (0.7B) 284 29.5 358 328 39.8 299 334

Transformer as Decoder, Multi-task Multilingual FT — ASR multilingual FT

Mu?SLAM-char (0.7B) 11.6 7.1 163 103 85 6.1 9.7
Mu?SLAM-spm (0.7B) 10.9 7.4 16.3 10.7 8.6 6.5 9.2
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Table 10. XNLI dev accuracy for all 15 languages.

Model en ar bg de el es fr hi ru SW th tr ur vi zh Avg
mT5-Small (0.3B) 79.6 622 678 64.8 658 684 662 59.0 653 554 632 589 545 61.8 634 638
mT5-Base (0.6B) 845 712 769 756 763 79.0 777 669 749 636 700 692 648 720 725 73.0
Zero-shot
mSLAM-TLM (0.6B) 75.7 473 5677 55.1 522 609 62.8 48.6 585 46.0 469 513 472 50.7 410 534
mSLAM-CTC (0.6B) 80.4 465 69.8 721 675 747 729 420 687 455 429 487 442 633 433 589
mSLAM-CTC (2B) 80.1 61.1 733 747 727 76.0 753 594 709 522 568 639 59.0 659 50.1 66.1
Mu?SLAM-char (0.7B) 76.5 60.6 62.1 641 626 680 664 583 61.7 444 558 584 554 600 596 60.9
Mu?SLAM-spm (0.7B) 812 657 674 714 657 741 742 572 692 51.1 63.0 639 551 660 708 66.4
Translate-Train-All
mT5-Small (0.3B) 783 68.8 735 732 734 744 735 674 71.1 672 71.1 699 63.6 705 729 713
mT5-Base (0.6B) 859 788 822 816 814 83.0 821 770 81.1 748 786 784 733 789 802 7938
mSLAM-TLM (0.6B) 743 642 687 695 692 702 714 645 654 634 656 659 624 673 644 67.1
mSLAM-CTC (0.6B) 81.1 635 767 760 731 778 764 636 731 641 649 668 60.5 684 645 70.0
mSLAM-CTC (2B) 84.1 80.2 80.1 787 829 805 744 721 768 71.7 738 762 69.8 759 728 76.1
Mu?SLAM-char (0.7B) 79.0 72.0 75.0 740 752 777 754 70.1 724 69.7 709 72.1 657 732 712 729
Mu?SLAM-spm (0.7B) 83.3 74.6 77.0 779 716 806 792 719 762 713 73.1 767 678 765 785 76.1
Table 11. TyDiQA GoldP test results (F1/EM) for all 9 languages.
Model ar bn en fi id ko ru swW te avg
Zero-shot
mT5-Small (0.3B) 41.1/26.0 18.9/13.3 53.9/43.6 39.2/22.6 44.4/31.7 249/16.3 40.5/243 34.8/21.2 169/11.5 34.9/23.4
mT5-Base (0.6B) 67.1/50.4  40.7/22.1 71.8/60.9 67.0/52.2 71.3/54.5 49.5/37.7 54.9/32.6 60.4/43.9 40.6/31.1 58.1/42.8
Mu?SLAM-char (0.7B) 10.8/3.4  1.8/1.8 58.1/50.2 31.6/21.9 37.7/24.8 12.3/9.8  23.1/12.1 37.0/27.1 13.4/10.8 25.1/18.0
Mu2SLAM-spm (0.7B)  17.9/93  1.3/0.9 62.3/51.4 33.5/22.0 39.3/253 7.2/6.2 26.1/15.8  36.5/25.6 153/11.5 26.6/18.7
Translate-Train-All
mT5-Small (0.3B) 56.8/39.7 37.2/21/2 57.1/46.6 50.9/37.2 60.1/45.1 40.4/29.3 50.7/33.6 51.5/35.3 29.3/18.1 48.2/34.0
mT5-Base (0.6B) 68.0/50.2 57.4/354 71.1/58.9 68.8/552 73.5/57.2 56.5/43.8 64.0/45.8 65.8/48.3 51.2/34.1 64.0/47.7
Mu2SLAM-char (0.7B)  60.1/41.8 46.6/35.4 62.1/53.0 58.5/47.3 55.4/40.5 51.5/453 52.4/36.1 67.0/57.1 36.2/29.0 54.4/42.8
Mu?SLAM-spm (0.7B)  61.8/42.8 46.0/32.7 67.3/55.9 61.8/47.8 66.3/48.0 48.0/39.5 53.9/33.9 69.8/61.1 28.1/18.8 55.9/42.3
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