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Abstract
Self-supervised learning (SSL) pipelines differ
in many design choices such as the architecture,
augmentations, or pretraining data. Yet SSL is typ-
ically evaluated using a single metric: linear prob-
ing on ImageNet. This does not provide much
insight into why or when a model is better, now
how to improve it. To address this, we propose
an SSL risk decomposition, which generalizes the
classical supervised approximation-estimation de-
composition by considering errors arising from
the representation learning step. Our decomposi-
tion consists of four error components: approx-
imation, representation usability, probe general-
ization, and encoder generalization. We provide
efficient estimators for each component and use
them to analyze the effect of 30 design choices on
169 SSL vision models evaluated on ImageNet.
Our analysis gives valuable insights for designing
and using SSL models. For example, it high-
lights the main sources of error and shows how
to improve SSL in specific settings (full- vs few-
shot) by trading off error components. All results
and pretrained models are at github.com/
YannDubs/SSL-Risk-Decomposition

1 Introduction

Self-supervised learning (SSL) is a popular approach for
pretraining an encoder from minimal supervision, such
that linear probes trained on the encoder’s representation
perform well on downstream tasks. SSL pipelines differ
in many design choices, such as the objective (Chen et al.,
2020a; He et al., 2022), architecture (Caron et al., 2021;
Bardes et al., 2022b), augmentations (Tian et al., 2020a;
Dubois et al., 2022) or pretraining data.Yet SSL models are
typically evaluated using a single metric: linear probing on
ImageNet. This is convenient for leaderboards but does not
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provide much insight into why or when a model is better,
nor how to improve it. What are the major sources of errors
in current SSL methods? Are there tradeoffs between SSl
SSL models across different settings (e.g. full- vs few-shot
probing)? How does each design choice affect the SSL
model? Those are difficult to answer using a single metric.

In supervised learning, one can get more fine-grained in-
sights using the estimation/approximation (or bias/variance)
risk decomposition, which is estimated using the training
and validation errors. For example, models with low train-
ing error and high generalization gap often perform better in
large-data regimes and can be improved via regularization.
In this paper, we generalize this classical decomposition to
SSL. Our decomposition consists of four sources of errors:

1. approximation errors due to the encoder’s architecture
not having the capacity to perform the task;

2. representation usability errors due to using SSL fol-
lowed by linear probing. Usability error is large if a
given SSL algorithm fails to produce linearly separable
representations that can be used to predict desired tasks;

3. probe generalization errors due to finite training data;
4. encoder generalization errors due to pretraining the en-

coder on finite data.

We further provide consistent and computationally efficient
estimators for each risk component, akin to the training and
validation errors in supervised learning. Using those estima-
tors, we analyze 169 pretrained SSL models and the effect
of 30 design choices. These results provide insights into
the state of the field, help understand design choices, and
suggest which SSL encoder to choose in various settings.

Our analysis highlights that the most important source of
error used to be the representation usability but, since Sim-
CLR, it is now the probe generalization. Furthermore, we
show that some design choices (e.g. large projection heads,
ViT encoders) improve all error components simultaneously.
But others (e.g. representations’ dimensionality or SSL ob-
jective) trade off components and thus only help in specific
settings. For example, Fig. 1 shows that SwAV RN50w4
gives more usable representations (bottom left) than MSN
ViT-L16 (Assran et al., 2022) but induces a worse probe
generalization (bottom right). This results in the former
being better in full-shot probing (76% vs 74% accuracy) but
worse in 3-shot (37% vs 63% ). In summary, we:
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Figure 1: No model is uniformly better over risk compo-
nents. “full-shot” axis shows linear probing on ImageNet.
Other axes show normalized risk components. Higher is
better. Top left (blue) shows average over all 169 models.

• provide an SSL risk decomposition with an efficient esti-
mator for each error component;

• show that the main source of error for modern SSL is the
generalization error of linear probes;

• highlight a tradeoff between usability and probe general-
ization, which leads to a few- vs full-shot tradeoff;

• analyze how 30 design choices affect the risk components
and full-/few-shot performance of 169 SSL models.

2 Supervised risk decomposition

In supervised learning, one learns a predictor fS from a
hypothesis class F using a finite set of supervised samples
S. The goal is for the predictor to achieve low population
risk RS, which can be evaluated using a test set. When
designing models, it is nevertheless typical to consider both
the training performance and the generalization gap (the dif-
ference between validation and training performance). This
is useful to understand which component of the pipeline to
improve (regularization, architecture, etc) and which model
should be favored depending on the training size |S|.

Predictor′ s limitation

ℱ S
Rℱ0 probe gen. RS

approx.

Figure 2: The risk decomposition is a path between settings
of increasing expected risk for training the probe: 0→ RF
(constrained family F)→ RS (finite supervised data).

The training performance and generalization gap are respec-
tively estimators of the approximation error and the estima-
tion error from the supervised risk decomposition (Barron,

1994; Shalev-Shwartz & Ben-David, 2014). 1 The approxi-
mation error RF , is the error that a predictor fF trained on
infinite data incurs, i.e., the error due to the choice of a con-
strained family F . The estimation error is the error due to
training on finite samples, i.e., RF − RS . As seen in Fig. 2,
the decomposition arises by considering the difference of
risk incurred in settings of increasing expected risk.

Formally, we learn a predictor fS := AF(p̂S) from a family
F ⊆ {f : X → Y} using an algorithm AF (e.g. ERM)
on an empirical distribution p̂S induced by a training set
S iid∼ psup(X,Y ). Denote by R(f) := Epsup [`(Y, fS(X))]
the risk w.r.t. a desired loss `. To derive the decomposition
we order the two risks RS := R(fS), RF := inff∈F R(f)
and use a telescoping sum. Details at Appx. A.1.

3 SSL risk decomposition

Our goal is to derive a risk decomposition for representation
learning that allows better development and understanding
of SSL. SSL pipelines consist of two models: an encoder φ
and a probe f . The probe is trained in a supervised fashion
and, following Sec. 2, it is useful to consider the errors that
arise from using a constrained family F and finite data S.

The difference with Sec. 2 is that the probe does not predict
from inputs X but from their representations φ(X). As a
result, errors also arise from the encoder φ ∈ Φ, which is
pretrained from a family Φ using an SSL algorithm AΦ and
finite unsupervised data U iid∼ pun. The errors can thus come
from each of the probe’s limitations (constrained F , finite
S) as well as each of the encoder’s limitations (constrained
Φ, SSL algorithm AΦ, finite U ). We now give an overview
of each error component, which we formalize later.

The approximation error measures errors due to the archi-
tecture of the encoder Φ (e.g. ResNet50) and probe F (e.g.
linear) being too constrained to perform even the supervised
task. Intuitively, it decreases with the capacity of Φ,F .

The representation usability error measures errors due to
learning representations via an SSL pipeline AΦ, pun, rather
than supervised learning. Intuitively, it is small if the SSL
algorithm ensures that representations retain information
that is usable by probes F , e.g., linearly separable classes.

The probe generalization error measures the drop in per-
formance due to training the probe on finite samples S
instead of psup. Intuitively, it is small if: (i) the number
of training samples |S| is large, or (ii) representations en-
sure that downstream probes are sample efficient, e.g., by
minimizing the margin between same-class examples.

1For conciseness, we assume in the main paper that the irre-
ducible error is 0, as it is independent of any design choice. In
appendices we instead decompose the excess risk.
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Figure 3: Our SSL decomposition is a path between settings
of increasing expected risk. Columns show probe’s limita-
tions (constrained F , finite supervised data S) as in Fig. 2.
Rows show encoder’s limitations (constrained Φ, SSL al-
gorithm AΦ, finite unlabeled data U ). Risk components
(colored) are the differences between risks in two settings.

The encoder generalization error measures the drop in
performance due to pretraining the encoder on finite samples
U compared to the population pun. Intuitively, it is small if:
(i) AΦ makes pretraining sample efficient, or (ii) there are
many pretraining examples |U |.
To derive those risk components we follow Sec. 2 and take
the difference in risk between settings of increasing ex-
pected risk for the encoder (Φ,AΦ, U) and probe (F , S).
This gives our SSL risk decomposition Eq. (1), which we
illustrate in Fig. 3 as a path through the matrix (Φ,AΦ, U)×
(F , S). Each cell corresponds to the risk incurred for a spe-
cific limitation for the encoder (row and 1st subscript) and
the probe (column and 2nd subscript). Formally:

• RΦ,F := inff∈F infφ∈Φ R(f ◦ φ) is the risk incurred by
the best possible risk for encoders in Φ and probes in F .

• RA,F := inff∈F R(f ◦φA) is the risk of the best probe in
F and an encoder φA := AΦ(pun) ∈ Φ pretrained using
the desired SSL algorithm and the population distribution.

• RA,S := R(fφU (S) ◦ φA) is the risk incurred by
the same encoder but using a probe trained from fi-
nite samples fφA(S) := AF(p̂φA(S)), where φA(S) :=
{(φA(x), y) | (x, y) ∈ S} is the represented training set.

• RU,S := R(fφU (S) ◦ φU) is the risk when the probe and
encoder are trained from finite samples φU := AΦ(p̂U).

Our decomposition (Eq. (1)) corresponds to the specific path
0 → RΦ,F → RA,F → RA,S → RU,S in Fig. 3. Consid-
ering different paths through matrix would give different
decompositions. In Appx. A.2, we provide all other decom-

positions and show that those would be harder to estimate.

4 Estimating risk components for SSL

Our goal is to compare pretrained SSL models using our
decomposition. We would thus like estimators of each risk
component that are simple, computationally efficient, con-
sistent, and applicable in the standard SSL ImageNet setting.

Compared to supervised learning, the main new challenge
for estimating our risk components compared to supervised
learning is that pretraining additional SSL encoders is com-
putationally prohibitive, so we want each of our estimators
to use the same SSL encoder. This is a challenge because
our risk components are defined using three different en-
coders (φ, φA, φU ). Our key insight is that we can estimate
risk components by changing the training and evaluation set
of the probe using the same pretrained SSL encoder.

In the following, we illustrate this for the standard Ima-
geNet SSL setting where the metric comes from pretraining
encoders and training probes on the same inputs Str, and
evaluating them on i.i.d. examples Ste. As a result, we can
estimate risk components by training and evaluating probes
on specific partitions of Str ∪ Ste as summarized in Table 1.
We now provide the intuition behind each estimator. For
formal derivations, properties, and pseudocode see Appx. B.
As a reminder, the encoder is always pretrained on Str.

• R̂U,S: We need to estimate the risk when both the
encoder and the probe are trained on finite data. They
should thus both be evaluated on unseen data. We do so
by training the probe on Str and evaluating it on Ste, i.e.,
we use the standard SSL metric. As Ste is disjoint from
both the encoder’s and probe’s (pre)training set Str, this
ensures that both models are evaluated on unseen data.

• R̂A,S: We need to estimate the risk when the probe is
trained on finite samples but the encoder is pretrained on
the population. To do so we use Str as a plug-in estimate
for the population data, which we split into a training
Ssub ⊂ Str and testing set Str \Ssub for the probe. This
ensures that the probe is evaluated on unseen data but
not the encoder.

• R̂A,F : We need to estimate the SSL risk when both
the encoder and the probe are (pre)trained on the popu-
lation distribution. We do so by using the same pretrain-
ing, training, and evaluating set Str, which ensures that
the encoder and probe are evaluated on data they were
trained on. R̂A,F is thus the training error of the probe
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used for standard evaluation.

• R̂Φ,F : We need to estimate the risk of the best pos-
sible predictor in the composed family F ◦ Φ, without
considering SSL or finite samples. We do so using the
training error of a supervised model with architecture
F ◦ Φ, e.g., a ResNet50 on ImageNet.2

Our estimators are simple and computationally efficient as
they do not require retraining any other SSL encoder.Under
mild assumptions, they are all consistent but can be very
biased on small datasets. This is similar to how supervised
training and testing errors coarsely estimate RF and RS .

Table 1: We estimate risk components of an encoder
φU ∈ Φ pretrained on ImageNet’s train set Str, by training
and evaluating probes on different partitions of ImageNet’s
train Str and test set Ste. Ssub ⊂ Str is a small training
subset. φsup ∈ Φ is a supervised encoder of the same family.

Dataset

Estimator Encoder Pretrain Train Eval

R̂U,S φU Str Str Ste

R̂A,S φU Str Str \ Ssub Ssub

R̂A,F φU Str Str Str

R̂Φ,F φsup Str Str Str

Table 2: Best performing models for ImageNet linear prob-
ing. The first 4 categories of rows show models pretrained
on ImageNet-1K of various architectures (RN50, any CNN,
ViT-S/16, any ViT). The last category allows any data and
architecture. Underlined results are best in their category,
bolded ones are best overall. Duplicate rows are removed.

ImageNet probe acc.

Obj. Arch. Param. 100% 1% 3-shot

MoCo-v3 RN50 24M 73.7 55.5 40.4
DINO RN50 24M 74.2 52.9 35.9

SwAV RN50w4 375M 76.2 56.2 36.9
VICRegL CnvNxt-B 85M 74.8 64.3 56.3

MUGS ViT-S16 22M 77.3 62.9 49.6
MSN ViT-S16 22M 76.1 67.5 60.4

MSN ViT-B4 86M 80.1 75.1 69.3
MUGS ViT-L16 303M 80.9 74.0 68.5
MSN ViT-L7 303M 79.9 74.9 69.8

CLIP ViT-L14 304M 85.0 75.2 62.9
OpenCLIP ViT-H14 632M 84.4 75.8 63.7

2R̂Φ,F requires training a supervised encoder φ ∈ F◦Φ, which
can be inefficient. Thankfully, this can be reused for SSL models
with the same architecture and can often be found online.

5 Experimental results

In the following, we use our risk decomposition to answer
the three motivating questions from Sec. 1: What are the
major sources of errors in current SSL? Are there tradeoffs
affecting which models to prefer in certain settings? How
does each design choice affect the SSL model?

To do so we analyze 169 SSL pretrained encoders, across 28
objectives, 20 architectures, and 7 years. For each model, we
collected 30 design choices or hyperparameters, estimated
our error components, and evaluated the ImageNet test per-
formance of well-tuned linear probes trained in different
subsets of ImageNet (100%, 30-shot, 1%, 5-shot, 3-shot).

In our pursuit of addressing our motivating questions, we
thus provide the most comprehensive benchmarking of self-
supervised learning models to date. We highlight the best-
performing models in various settings in Table 2, which we
will refer to throughout the section.

We also provide a simple torch.hub API at github.
com/YannDubs/SSL-Risk-Decomposition to
load all pretrained encoders, metadata, and results. For
experimental details see Appx. C, for raw results see
Appx. E, and for extended analysis see Apps. D and F.

5.1 Major sources of errors

In this section, we aim to understand the main sources of
errors in current SSL, and how this might change over time.
Identifying important sources of errors is potentially useful
to understand what research to prioritize.

Fig. 4 shows how error components have changed over
time. We now discuss each of them in detail.
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Figure 4: The major SSL improvements came from usabil-
ity, but probe generalization is now the largest source of
error. The plot shows risk components of the best ImageNet-
pretrained model published in a given year. Lower is better.
In Appx. F.3 we show similar trends for the average models.

Usability drove improvements. We see that usability used
to be the largest source of error but it has improved steadily
between 2016-2019. In Appx. F.3 we show that those im-
provements were mostly driven by the use and advances in
contrastive learning.
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Probe generalization is now key. We see that probe gener-
alization is now the largest source of error, which suggests
that it should be prioritized. For example, since 2019, the
field has been able to improve overall performance by im-
proving significantly this source of error.

Encoder generalization is small and constant. We see
that the encoder generalization has been relatively small
over time but might become important in the near future.

The fact that the generalization error is smaller for the en-
coder than the probe is surprising. Indeed, they are both
(pre)trained on the same data (ImageNet’s training set) but
the encoder is more “complex” than a regularized linear
probe. This requires further analysis but could be due to
overparametrization (Belkin et al., 2019; Yang et al., 2020).

Approximation error is negligible. Unsurprisingly, cur-
rent encoders have the capacity to perform the desired task.

For the rest of the paper, we focus on the most common
sources of errors: usability and probe generalization.

5.2 Tradeoffs affecting performance in various
settings

In this section, we first show that our estimators of usability
and probe generalization are useful to choose which models
to prefer in full- or few-shot settings. We then highlight a
tradeoff between those two components that directly trans-
lates to a tradeoff between full- and few-shot performance.

5.2.1 PREDICTING PERFORMANCE ACROSS SETTINGS

Our risk decomposition isolates generalization errors, and
should by construction give insights into which models to
favor in full- vs few-shot settings. Let us test whether this
is also the case when using our simple estimators. As a re-
minder, error components are estimated on all of ImageNet
but we analyze the performance of probes trained on varying
number of train samples (100%, 1% and 30-, 5-, 3-shot).

Probe generalization signals sample efficiency. Intu-
itively, models with low probe generalization error perform
better in few-shot settings (less variance) while those with
low usability error perform better in full-shot settings (less
bias). Fig. 5a shows that, indeed, the best encoders in few-
shot regimes have smaller probe generalization errors. Can
we use this relation to predict performance across settings?

Error components predict performance across settings.
In Appx. F.4 we propose a simple 2-parameter scaling law
that fits the performance of all 169 models as a function
of estimated error components and the number of training
samples |S| (see Fig. 5b). We show that it performs signifi-
cantly better than standard scaling laws (Kaplan et al., 2020;
Rosenfeld, 2021) both in held-out settings (test R2 = 0.94)
and held-out encoders (test R2 = 0.96 when holding out
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Figure 5: Our estimated risk components are tightly related
with performance in different settings. (a) Usability error
of the best 20% of models increases as the training samples
decreases, while probe generalization error decreases. (b)
The performance predicted by our scaling law (x-axis) is
close to the true performance (y-axis) for all data settings.

contrastive encoders). While the scaling law will not save
much compute (probes are efficient to train), it is a useful
validation of our risk decomposition and estimators.

5.2.2 TRADEOFFS

One advantage of the supervised risk decomposition is that it
highlights a tradeoff between approximation/estimation. Al-
though this tradeoff does not always hold (Neal et al., 2018;
Yang et al., 2020; Dar et al., 2021), it is a useful conceptual
framework for developing models. For example, it suggests
that high-capacity predictors perform better when there is
plenty of training data and can benefit from regularization.

In Appx. A.5 we derive three corresponding tradeoffs in
SSL. Two of those are not insightful as they depend on the
negligible approximation error. More interestingly, we de-
rive a usability/probe generalization (U/P) tradeoff. This cor-
responds to the standard approximation/estimation tradeoff
but the gains in capacity come from changing the data (via
encoding) rather than the predictor’s family F . As an illus-
tration, constant representations lead to probes that perform
badly on training (high usability error) but have zero gener-
alization error. In contrast, if the representationa are one-hot
encodings of inputs, then linear probes can achieve perfect
training performance (usability) but will not generalize.

Usability/probe generalization tradeoff. Similarly to ap-
proximation/estimation, U/P is not an exact tradeoff but
suggests that decreasing one tends to increase the other.
This can be seen in Fig. 4: between 2016-2019 usability
decreased at the expense of probe generalization, and vice-
versa since 2019. This can also be seen in Fig. 6: at every
point in time, the best models seem to form a tradeoff curve.
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Table 3: Effect of design choices on error components and full-/3-shot. ↓: much better, ↓: better, ↑: worse, ↑: much worse.

# dim. ↓ # views ↑ ViT # param.↑ MLP proj. generative SSL # epoch ↑ Adam

Usability error ↑ ↓ ↓ ↓ ↑ ↓
Probe gen. error ↓ ↓ ↓ ↓ ↓ ↓ ↓
Full-shot error ↑ ↓ ↓ ↓ ↓ ↑ ↓ ↓
3-shot error ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
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Figure 6: Usability vs probe generalization tradeoff for the
best 20% of models for each year (color). Models differ in
many design choices (e.g. objective, architecture, epochs).

Full-/few-shot tradeoff. Given the relation between us-
ability/probe generalization and performance in different
settings (Sec. 5.2.1), we expect the U/P tradeoff to translate
in a full-/few-shot tradoff. Table 2 shows that, indeed, the
best models in full-shot (100%) settings are never the best
ones in 3-shot. This is true for the 5 considered categories.
Fig. 5 suggests that this is indeed driven by the U/P tradeoff.

5.3 Analysing design choices

In this section, we analyze the impact of important SSL
design choices on risk components and the performance in
full- and 3-shot settings. Table 3 summarizes our findings.
We use the following three methods to analyze our results:

• Controlled analysis (CA). Whenever possible we ana-
lyze the effect of a design choice while fixing others. To
do so quantitatively, we fit a linear model from the current
(possibly log-transformed) design choice to the metric:
metric = α · hparameter +βT1[model], where 1[model]
is a one-hot encoding of the value of all other design
choices. The downside is that we can only apply CA if we
have encoders that only differ in the desired design choice.

• XGBoost+SHAP. For each risk component and metric,
we train one XGBoost model (Chen & Guestrin, 2016)
using all design choices and potential confounders
(e.g. year). We then perform feature selection to avoid
feature redundancy. Finally, we analyze the SHAP value
(Lundberg & Lee, 2017) of the desired design choice.
The main disadvantage of XGBoost+SHAP is that there
might be other confounders we did not consider.

• Global linear analysis (GLA) For each metric and
design choice, we train a linear model from all metadata
that we think are either important to predict the metric
or may be confounders. The downsides of GLA are that
it depends on our incomplete “expert knowledge” of how
variables interact, and it makes a linearity assumption.

In the main paper, we focus on results from SHAP and qual-
itative CA, but write “(GLA p-value)” or “(CA p-value)”
to show that the other analyses give consistent conclusions.
Although different analyses with consistent conclusions mit-
igate issues with the overall analysis, they do not imply any
causal conclusions. For more methodological details see
Appx. C.4. For extended analysis of all results see Appx. D.

5.3.1 DIMENSIONALITY

−6 −3 0 3 6
better←−−−− SHAP

worse−−−−→

Usability

Probe gen.

Full-shot

3-shot
2.5

5.0

7.5
×103

Figure 7: Impact of the representation’s dimensionality
(color) on the usability error, probe generalization error, and
full-/3-shot linear probing. Impact is measured by SHAP
values (x-axis). Lower is better as it decreases the risk.

Increasing dimensionality improves usability at the ex-
pense of probe generalization. Fig. 7 shows that increas-
ing dimensionality improves usability but worsens probe
generalization, which in turn worsens few-shot performance
(Sec. 5.2.1). This is further supported by our linear model in
the global and controlled setting (GLA/CA p-values <1e-9).
In Appx. D.1 we show that what matters is the effective
dimensionality (rank) of the representation.

The effect of dimensionality can be intuitively understood
by the fact that the capacity of linear classifiers depends on
the input dimension d (Vapnik & Chervonenkis, 1971), so
increasing dmay improve performance but cause overfitting.
For a formal explanation see Dubois et al. (2022).

Moving along the U/P tradeoff without retraining.
Appx. D.1 suggests that dimensionality might be a simple
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Figure 8: The representation’s dimensionality trades off
probe generalization and usability. Colors indicate repre-
sentations from the same ViT. We concatenate CLS tokens
from different blocks to vary the dimensionality (dot size).

way to move along the U/P tradeoff. To test this, we take ViT
encoders and concatenate CLS tokens from different blocks
to increase dimensionality. Fig. 8 shows that this method
allows trading off usability and probe generalization.

Table 4: We improve few-shot performance by using repre-
sentations from layers of smaller dimensionalities (“ours”).

Ours Obj. ViT Dim. 100% 1% 3-shot

7 MUGS S16 1536 77.3 62.9 49.6
X MUGS S16 384 77.0 66.6 57.9

7 OpenCLIP H14 1280 84.4 75.8 63.7
X OpenCLIP H14 1024 84.3 76.5 65.5

Improving performance without retraining. Fig. 8 and
Sec. 5.2 suggest that we can extract representations of
different dimensionalities from the same encoder to improve
performance in desired settings. Indeed, Table 4 shows that
we can improve few-shot performance by decreasing dimen-
sionalities. Extracting smaller dimensional representations
from the OpenCLIP model even achieves the best overall
performance for 1% as seen in Tables 2 and 4. This explains
why previous works, e.g. (Caron et al., 2021), showed
full-shot improvement when concatenating outputs of ViT
blocks, namely, they were increasing the dimensionality.

5.3.2 DATA AND AUGMENTATIONS

We now analyze the effect of the number of augmentations.
We focus on multi-crops given that we have many pretrained
models that only differ in this augmentation.

Augmentations improve usability and probe gen. A pri-
ori, one might think that using more augmentations im-
proves generalization by acting as a regularizer. Fig. 9a
shows that increasing the number of multi-crops actually
mostly improves usability — although it can also help probe
generalization. Fig. 9b shows similar results when control-
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Figure 9: Effect of the number of multicrops on usability and
probe generalization error, (a) when considering all models;
and (b) when all other hyperparameters are constant.

ling for confounders. Increasing the number of multi-crops
thus overcomes the U-P tradeoff, which improves both full-
and the few-shot performance (Fig. 9a). In Appx. D.2 we
show similar results for other augmentations.

Strengthening augmentations intuitively improves probe
generalization by increasing the invariance of the SSL en-
coder, which will retain less information that probes can
overfit to (Tsai et al., 2021; Tian et al., 2020b; Federici et al.,
2020; Mitrovic et al., 2021; Wu et al., 2021; Ruan et al.,
2022). The beneficial impact that augmentations have on
usability is less obvious but has been suggested by Dubois
et al. (2022). Specifically, they prove that stronger aug-
mentations decrease the number of potential tasks and thus
the required capacity of probes. Strengthening augmenta-
tions thus has a similar impact on usability as increasing the
probe’s capacity by increasing dimensionality (Fig. 7).

Additional pretraining data can worsen generalization.
In Appx. D.2 we show that pretraining on ImageNet-22K,
instead of its subset ImageNet-1K, worsens the encoder’s
and probe’s generalization but can improve usability.

5.3.3 ARCHITECTURE

We now analyze the impact of the encoder’s architecture.

ViTs improve probe generalization. Fig. 10a shows that
ViTs are significantly better than ResNets for probe gener-
alization (GLA p-value=9e-8) and do not worsen usability.
This thus translates to few- and full-shot improvements.

Larger encoders improve usability and approximation.
Fig. 10b shows that increasing the number of parame-
ters improves the usability and approximation (GLA p-
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−6 −3 0 3 6
better←−−−− SHAP

worse−−−−→

Usability

Probe gen.

Full-shot

3-shot

ConvNext

ResNet

ViT

(a) Achitecture’s family

−6 −3 0 3 6
better←−−−− SHAP

worse−−−−→

Approx.

Usability

Probe gen.

Full-shot

3-shot

108

109

(b) Number of parameters

Figure 10: Impact of the (a) architecture’s family, and (b)
number of parameters (color) on risk components and ag-
gregated full- or few-shot risk. Lower SHAP values (x-axis)
are better as Y-axis are errors.

value=4e-17), without impacting generalization. Those
gains improve full- and few-shot performance. In Appx. D.3
we show that smaller ViT patch sizes lead to similar gains.

Now let us analyze the impact of projection heads in SSL,
which are known to improve overall full-shot performance
(Bachman et al., 2019; Chen et al., 2020a;b).
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Figure 11: Effect of the projection head on usability and
probe generalization error, when all other hyperparameters
are kept the same. Each color shows a specific model.

Large projection heads improve usability. Fig. 11 shows
that MLP projections improve usability (CA p-value=9e-12)
and often also probe generalization. In Appx. D.3 we show
that increasing the capacity (number of parameters) of an
MLP projection head further improves usability.

Many works have tried to explain why projection heads
improve SSL. For example, Jing et al. (2022) suggests that
projections avoid dimensionality collapse. In Appx. D.3,
we show that projection heads indeed improve effective
dimensionality and thus usability (Sec. 5.3.1) but that the
increase in effective dimensionality is not larger for non-
linear projection heads. This suggests that we still do not
completely understand the impact of non-linear projections.

5.3.4 OBJECTIVE

We now analyze the effect that the objective has on the
representation. To simplify the analysis we aggregate all
(28) objectives into 6 types (x-axis of Fig. 12).
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Figure 12: Impact of objective type on usability. Each bar
shows the average usability error for all encoders pretrained
with that type of SSL objective. Type details in Appx. C.4.

Generative and transformation-predicting objectives
suffer from high usability error. Fig. 12 shows that repre-
sentations learned using objectives that are generative (e.g.
MAE or BEiT) or predict the data augmentation (e.g. Rot-
Net or LocNet) are less usable (GLA p-value=3e-4). The
other objectives give similar usability, with a slight edge for
clustering objectives (e.g. DISSL, DINO, or SwAV).

The lack of usability explains why generative encoders such
as MAE do not give a good linear probing performance, de-
spite their strong fine-tuning performance (He et al., 2022).
Intuitively, generative objectives preserve all information
about the input but do not ensure that this information is
usable by linear probes (Xu et al., 2020; Dubois et al., 2020).
In comparison, contrastive objectives ensure linear usabil-
ity because they maximize dot-product similarity (Saunshi
et al., 2019; Tosh et al., 2021; HaoChen et al., 2021). More
generally, Dubois et al. (2022) shows that many existing
SSL losses explicitly optimize for usability.
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Figure 13: Comparison between clustering objectives.

The exact objective has little impact. Fig. 13 compares
different clustering objectives and shows that the impact
of the exact objective is relatively minor. For example, the
impact on the aggregated risk is at most 1 percentage point.
This suggests that one should choose a simple and easy-to-
tune objective and focus on other components.

6 Related work

Risk decomposition. The estimation/approximation or the
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bias/variance decomposition has been very useful for prac-
titioners and theoreticians to focus on specific risk compo-
nents (Kohavi & Wolpert, 1996; Domingos, 2000; Valentini
& Dietterich, 2004). Such decomposition has nevertheless
rarely been extended beyond classical supervised learning.
Notable exceptions include (Wu et al., 2020) and (Zhou
et al., 2022b) in the context of domain adaptation and fed-
erated learning respectively. To our knowledge, we are the
first to provide an exact decomposition for SSL, but some
theoretical works, e.g., Bansal et al. (2021), have decom-
posed bounds on the risk (rather than the risk).

Benchmarking SSL. One of our secondary contributions is
a thorough benchmark of many SSL models (5 settings, 30
design choices, 28 objective, and 169 models). There have
been previous SSL benchmarks but those are either much
smaller or use a different evaluation pipeline for each model.
For example, Goyal et al. (2019) provides a thorough but
small benchmark (3 design choices and 2 objectives). While
Goyal et al. (2021) and Contributors (2021) evaluate more
models (66 and 22 respectively) but use different evaluation
pipelines as their goal is to replicate previous work rather
than to provide a fair benchmarking.

Understanding SSL. There is a growing literature of work
that tries to explain the effect of specific SSL design choices,
e.g. projections heads (Gupta et al., 2022; Appalaraju et al.,
2020; Jing et al., 2022) or augmentations (Tsai et al., 2021;
Tian et al., 2020b; Federici et al., 2020; Mitrovic et al.,
2021; Wu et al., 2021; Dubois et al., 2021), or provide a con-
ceptual framework to think about design choices (Dubois
et al., 2022). Sometimes those explanations agree with one
another but other times they are orthogonal or even in contra-
diction. Our work does not provide explanations but rather a
new tool to empirically verify previous hypotheses and sug-
gest new ones. For example, in Sec. 5.3 we highlight previ-
ous explanations that are supported by our empirical results.

7 Summary and outlook

We present an SSL risk decomposition to provide a fine-
grained understanding of the type of errors made by a linear
probe predicting from SSL representations. Our risk decom-
position generalizes the supervised approximation/estima-
tion decomposition by considering errors arising from the
representation learning process. We provide consistent and
computationally efficient estimators for each risk compo-
nent, akin to the training and validation errors in supervised
learning. Using those estimators, we analyze 169 pretrained
SSL models and the effect of 30 design choices. Our find-
ings suggest that the two primary sources of errors are the
usability of the representation, resulting from linear sepa-
rability issues, and the probe’s generalization error, due to
finite training data. Furthermore, we show that there is often
a tradeoff between these two sources of errors, which trans-

lates into a performance tradeoff between few- and full-shot
probing. Some design choices, such as the dimensionality
of the representation and the SSL objective, can control this
tradeoff and thus improve performance in certain settings at
the expense of others. Meanwhile, other choices, such as the
use of large projection heads and ViT encoders, overcome
the tradeoff and thus improve performance in all settings.

Our risk decomposition and in particular our estimators
have limitations that should be addressed to improve their
applicability. Most notably, they require the probe’s training
data to be a subset of the encoder’s pretraining data, limiting
their application in common out-of-distribution settings. We
hope that our findings will inspire further research in this di-
rection, and, more generally, the use of risk decompositions
for analyzing sources of errors in machine learning.
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A Risk decompositions

A.1 Supervised decomposition

The goal of supervised learning is to predict targets Y from inputs X sampled from a distribution psup(X,Y ). The predictor
is selected from a desired functional family F ⊆ {f : X → Y} by an algorithm AF : P(X ,Y) → F . For example,
empirical risk minimization (ERM) maps the empirical distribution p̂S(X,Y ) of a training set S iid∼ psup to risk minimizer
fS := AF(p̂S) ∈ F . The selected predictor fS is then evaluated using the risk R(fS) := Epsup [`(Y, fS(X))] with respect
to a desired evaluation loss `, e.g., 0-1 loss for classification error. Let us denote the best possible predictor in the desired
functional family as fF ∈ arg minf∈F R(f), the Bayes (irreducible) risk by R∗ := minf :X→Y R(f), and the p̂S-empirical
risk of any predictor f by R̂(f ; p̂S).3 For conciseness, we use subscripts to denote the risk RF := R(fF) and RS := R(fS).

The risk RS of the selected predictor is ultimately the value that we care about. But when designing, empirically evaluating,
and theoretically analyzing a model, it is often helpful to understand the types of errors made by fS . For example, it is useful
to monitor both the generalization gap and the training error to know which pipeline component to improve (regularization,
architecture, etc). This can be formalized by the standard excess risk decomposition (Barron, 1994):

RS − R∗︸ ︷︷ ︸
excess risk

= RS − RF︸ ︷︷ ︸
estimation error

+ RF − R∗,︸ ︷︷ ︸
approximation error

(2)

where the approximation error measures the error due to searching over a constrained family F and the estimation error
quantifies the impact of using finite samples and a non-optimal learning algorithm. Typically, the algorithm is universally
consistent so the estimation error does not depend on the algorithm because the predictor fA = AF(psup) chosen on the
population distribution is the best in the family RF = RA, where RA := R(fA). If this is not the case, one can further
separate estimation error between generalization (RS − RA) and algorithmic error (RA − RF ).

RS − R∗︸ ︷︷ ︸
excess risk

= RS − RA︸ ︷︷ ︸
generalization error

+ RA − RF︸ ︷︷ ︸
algorithmic error

+ RF − R∗.︸ ︷︷ ︸
approximation error

(3)

To derive the decomposition we order the expected risk of predictors ES [RS] ≥ RA ≥ RF ≥ R∗ and write the excess risk as
a telescoping sum. By construction, the resulting error components are thus non-negative in expectation. The ordering holds
if the algorithm trained on the population data learns a predictor that is at least as good than on any finite samples S, e.g., if
the algorithm is a monotonic (Shalev-Shwartz & Ben-David, 2014; Viering et al., 2019; Bousquet et al., 2022). Note that the
decomposition could be further expanded by considering other potential sources of errors such as optimization errors.

A.2 Alternative decompositions for representation learning

In the main paper, we saw one possible excess risk decomposition for representation learning. This decomposition is not
unique, and we now briefly discuss other possible decompositions. To understand those, it is important to ask ourselves
what are the properties of a good risk decomposition. We consider three specific properties, namely, each risk component
should ideally: (i) be positive; (ii) highlight important representation learning errors; and (iii) have an efficient estimator.

For positivity to hold in expectation, one simply has to find a sequence of predictors that are ordered by expected risk and
then write the final excess risk as a telescoping sum by adding and subtracting respective risks in order. For representation
learning, we consider three potential sources of errors (U,AΦ,Φ): the functional family Φ (e.g. ResNet50), the SSL
algorithm AΦ (e.g. SimCLR optimized with SGD), and the training set (e.g. ImageNet training). For the supervised probe,
we essentially have the same choices (S,AF ,F), but follow the standard supervised excess risk and remove the algorithm
choice as it is typically universally consistent. Altogether we have 3 choices for the encoder and 2 for the probe, which can
be represented as the matrix (U,AΦ,Φ)× (S,F). The question then becomes what ordered sequence to use, i.e., which

3For notational convenience, we assume throughout the paper that minimizers are achievable and algorithms are deterministic.
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Figure 14: Illustration of the possible loss decompositions corresponding to different ways of traversing the encoder/probe
training matrix. In green we see our proposed decomposition, in purple the generalization errors are switched, in pink the
usability and probe’s generalization are switched.

path to take to traverse the matrix as seen in Fig. 14. We thus have the three following possible (positive) decompositions.

RU,S − R∗︸ ︷︷ ︸
excess risk

= RU,S − RA,S︸ ︷︷ ︸
encoder generalization

+ RA,S − RA,F︸ ︷︷ ︸
probe generalization

+ RA,F − RΦ,F︸ ︷︷ ︸
representation usability

+ RΦ,F − R∗︸ ︷︷ ︸
approximation

(4)

Our decomposition. First, there is Eq. (4) (green path in Fig. 14), which is the decomposition whose interpretation we
discuss extensively in Sec. 3. The only difference here is that we use start the path from the Bayes Risk R∗ instead of zero.
We are thus decomposing the excess risk instead of the total risk, as is common in supervised learning (see Appx. A.1). As
discussed in Sec. 4, each of our risk components admits practical estimators. Our risk decomposition thus satisfies our three
desired properties (positivity, highlight representation learning errrors, and estimation).

RU,S − R∗︸ ︷︷ ︸
excess risk

= RU,S − RU,F︸ ︷︷ ︸
1©

+ RU,F − RA,F︸ ︷︷ ︸
2©

+ RA,F − RΦ,F︸ ︷︷ ︸
representation usability

+ RΦ,F − R∗︸ ︷︷ ︸
approximation

(5)

Switching generalization errors. Another possible decomposition is Eq. (5) (purple path in Fig. 14), which replaces RA,S

with RU,F . Looking more carefully at 1© and 2© we see that both risk components have a similar interpretation as in Eq. (4);
they are generalization errors. The difference is that it first considers the generalization errors of the predictor 1© and then
that of the encoder 2©. The choice is thus arbitrary in terms of highlighting important representation learning errors. The
reason we favored the other decomposition (Eq. (4)) is due to estimation. Indeed, the natural estimator for RU,F would be to
train and evaluate the probe on the test set Ste so that only the probe has to generalize, i.e., R̂U,F := minf∈F R̂(φA ◦f ; p̂Ste

).
The problem here is that Ste is relatively small (50K for ImageNet) and so the R̂U,F would greatly underestimate RU,F as
the probe can overfit Ste. In contrast, R̂A,S is a better estimator as it trains a probe on the much larger S \Ssub. In Appx. F.2
we use this second decomposition and show that it would make little impact on our experimental results, despite the worse
estimator. This is reassuring as it suggests that our interpretation is robust to the choice of decomposition.

RU,S − R∗︸ ︷︷ ︸
excess risk

= RU,S − RA,S︸ ︷︷ ︸
encoder generalization

+ RA,S − RΦ,S︸ ︷︷ ︸
3©

+ RΦ,S − RΦ,F︸ ︷︷ ︸
4©

+ RΦ,F − R∗︸ ︷︷ ︸
approximation

(6)

Switching representation usability and probe generalization error. The second possible decomposition is Eq. (6) (pink
path in Fig. 14), which replaces RA,F with RΦ,S . As a result, the representation usability 3© would be considered before the
probe generalization 4©. The main downside is that the encoder generalization error does not depend on the pretraining
algorithm AΦ and so one would not be able to quantify how much the representation helps downstream sample efficiency. In

15



Evaluating SSL via Risk Decomposition

other words, given that we want to understand representation learning, we would like to have as many terms as possible that
depend on the representations. Eq. (6) does not highlight/distinguish between important representation learning errors as the
probe generalization error does not consider the effect of representations.

A.3 Alternative representation of our decomposition

approx. 

usability 

probe gen. 

encoder gen. 

excess risk 

probe
data

enc. 
algo. 

enc. 
data family 

Figure 15: Our excess risk decomposition consists of the difference between risks in settings of increasing difficulty
(going down). In particular, we consider 4 potential approximations: (i) constrained functional families Φ ◦ F instead
of unconstrained ∗; (ii) finite pretraining data U instead of the population pretraining distribution pun; (iii) non-optimal
representation learning algorithm AΦ instead of end-to-end risk minimization inf R; (iv) finite training data S instead of the
population training distribution psup.

In the main paper and in Appx. A.2 we illustrate our risk decomposition as the path in the (U,AΦ,Φ) × (S,F) matrix.
Another potentially useful illustration is Fig. 15, which shows that our excess risk decomposition consists of the difference
between risks in settings of increasing difficulty (more approximation). Changing the order in which we consider different
approximations give rise to alternative decompositions (Appx. A.2).

A.4 Relationship with the supervised decomposition

A natural question to ask is how does our risk decomposition for representation learning relates the standard supervised
decomposition. The answer is that the former trivially generalizes the latter. In particular, if we define the family of
predictors in a supervised setting as the family of composed encoders and probes Φ ◦ F := {φ ◦ f |φ ∈ Φ, f ∈ F} and the
new supervised algorithm AΦ◦F as a two step algorithm that first fits the encoder using AΦ (after dropping labels) and then
fits the probe with the desired supervised algorithm AF , then we have the following equivalences between risk components.
On the left we show representation learning components and on the right we show supervised learning components.

RU,S − R∗︸ ︷︷ ︸
rep. excess risk

= R((φ ◦ f)S)− R∗ = RS − R∗︸ ︷︷ ︸
sup. excess risk

(7)

RU,S − RA,S︸ ︷︷ ︸
encoder generalization

+ RA,S − RA,A︸ ︷︷ ︸
probe generalization

= RU,S − RA,A = R((φ ◦ f)S)− R((φ ◦ f)A) = RS − RA︸ ︷︷ ︸
sup. generalization error

(8)

RA,A − RA,F︸ ︷︷ ︸
probe sup. algorithm

+ RA,F − RΦ,F︸ ︷︷ ︸
representation usability

= RA,A − RΦ,F = R((φ ◦ f)A)− R((φ ◦ f)Φ◦F) = RA − RΦ◦F︸ ︷︷ ︸
sup. algorithmic error

(9)

RΦ,F − R∗︸ ︷︷ ︸
approximation

= R((φ ◦ f)Φ◦F)− R∗ = RΦ◦F − R∗︸ ︷︷ ︸
sup. approximation error

(10)
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In Eq. (9), we introduced the probes supervised algorithmic error, which is natural when recovering the standard risk
decomposition with an algorithmic error. As discussed in Appx. A.2 we typically drop this term as it is zero if the supervised
algorithm is universally consistent (e.g. ERM) in which case RA,A = RA,F so the probe’s generalization recovers in Eq. (8)
recovers the definition from the main paper.

We thus see that our risk decomposition recovers the standard supervised decomposition and is a natural extension of it.
Note that in the case when we use identity encoders Φ then the encoder’s generalization and representation usability become
zero. Then, as we would expect, the probe generalization, probe sup. algorithm, and approximation error respectively
recover the sup. generalization, sup. algorithmic and sup. approximation error from Appx. A.1.

A.5 Tradeoffs

One of the advantages of using the standard supervised risk decomposition is that it highlights a potential tradeoff between
estimation and approximation error (Bottou & Bousquet, 2007; Shalev-Shwartz & Ben-David, 2014). Such a conceptual
tradeoff can be very useful to train and develop supervised models, e.g., when using larger models it is often useful to
increase the training data or regularization. In the following we discuss three such tradeoffs in representation learning that
directly arise from the standard estimation-approximation tradeoff. But first, let us briefly remind that the standard tradeoff
(and by extension our tradeoffs) is a conceptual framework rather than a universal theorem.

The approximation-estimation and related tradeoffs are not universal. Although the approximation-estimation tradeoff
(or the related bias-vias tradeoff) is typically stated as a universal fact that arises from the decomposition, this is not actually
the case. There are usually three arguments given to support those intuitive tradeoffs. The first common argument is the risk
decomposition. For example, Shalev-Shwartz & Ben-David (2014) state after providing the decomposition that “these two
[approximation and estimation] terms imply a tradeoff between choosing a more complex [hypothesis class]H”. But this
is only true assuming that the total aggregated risk is constant. An other common argument for the tradeoff is typically
given by theoretical bounds on each term. The issue with those bounds is that they typically consider (upper bounds) on
the worst-case scenario for constrained predictors rather than what actually happens in practice. In fact, recent theoretical
work have argued that this tradeoff does not hold in the over-parameterized regime (Yang et al., 2020; Dar et al., 2021).
Finally, the trade-off is often supported using empirical evidence. This is for example done by Geman et al. (1992), which is
typically cited when discussing such tradeoff. But the empirical evidence does not universally support such tradeoff. In
fact, there is growing empirical evidence that increasing the size of some models (e.g. neural networks) can improve both
the approximation and the estimation error (Neyshabur et al., 2015; Belkin et al., 2019; Nakkiran et al., 2020). For a more
detailed discussion about the non-universality of the approximation/estimation or bias/variance tradeoffs see Neal et al.
(2018); Neal (2019).

Now that we have discussed what the standard approximation-estimation tradeoff is (not), let us see how it gives rise to the
following three tradeoffs in our representation learning framework.

• Approximation vs probe generalization

• Approximation vs encoder generalization

• Usability vs probe generalization

Approximation vs probe generalization and approximation vs encoder generalization. The first two tradeoffs are direct
consequences of the standard approximation-estimation tradeoff. Indeed, as discussed in Appx. A.4, representation learning
with probing can be written as a standard supervised setting. In this case, the supervised approximation-estimation tradeoff
becomes a tradeoff between the approximation error (Eq. (10)) and the sum of encoder and probe generalization (Eq. (8)).
By fixing either the encoder or the probe we then directly get the first two tradeoffs. In the main paper, we do not discuss
those two tradeoffs as they are relatively obvious and both contain the approximation error term, which is typically negligible
in SSL Fig. 4.

Usability vs probe generalization. To understand the last tradeoff, consider the downstream probing task. For a given
encoder, this corresponds to standard supervised learning and we thus know that there is an approximation vs estimation
tradeoff. In standard supervised learning, one typically considers the underlying data distribution and the supervised learning
algorithm fixed and so the only factor that affects the tradeoff is the predictive family.4 Holding the data distribution fixed
makes sense in standard supervised learning, but for the case of probes we can actually change this distribution by using a

4If we do the same in the probing case, then we recover the aforementioned approximation vs probe generalization tradeoff.
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different encoder. Indeed, the inputs to the probes are the encoded examples and thus changing the encoder will change
the underlying data distribution. The usability-probe generalization tradeoff then corresponds to the probe’s supervised
tradeoff if we keep the probing family fixed (e.g. linear probe) but modify the data distribution by changing the encoder.
Changing the data distribution can indeed change the effective complexity of the probing family, which can be seen by
standard data-dependent complexity measures such as the Rademacher Complexity (Shalev-Shwartz & Ben-David, 2014).
We thus have a trade-off between the probe’s training error and the generalization that is due solely to the pretraining
algorithm AΦ rather than the probing family F . On the one hand, if the encoder does not allow the probe to extract any
input information (e.g., the representation is a constant) then the representation is not usable (large probe’s training error)
but the probe generalizes . On the other hand, if the encoder allows the probe to extract all input information (e.g., the
representation is a one-hot encoding of the input) then the representation is usable but the probe will overfit.

Given that all aforementioned tradeoffs are directly derived from the standard supervised tradeoffs they are also not universal
tradeoffs. For example, it is possible to simultaneously achieve the minimal probe generalization and usability error (Dubois
et al., 2020; 2022) despite the U-P tradeoff.
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B Estimators

B.1 Supervised decompositon

First, let us review how risk components are estimated in practice when comparing and analyzing supervised learning
models. To estimate Eq. (2) we need the following 3 estimators. The main challenge is that the risk components are defined
using population risk, but we do not have access to the population distribution psup. The typical way to overcome this
challenge is to use plug-in empirical estimators with the data we have Str and Ste.

R̂S. We want to estimate the risk when the predictor is trained on finite samples. Using the empirical distribution p̂Ste
≈ psup,

we get the plugin estimator corresponding to the standard evaluation loss: R̂S := R̂(fS; p̂Ste
) ≈ R(fS) =: RS. R̂S is

unbiased and consistent under standard technical assumptions (e.g. Ste, Str
iid∼ psup) by the law of large numbers.

R̂F . We want to estimate the risk on the population data. Using the empirical distribution p̂Str
≈ psup, we get the plugin

estimator corresponding to the training loss: R̂F := minf∈F R̂(f ; p̂Str
) ≈ R(fF) =: RF . It can be shown to be consistent

under technical assumptions (Vapnik, 2000; Mukherjee et al., 2006) but it underestimates the true risk (biased).

R̂∗. Bayes risk is hard to estimate but is actually not necessary when comparing models as it is only a function of the task.

B.2 Decomposition for representation learning
Algorithm 1 Estimating risk components in the standard SSL setting

Require: Encoder family Φ, probe family F , training Str and testing Ste sets, SSL algorithm AΦ, evaluation loss `.
1: function RISK(F , Dtr, Dte )
2: f̂ ← inff∈F

∑
(x,y)∈Dtr `(y, f(x)) . Risk minimization

3: return 1
|Dte|

∑
(x,y)∈Dte `(y, f̂(x)) . Test risk

4: R̂Φ,F ← RISK(Φ ◦ F , Str, Str) . Supervised train performance
5: φ← AΦ(Φ, Str) . Pretrain SSL encoder
6: Sφtr ← [(φ(x),y) for x,y in Str] . Featurize data
7: Sφte ← [(φ(x),y) for x,y in Ste]
8: Sφsub ← subset(Sφtr , n = len(Ste))

9: R̂A,F ← RISK(F , Sφtr , Sφtr ) . Risk without generalization
10: R̂A,S ← RISK(F , Sφtr \ Sφsub, S

φ
sub) . Risk with only probe gen.

11: R̂U,S ← RISK(F , Sφtr , Sφte) . Risk with enc. and probe gen.
12: approx_error← R̂Φ,F

13: usability_error← R̂A,F − R̂Φ,F

14: probe_gen← R̂A,S − R̂A,F

15: encoder_gen← R̂U,S − R̂A,S

16: return approx_error, usability_error, probe_gen, encoder_gen

Figure 16: Estimators of our risk components in the standard SSL setting. (Top) Pseudocode. (Bottom) Illustration of the
estimators as arrows from the probe’s train set to the evaluation set. Full lines mean that we are only training the probe using
supervised learning. Dashed line means that we are training both the encoder and the probe using supervised learning.
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Fig. 16 provides an illustration and algorithm of the estimators we proposed in Sec. 4. Let us now discuss each estimator in
more detail. As a reminder in the standard SSL setting we are in, the pretraining and training data distribution is the same
(besides the labels) i.e., pun = psup.

R̂U,S. we want to estimate the risk when the families Φ,F are constrained, the encoder is pretrained using the algorithm
AΦ, and both the probe and the encoder are trained on finite samples . Using the empirical distributions p̂Ste

≈ psup and
p̂Str
≈ pun, we get the plugin estimator corresponding to the standard evaluation loss:

RU,S := R(fS ◦ φU) where φU := AΦ(p̂S) and fS := AF(p̂S) and S iid∼ psup (11)

≈ R̂(f̂S ◦ φ̂A; p̂Ste
) where φ̂A := AΦ(p̂Ste

) and f̂S := AF(p̂Ste
) p̂Ste

≈ psup (12)

=: R̂U,S (13)

Similarly to the supervised case (Appx. B.2), R̂U,S is unbiased and consistent under standard technical assumptions by the
law of large numbers.

R̂A,S. we want to estimate the risk when the families Φ,F are constrained, the encoder is pretrained using the algorithm AΦ

on the population distribution, but the probe is now trained on finite samples S iid∼ psup. We will again use the empirical
distributions p̂Str

≈ psup as a plug in estimate for the population distribution. This means that the finite training data for the
probes will need to be sampled from the empirical distribution p̂Str

to emulate the fact that the probe has to generalize to
unseen data. To do so we partition the training data into a small subset Ssub on which we train the probe and its complement
Str \ Ssub for evaluation. The final estimator is:

RA,S := R(fS ◦ φA) where φA := AΦ(pun) and fS := AF(p̂S) and S iid∼ psup (14)

≈ R(fS ◦ φ̂A) where φ̂A := AΦ(p̂Str
) and fS := AF(p̂S) and S iid∼ psup p̂Str

≈ pun (15)

≈ R̂(fS ◦ φ̂A; p̂Ssub
) where φ̂A := AΦ(p̂Str

) and fS := AF(p̂S) and S iid∼ psup p̂Ssub
≈ psup (16)

≈ R̂(f̂S ◦ φ̂A; p̂Ssub
) where φ̂A := AΦ(p̂Str

) and f̂S := AF(p̂Str\Ssub
) Str \ Ssub ≈ S (17)

=: R̂A,S (18)

The estimator can be shown to be consistent for the training set S := Str \ Ssub in the case where Str \ Ssub is fixed but
|Str|, |Ssub| → ∞. The estimator is generally biased. One other issue with the estimator is that it is consistent for the
training set S := Str \ Ssub instead of S := Str. In the case where |Str| � |Ssub| this should be negligible as p̂Str\Ssub

will
be close to p̂Str

. This is why in practice we use a very small Ssub. In particular, for ImageNet we have |Ssub| = 5e4 and
|Str| > 1e6.

R̂A,F . we want to estimate the risk when the families Φ,F are constrained, the encoder is pretrained using the algorithm
AΦ, but the probe and encoder are pretrained on the population distribution. The challenge is that we do not have access to
the population distribution. Using the empirical distributions p̂Str

≈ psup, we get a plugin estimator that corresponds to
(pre)training the encoder and probe on the same distribution as they are being evaluate it on. This is the standard training
error of the probe:

RA,F := inf
f∈F

R(f ◦ φA) where φA := AΦ(pun) (19)

≈ inf
f∈F

R̂(f ◦ φ̂A; p̂Str
) where φ̂A := AΦ(p̂Str

) p̂Str
≈ psup = pun (20)

=: R̂A,F (21)

The estimator is similar to R̂Φ,F in that we use p̂Str
as a plug in estimate for the pretraining/training/evaluation set. R̂A,F can

thus also be shown to be consistent (as |Str| → ∞) under the technical assumptions but it is biased (typically underestimates
the true risk).

R̂Φ,F . we want to estimate the best achievable risk for a given encoder and probe family Φ ◦ F . The problem is that we do
not have access to the population distribution. Using the empirical distributions p̂Str

≈ psup, we get a plugin estimator that
corresponds to the empirical risk minima (i.e. the training loss of a supervised model):

RΦ,F := inf
f∈F

inf
φ∈Φ

R(f ◦ φ) (22)
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≈ inf
f∈F

inf
φ∈Φ

R̂(f ◦ φ; p̂Str
) p̂Str

≈ psup = pun (23)

=: R̂Φ,F (24)

Just as with the supervised case (Appx. B.2) it can be shown to be consistent (as |Str| → ∞) under the technical assumptions
but it underestimates the true risk (biased). Indeed, this is the supervised empirical risk minima for predictors in Φ ◦ F .
Note that R̂Φ,F requires training a supervised model (empirical risk minimizer). This can be computationally prohibitive for
large Φ, but is only required once per architecture and such pretrained model can often be found online. One issue with
online models is that their empirical risk typically overestimate the desired minimal risk, as they are typically regularized.

R̂∗. Just as in the supervised case (Appx. B.2), the Bayes risk is unknown but it only depends on the task so we can disregard
it is the same for all compared models.

The properties of the estimators are summarized in Table 5

Table 5: Properties of each estimator.

estimator consistent unbiased computationally efficient

R̂U,S X X X
R̂A,S X 7 X
R̂A,F X* 7 X
R̂Φ,F X 7 7†

* The estimator is consistent for the training set S = Str \ Ssub

rather than S = Str.
† The estimator requires training a supervised model of architec-

ture Φ◦F , which can be inefficient. This is only required once
per architecture and thus becomes efficient when comparing
multiple models of the same architecture. Furthermore, such
supervised model can often be found online.
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C Experimental details

C.1 Open source API

All the pretraining encoders, their associated metadata, and the results discussed below are available via a simple and unified
API using respectively:

Models torch.hub.load("YannDubs/SSL-Risk-Decomposition:main", encoder) returns a pre-
trained pytorch encoder and the preprocessing pipeline. For all our models a PIL image x can
be encoded using encoder(preprocessing(x).unsqueeze(0)). A list of available models can be
found using torch.hub.list("YannDubs/SSL-Risk-Decomposition:main"). Each model’s name
is <objective>_<architecture>_<other>, where other is some compressed metadata that we use to
distinguish models (it is the same as the “other” column in Table 7).

Metadata torch.hub.load("YannDubs/SSL-Risk-Decomposition:main", "metadata_df") re-
turns a pandas dataframe of all metadata. For a nested dictionary use "metadata_dict" instead.

Results torch.hub.load("YannDubs/SSL-Risk-Decomposition:main", "results") returns a
dataframe of all evaluated metrics (corresponding to Table 7).

More details and our evaluation code can also be found at github.com/YannDubs/SSL-Risk-Decomposition.

C.2 Pretrained models and metadata

Aside from the 14 SSL models we pretrained, all others were taken from: torch hub, torchvision, VISSL, timm, Hugging
Face , MMSelfSup, PyContrast, or from the official GitHub repository of the considered model.

In total, we consider 169 pretrained encoders that we broadly categorize in the following categories:

Predicting transformations First, there are the encoders that are pretraiend by essentially predicting the augmented
transformation. In particular, LocNet (Doersch et al., 2015), Jigsaw (Noroozi & Favaro, 2016), RotNet (Gidaris et al.,
2018).

Contrastive We use contrastive to mean any methods that use some derivative of InfoNCE (van den Oord et al., 2019).
Specifically, we consider NPID (Wu et al., 2018), NPID++ (Misra & van der Maaten, 2020), PIRL (Misra & van der
Maaten, 2020), MoCo (He et al., 2020), MoCov2 (Chen et al., 2020c), MoCov3 (Chen et al., 2021b), SimCLR (Chen
et al., 2020a), CLIP (Radford et al., 2021), Lossyless (Dubois et al., 2021), SpecCL (HaoChen et al., 2021).

Hierarchical We use hierarchical to mean methods that have a local and global component of the loss. Specifically, we
consider DenseCL (Wang et al., 2021), MUGS (Zhou et al., 2022a), VICRegL (Bardes et al., 2022b). .

Clustering We use clustering to mean any method where representations are learned by predicting clusters of the data
(e.g. via a clustering step or jointly learned by a teacher). Specifically, we consider DeepCluster (Caron et al., 2018),
ClusterFit (Yan et al., 2020), SwAV (Caron et al., 2020), DeepClusterv2 (Caron et al., 2020), Selav2 (Asano et al.,
2020; Caron et al., 2020), ODC (Zhan et al., 2020), iBOT (Zhou et al., 2021), DINO (Caron et al., 2021), DISSL
(Dubois et al., 2022), MSN (Assran et al., 2022).

Siamese We call “siamese” models that do not nicely fall in the previous categories but still use siamese networks. This
includes BYOL (Grill et al., 2020), SimSiam (Chen et al., 2021a), Barlow Twins (Zbontar et al., 2021), VICReg
(Bardes et al., 2022a).

Generative We consider models that were pretrained with variants of Bert-style (Devlin et al., 2019) masking for vision.
Specifically, we consider BEiT (Bao et al., 2022), BEiTv2 (Zhiliang et al., 2022), and MAE (He et al., 2022).

Supervised Finally, we also download and evaluate (with linear probing) pretrained supervised models. The reason is
two-fold. First, supervised models of the same architecture are an important baseline to understand the performance of
SSL encoders. Second, those models are used to estimate the approximation error as discussed in Sec. 4. In particular,
we considered supervised ViTs (Dosovitskiy et al., 2021) and ResNets (He et al., 2016) of various architecture.
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Note that for each of the SSL models we consider different hyperparameters, such as the encoder’s architecture or the
number of training epochs). For each of the pretrained model we also collected (to the best of our ability) metadata including
information about the SSL objective, the architecture, the pretraining data, the representation, the pretraining optimization,
and the compute budget. In particular, we collected the following information when applicable and available.

• SSL objective

• SSL category

• version of the objective

• number of negatives

• number of classes

• uses stop-gradients?

• uses EMA encoder?

• output dim. of proj.

• width of proj. head

• depth of proj. head

• architecture

• architecture family

• patch size

• architecture of proj. head 1

• architecture of proj. head 2

• weight tying between proj. head?

• # of parameters for encoder

• # of param. for proj.

• dim. of representation

• representation layer

• epochs

• batch size

• optimizer

• learning rate

• weight decay

• learning rate scheduler

• pretraining data

• finetuning data

• image size

• number of views

• invariant to aug?

• list of augmentations

• publication date

• license of weights

• official weights?

• model trained in industry?

• pretraining time

• type of pretraining machine

• number of pretraining machines

C.3 Evaluating all metrics

One of the contributions of our paper is to provide a thorough and fair linear probing evaluation of 169 pretrained models
in 5 different label settings (100%, 30-shot, 1%, 5-shot, 3-shot). We now describe the evaluation pipeline for each of the
models. The code is available online at github.com/YannDubs/SSL-Risk-Decomposition.

Featurization. For each pretrained model, we first featurize the entire ImageNet dataset (train and test) similarly to Cherti
et al. (2022); Dubois et al. (2022; 2021); Santurkar et al. (2022). This differs from the standard SSL pipeline where images
are featurized on-the-fly at every step (Caron et al., 2021; 2020; Chen et al., 2020a; 2021a). The advantage of prefeaturization
is that training a probe becomes ∼1000× faster ( ∼100 GPU hours→∼10 min). The disadvantage is that we cannot use
data augmentations to train the probe, which decreases accuracy by an average of 1 percent point.

For the following estimators, we essentially follow Algorithm 1.

Full-shot linear probing or R̂U,S . To evaluate full-shot linear probing we use PyTorch (Paszke et al., 2019) and tune the
following hyperparameters: lr, weight decay, batch size, is batchnorm, optimizer, scheduler. In particular, we see that the
linear probe is potentially regularized. The hyperparameters are tuned using 30 steps of the Tree Parzen Estimator algorithm
(TPE; (Bergstra et al., 2011)) to minimize a validation error. For computational efficiency, we only train the probe on 10%
of ImageNet during tuning. Once the hyperaparameters are tuned we train the linear probe on all of ImageNet and return the
test error. This corresponds to our desired full-shot metric as well as R̂U,S .

Estimating R̂Φ,F . To compute R̂Φ,F we need to train a supervised encoder of the desired architecture (Algorithm 1), which
can be computationally prohibitive. As there are many online available supervised model, we, instead, download the model
of the desired architecture (e.g. ResNet50) and evaluate its training performance. One issue with this strategy is that models
available online are typically tuned to perform well on a validation set, rather than on a training set as desired. This means
that we actually overestimate R̂Φ,F and thus the approximation error. This should not be a major issue given that our results
show that the approximation error is actually very small (see Appx. F.3), e.g., for a ResNet50 we get R̂Φ,F = 0.84 and so we
don’t overestimate the error by much.

Estimating R̂A,S, R̂A,F . For R̂A,S, R̂A,F we follow the tuning pipeline used for R̂U,S (full-shot linear probing), the only
difference being the train/validation/test data. Specifically, we always tune the probe on a dataset that mirrors the evaluation
set. For example, for R̂A,F the probe is trained and tested on ImageNet’s train set (Algorithm 1), and so tuning is performed
on the training set. For R̂A,S the probe is evaluated on Ssub (where |Ssub| = 50K) and evaluated on Str \ Ssub, for tuning
we do the same but use a different Ssub.
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Risk components. Once we have R̂A,S, R̂A,F , R̂Φ,F , R̂U,S we compute the risk components by using their definitions (see
last lines of Algorithm 1)

Few-shot linear probing. To compute the few shot linear probes, we the same high-level pipeline as for the full-shot
probing but now use sklearn’s (Pedregosa et al., 2011) logistic regression with the lbfgs solver, which we found to be more
efficient than PyTorch. We tune only the regularization parameter C using again 30 rounds of TPE.

C.4 Evaluating the impact of different hyperparameters

Given all the hyperparameters and metrics (performance in different settings and risk decomposition) that we have collected,
we now want to evaluate the impact of each of the former on the latter. We do so using three different methods:

Controlled analysis (CA) and linear model . The most obvious way to analyze the impact of a hyperparameter on
some metric is to consider models that differ only w.r.t. that hyperparameter. When such models are available, we train
a linear model to predict the impact of that hyperparameter on the desired metric. Specifically, we train f(metric) =
α · f(hyperparam) + β · [model] where “metric"" denotes the metric we are predicting,α,β are respectively a scalar and
vector parameter fitted by least-squares, “[model]” is a one-hot encoding of the current model (models that differ in any
other hyperparameter will have a different encoding), and f() denotes either a log function or the identity whichever is best.

This controlled analysis has the advantage of removing the impact of any potential confounders. The disadvantage is
that it only quantifies (potentially log) linear relationships, and there are not that many models that only differ in a single
hyperparameter so there is a coverage and statistical power issue.

Table 6: Percentage of explained test variance (estimated by 30-fold cross-validation) for our XGBoost models before and
after filtering. Each column corresponds to a different model predicting the given metric.

Approx. Usability Probe gen. Enc. gen. Full-shot 3-shot

Pre-filtering 96.10 65.46 86.41 43.52 85.28 92.69
Post-filtering 89.59 68.17 87.26 41.35 86.05 92.48

XGBoost + SHAP values. We train one XGBoost model (Chen & Guestrin, 2016) for each metric that takes 51
available hyperparameters as inputs. We tune each of them separately using 50 runs of Bayesian hyperparameter tuning
(Tree-structured Parzen Estimator) with 10-fold cross-validation. We then use the XGBoost models to give us the
importance of each hyperparameter on a specific metric using SHAP values (Lundberg & Lee, 2017), which essentially
estimates the impact of not using a certain hyperparameter for prediction. One issue with the above strategy is that when
the hyperparameters are highly correlated it is hard to quantify the impact of those hyperparameters. To avoid such a
problem, we filter features so as to decrease correlation without decreasing the cross-validation performance. This allows
us to decrease the number of hyperparameters to 14 without decreasing the performance of the Xgboost model. The
14 hyperparameters that we retain are: [’objective’, ’architecture’, ’patch_size’, ’epochs’,
’pretraining_data’, ’projection2_arch’, ’nviews’, ’z_dim’, ’family’, ’ssl_mode’,
’n_parameters’, ’n_augmentations’, ’optimizer’, ’projection_nparameters_hidden’].
When evaluating hyperparameters that are in that list, we use those models trained after feature selection and we use the full
model otherwise.

Table 6 shows the percentage of test variance explained by the XGBoost model before and after features selection, we see
that pos-filtering performs surprisingly well given that it needs to predict the performance on unseen models given only 14
hyperparameters and using less than 200 training examples. The model does nevertheless struggle for encoder generalization
and to a lesser extent usability, which suggests that we might have failed to consider an important hyperparamater.

The main advantage of using XGBoost + SHAP values is that we can quantify non-linear relations and arbitrary interactions
between hyperparameters, and that the output depends on all models (rather than only the ones that differ in a single
hyperparameter). The disadvantage is that XGboost+SHAP values are harder to interpret and we cannot quantify statistical
significance.

Global linear analysis (GLA). Finally, we also train a (potentially log) linear model to predict the metric using the
desired hyperparameter while controlling for all other main hyperparameters that are not directly related to the desired
hyperparameter. For example, when evaluating the impact of the “architecture” we do not condition on the “z_dim” or the
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model “family” as those a directly related to the architecture. The advantage of this global linear model is that it does not
suffer from the same coverage/statistical power issue than the controlled analysis. The issue is that the model is very simple
(linearity without any interaction term) and we might not correctly control all confounders.

All of the above methods have some complementary advantages and disadvantages for interpreting the impact of a
hyperparameter, which is why we consider the three simultaneously.

25



Evaluating SSL via Risk Decomposition

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe Gen.
Enc. Gen.
Agg. Risk

3 shot

1500
3000
4500
6000
7500

(a) Z Dim.

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot
2

4

6

8

10

(b) Num. Augmetations

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot 2.5

5.0

7.5

10.0

(c) Num. Views

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot

Transform
Generative
Contrastive
Siamese
Hierarchical
Clustering

(d) SSL Mode

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot

None
Linear
MLP

(e) Proj. Arch.

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot
106

107

108

(f) Num. Projection Parameters

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot

ConvNext
ResNet
ViT

(g) Family

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot

108

109

(h) Num. Parameters

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot
10

20

30

(i) Patch Size

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot

10% Imagenet-1K
30% Imagenet-1K
CLIP
Imagenet-1K
Imagenet-22K
Laion-2B

(j) Pretraining Data

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot
500

1000

1500

(k) Epochs

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot

Adam
AdamW
LARS
SGD

(l) Optimizer

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot 102

103

104

(m) Batch Size

0.6 0.4 0.2 0.0 0.2 0.4 0.6
Normalized SHAP

Approx.
Usability

Probe gen.
Enc. gen.
Full-shot

3-shot 101

102

103

104

(n) N classes for clustering SSL

Figure 17: Impact of important hyperparameters. Each plot shows a hyperparameter. Each point shows a different model. The Y-axis
shows the metric, either the risk component or the total risk in the full (“Agg. Risk’) and few-shot regime (“3 shot”). The X-axis shows
the normalized SHAP value. Negative values mean that a hyperparameter is beneficial: it decreases the risk. Axes cut to [−0.7, 0.7].
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D Impact of hyperparameters

Throughout this section, we will analyze the impact of different hyperparameters on the following metrics: every decomposed
risk component (approximation error, usability error, probe generalization error, encoder generalization), the aggregated
risk of a linear probe trained on all of ImageNet, and the aggregated risk of a linear probe trained in a 3-shot setting. We
evaluate the importance of each hyparameter using XGBoost+SHAP, linear models in a controlled setting, and linear models
in general settings as described in Appx. C.4.

Impact of each hyperparameter. A summary of how all hyperparameters impact each metric can be seen in Fig. 17. It
shows, for each model (point in the scatter plot) how important the value of a certain hyperparameter (the color) is for each
of the metrics (Y-axis) as measured by the SHAP value from the XGBoost model normalized by the average value of that
metric (X-axis). Note that every metric is a risk measure, so a lower SHAP value is better. For the rest of the section, we
will discuss the impact of key hyperparameters on usability and probe generalization.
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Figure 18: Most important parameters for each risk component as measured by the mean absolute SHAP value of an XGBoost model.

Most important hyperparameter for each metric. A summary of the most important hyperparameters for each metric
can be seen in Fig. 18, which shows the average absolute SHAP value. We see that usability is mostly impacted by the
dimensionality, the projection head (“Proj. Arch.” and “Proj. #param”), and the objective (“objective” and “SSL Mode”).
Probe generalization is mostly impacted by the dimensionality, the architecture (“Arch.” and “Family”), and the optimizer.
We will investigate each of those more carefully in the rest of the section. We see that the approximation error is mostly
impacted by the architecture (“Num. param.”, “Family”, ‘Z dim.‘, and “Arch.”) as one would expect given that SSL
hyperparameters should not impact this error. We also see that the encoder generalization depends on the augmentations
(“augmentations” and “views”). Overall we see that the dimensionality and the projection head seem to be important design
choices for all components.

D.1 Dimensionality

Fig. 18 and Fig. 17a show that the dimensionality of the representation is a decisive hyperparameter for both the usability
and the probe generalization error. Let us analyze this in more detail.

Increasing dimensionality improves usability. Fig. 17a shows that increasing dimensionality improves usability (decreases
usability error). This is further supported by the controlled analysis plotted in Fig. 19a. The coefficient of log(dimensionality)
for the controlled linear model is −3.9 (CA: pvalue=4e-9) for usability. The impact is also statistically significant for
the global linear model. Although the ambient dimensionality is important, what really matters is actually the effective
dimensionality of the representation as shown in Fig. 19b (CA: pvalue=6e-8).

The theory from Dubois et al. (2022) suggests why increasing (effective) dimensionality is necessary and sufficient for
good usability. Namely, they prove that SSL clusters representations by the equivalence classes induced by the training
augmentations. From those clusters, one can then linearly predict any downstream label that is invariant to the augmentations
if and only if the effective dimensionality of the representation is at least the number of classes minus one. This is because
predicting any downstream labels is equivalent to shattering the C clusters, which by standard statistical learning theory
(Vapnik & Chervonenkis, 1971) is only possible by linear models iff d = C − 1. Intuitively, increasing the input dimension
increases the capacity of a linear model.

Increasing dimensionality worsens probe generalization error. The SHAP+XGBoost analysis (Fig. 17a) and the con-
trolled analysis (Fig. 19a) both show that increasing dimensionality leads to worse probe generalization error. In particular,
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Figure 19: (a) Impact of Z dimensionality on usability and probe generalization error, when all other hyperparameters are
kept the same. Each color shows a specific model and the effect that Z dimensionality has on that model. (b) Impact of the
effective Z dimensionality (the rank of all the representations) on the usability error. Each point corresponds to a different
model with different hyperparameters.

the coefficient of log(dimensionality) for the controlled linear model is 3.8 (CA: pvalue=2e-9) for probe generalization error.
The impact is also statistically significant for the global linear model.

The negative effect that dimensionality error has on probe generalization can be understood in two different ways. First, by
standard statistical learning theory, we expect a smaller dimensionality of the input data to lead to better generalization given
that the model can overfit on fewer components. Second, due to the usability-probe generalization trade-off (Sec. 5.2.2) we
expect dimensionality to have the opposite effect as it has on usability.

3 2 1 0 1
SHAP

Full-shot

3-shot 2500
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7500

Figure 20: Z dimensionality has a significant impact on the performance in different settings. Every point corresponds to a
model. The color shows the Z dimensionality. X-axis is the absolute SHAP value. Y-axis shows the performance in the
full-shot (“Agg. Risk”) and few-shot (“3-shot”) setting.

Lower dimensional representations are better in few-shot settings. Given the important impact that dimensionality has
on usability and probe generalization, we expect it to also have an important impact on the performance of the representations
in different settings due to Sec. 5.2.1. In particular, we expect that lower dimensional representations will perform better in
few-shot settings, while higher dimensional representations will perform better in full-shot settings. Fig. 20 shows that in
the few-shot setting, using a low dimensionality can improve performance by up to 4 accuracy points, while it decreases
full-shot performance by up to 1 accuracy point.

D.2 Data and Augmentations

Let us analyze the impact that the choice of augmentations has on each metric. One challenge is that there are many
different augmentations and most models use the same ones, which makes it challenging to pin down the impact of a single
augmentation. To avoid this issue, we focus on two specific hyperparameters that are related to augmentations. First, we
consider the total number of augmentations used for training the model, which is coarser than the exact augmentations and
thus easier to analyze. Second, we consider the number of views/multicrops (Caron et al., 2020) used to pretrain the model.
The advantage of multicrops is that it is the only augmentations for which we have many models that only differ with respect
to it.
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In Sec. 5.3.2 we discuss the case of multicrops, here we focus on the total number of type of augmentations (e.g. rotation,
flipping, cropping, . . . )

Increasing the total number of augmentations likely improves usability. Fig. 17b suggests that increasing the number of
augmentations might the usability of the representation. Using the global linear model for quantifying the importance of the
log number of augmentations, we have that the coefficient of the log number of augmentations is −5.3 (CA: pvalue=4e-2).
This high p-value compared to the effect of the number of views is likely due to the fact that increasing the number
of augmentations does not monotonically decrease the number of equivalence classes because the augmentations are
not comparable. For example, a model that uses only auto-augment and cropping would be counted as having only 2
augmentations but those are likely much stronger than using small x- and y-translations and rotations, which would be
counted as 3 augmentations. We thus believe that the effect of increasing augmentation strength is similar to increasing the
number of views, but that simply counting the number of augmentations is not an ideal way of quantifying the strength of
augmentations.
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Figure 21: Effect of pretraining on ImageNet-22k on usability, probe generalization, and encoder generalization error. All
other hyperparameters are kept the same. Each color shows a specific model.

Pretraining on ImageNet-22k worsens generalization. Fig. 17j shows that pretraining on ImageNet-22k worsens both the
encoder and the probe generalization error. This can be seen also from the controlled setting in Fig. 21. This is interesting
given that ImageNet-22k is a superset of the standard ImageNet-1k. This shows that pretraining on additional data can be
detrimental to generalization.

D.3 Architecture

It is well known that using large non-linear projection heads helps (Bachman et al., 2019; Chen et al., 2020a;b), but it is not
clear why it does work. To our knowledge there are four explanations that have been proposed in the literature for why using
at least one non-linear head can help: (i) to avoid perfect invariance/alignment, which helps if the augmentations are stronger
than desired (Chen et al., 2020a; Gupta et al., 2022; Appalaraju et al., 2020), (ii) to avoid dimensionality collapse (Jing et al.,
2022), (iii) to be able to learn the optimal pseudo-label that should be predicted to ensure linearly predictability (Dubois
et al., 2022), (iv) to avoid complete collapsing in non-contrastive learning (Chen et al., 2021a). All of those explanations
suggest that adding a non-linear projection head would improve the usability of the representation.

Large projection heads improve usability. Fig. 18 shows that the size of the projection head is crucial for usability as
expected (both the architecture and the number of parameters). Fig. 17e and Fig. 17f shows that using a large MLP projection
head greatly improves usability. Quantitatively, we have that the global linear model predicts a coefficient of −8.6± 2.6 for
using an MLP projection instead of no projection (GLA: p-value 1e-3) and a coefficient of −0.68± 0.28 for the log of the
number of projection parameters (GLA: p-value 2e-2). The beneficial impact of using a larger projection head on usability
is even more clear from the controlled setting seen in Fig. 11 (CA: p-value 9e-12).

This empirically support our hypotheses that a larger projection should improve usability as suggested by previous literature.
This still does not explain which of the four previous explanations is (more) correct. As a partial answer to this question we
consider the effect that projections heads have on effective dimensionality, and we have that using a linear projection head
significantly improves effective dimensionality (GLA: pvalue=3e-9) but a non-linear projection head is not significantly
different from the linear one. This suggests that Jing et al.’s (2022) hypothesis about dimensionality collapse explains some
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of the performance gains but not all. Furthemore, we did not see any significant impact on alignment as suggested by (Gupta
et al., 2022) or gains from using one-linear projection head as suggested by (Dubois et al., 2022). This shows that our
understanding of the impact of non-linear projection heads is still lacking.

MLP projection improves probe generalization. Fig. 17e shows that using an MLP head is actually somewhat beneficial
for all metrics. In particular, Fig. 11 shows that MLP projection heads also typically improve probe generalization (CA
p-value 5e-3). This shows that using an MLP projection head is one effective way to overcome the usability-probe
generalization tradeoff. The impact that a non-linear MLP projection head has on probe generalization cannot be predicted
by the four previous hypotheses. This further suggests that we do not completely understand why large non-linear projection
heads improve performance.

Fig. 18 shows that the architecture (family, number of parameters, and patch size) is really important for the probe
generalization and approximation error.

Smaller patch sizes for ViTs is uniformly better. Fig. 17i shows that smaller patch sizes for ViT are uniformly better but
is especially important for the approximation and usability error.

D.4 Objective

Let us analyze the impact that the choice of SSL objective has on each metric. One difficulty to do so is that there are
many objectives and so (1) it is hard to analyze them simultaneously, and (2) there are only a few pretrained models for
each objective. To avoid both of those problems we aggregate the SSL objectives into the 6 coarser clusters described in
Appx. C.2 (transform, contrastive, clustering, siamese, generative, hierarchical).

2 0 2 4 6 8 10 12 14
SHAP

Usability
Transform
Generative
Contrastive
Siamese
Hierarchical
Clustering

Figure 22: Effect measured by SHAP

Figure 23: SSL mode has an important impact on the usability error. (a) Average usability error for models of each SSL
mode without considering potential confounders. (b) SHAP values of each model color coded by the SSL mode.

Objectives that are generative or predict the transformation worsen the usability. Fig. 17d shows that the SSL objective
and the coarser SSL mode have an important impact on usability error. Fig. 22 shows more precisely the effect on usability.
We see that the generative models and the ones that predict the transformation have much worse usability. The p-values as
given by the global linear models are respectively 1e-4 and 1e-2.5 In contrast, clustering objectives significantly improve
usability.

Finer grain analysis of objectives. Fig. 24 shows the impact of the exact objective functions on each metric. To make
sure that the results are meaningful, we only show objectives for which we have at least 7 models. We see that CLIP is
particularly good for usability and full-shot risk, while MOCO is good in the few-shot regime. We also see that SimCLR
a weak objective w.r.t. to few- and full-shot performance. This shows that the newer objective brings some meaningful
improvement compared to SimCLR.

D.5 Optimization

Longer training improves usability and probe generalization. Fig. 17k suggests that increasing the number of epochs
improves usability and probe generalization but might have a negative impact on encoder generalization. A similar trend can
also be somewhat seen from the controlled setting in Fig. 25 for usability (CA p-value: 2e-3, coefficient: −1.37± 0.55)
and to a lesser extent for probe generalization (CA coefficient: −0.58± 0.57, p-value: 0.3). We see that for the encoder

5The impact of having an objective that predicts the transformation is not as significant as what we would expect from Fig. 23 because
it is highly correlated with the publication year which we have to control for.
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3 2 1 0 1 2 3 4
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CLIP
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Figure 24: Effect of fine-grained objective functions on each risk component. We only show objectives for which there
are at least 7 models, to avoid over interpreting the results. Every point corresponds to a model. The color shows the Z
dimensionality. X-axis is the absolute SHAP value. The Y-axis shows the metric, either the risk component or the total risk
in the full (“Agg. Risk’) and few-shot regime (“3 shot”).
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Figure 25: Effect of the projection head on usability, probe generalization, and encoder generalization error. All other
hyperparameters are kept the same. Each color shows a specific model.

generalization, it is not very clear, for some models it improves, and for others, it makes it worse.

The improvements in usability and probe generalization can be partially understood from the fact that longer training with
the proper SSL log loss with give rise to the collapse of equivalent representations (Dubois et al., 2022), which should
improve downstream sample efficiency and linear predictability. The potential worsening or improvement of encoder
generalization is likely due to the fact that at the beginning, training for longer allows you to better generalize but then the
model starts overfitting given that you see multiple times the same examples.

Adam and AdamW improve probe generalization. Fig. 17l suggests that Adam and AdamW should be favored in both
the full- and few-shot settings. Indeed, those optimizers seem to improve probe generalization.

Larger batch sizes can be beneficial for all components. Fig. 17m suggests that larger batch sizes can be beneficial but
our global linear layer did not recognize the impact as being significant.

D.6 Other

The number of classes for clustering objectives can improve usability. Fig. 17n suggests that increasing the number of
classes for clustering objectives (e.g. teacher’s output in SwAV, DINO, or DISSL) can improve usability at the detriment of
probe generalization but our GLA did not recognize the impact as significant. Both of those can be understood by Dubois
et al.’s (2022) ISSL theory. First, fewer equivalences classes mean that you need to see fewer downstream samples. Second,
if there are fewer teacher’s classes than equivalence classes then the model might collapse examples that can differ in
downstream labels, which will negatively impact usability.
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E All raw results
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Figure 26: All risk components. Starting from the top, axes respectively show the standard linear probing ImageNet risk (“Agg. Risk”),
encoder’s generalization error (“Enc. Gen.”), probe’s generalization error (“Probe Gen.”), representation usability error (“Usability”), and
approximation error (“Approx.”). Values are min-max scaled and substracted to 1 so that the worst model gets a 0 and the best gets a 1
(vertex). The top left plot shows the average over models, all other plots show a specific model described by its title (SSL objective and
architecture) and subtitle (additional hyperparameters corresponding to “other” in Table 7). Colors are meaningless.
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Fig. 26 shows the relative risk component of nearly every evaluated model. We do not show 2 models for which we did not
find a supervised model with the same architecture, as we could not compute the approximation error for those models.

E.2 Table

The radar charts from Fig. 26 are useful to get a quick overview of each model but are not quantitative and do not allow
comparison between risk components as each axes are normalized. Table 7 provides all the raw metrics.

Risk Component Aggregated Error

Objective Arch. Epochs Other Approx. Usability Probe gen. Enc. gen. 100% 30 Shot 1% 5 Shot 3 Shot

BEiT ViT-B16 800 pt22k 1.00 41.06 10.53 4.61 57.19 94.35 89.67 94.35 95.92
ViT-L16 800 pt22k 0.55 27.96 13.96 1.09 43.55 93.60 87.08 93.60 95.72

BEiT-v2 ViT-B16 300 pt1k_ep300 1.00 7.32 9.36 3.03 20.71 37.04 31.42 37.04 41.32
1600 pt1k_extractb 0.54 0.84 17.31 2.54 21.23 41.93 34.93 41.93 47.53

pt1k 1.00 6.21 13.41 1.87 22.48 41.53 35.42 41.53 46.43
ViT-L16 1600 pt1k 0.55 21.40 15.03 2.78 39.77 72.85 63.25 72.85 77.95

BYOL RN50 1000 augcropblur 0.85 12.90 20.26 3.13 37.14 71.59 63.67 71.59 75.81
augcropcolor 0.85 3.74 21.98 3.46 30.02 60.70 52.50 60.70 66.12
augcrop 0.85 17.00 19.54 2.86 40.25 75.64 67.86 75.64 79.66
augnocolor 0.85 11.91 20.15 3.63 36.53 71.26 63.04 71.26 75.20
augnogray 0.85 6.88 21.65 2.10 31.47 60.91 52.50 60.91 66.58
bs1024 0.85 2.67 21.97 3.02 28.51 57.77 48.98 57.77 63.74
bs128 0.85 9.22 17.70 2.86 30.63 59.80 51.73 59.80 65.09
bs2048 0.85 2.72 21.82 3.07 28.45 57.82 49.05 57.82 63.64
bs256 0.85 2.77 22.23 3.26 29.11 58.57 49.89 58.57 64.47
bs4096 0.85 2.58 19.72 3.35 26.50 54.57 45.55 54.57 61.20
bs512 0.85 3.34 21.31 3.19 28.68 57.53 49.22 57.53 63.31
bs64 0.85 20.92 14.06 3.15 38.98 69.11 61.30 69.11 73.21

BarlowTwins RN50 300 ep300 0.85 2.42 23.10 3.27 29.63 59.56 50.98 59.56 65.59
1000 0.85 5.61 18.93 3.43 28.82 57.33 49.09 57.33 63.30

CLIP RN101 32 0.71 1.60 20.33 0.57 23.21 51.35 41.62 51.35 58.25
RN50 32 0.85 0.71 23.98 2.32 27.85 56.70 46.41 56.70 63.79
RN50x16 32 0.00 0.62 16.62 1.06 18.30 41.21 32.64 41.21 48.25
RN50x4 32 0.00 0.50 19.63 1.39 21.52 46.98 37.44 46.98 53.87
RN50x64 32 0.00 0.49 14.49 1.73 16.72 35.74 28.16 35.74 42.28
ViT-B16 32 1.00 6.30 10.51 2.28 20.08 40.65 32.79 40.65 46.88
ViT-B32 32 1.13 7.53 13.13 2.11 23.90 47.55 39.03 47.55 53.62
ViT-L14 32 px336_extractb nan nan 12.37 2.09 14.95 32.81 25.36 32.81 39.31

px336_extractpredcls nan nan 11.52 2.14 14.95 30.61 24.51 30.61 36.44
px336_extractpred nan nan 9.09 1.52 15.10 30.52 24.14 30.52 35.94
px336_extracts nan nan 12.18 2.25 14.93 35.56 27.25 35.56 42.52
px336 0.55 0.86 11.60 2.00 15.01 31.05 24.78 31.05 37.07

0.55 0.77 12.12 2.02 15.46 32.08 25.53 32.08 37.96

ClusterFit RN50 105 0.85 16.36 28.48 3.38 49.07 84.53 77.58 84.53 88.32

DINO RN50 800 0.85 0.23 21.42 3.34 25.83 57.40 47.11 57.40 64.06
ViT-B16 400 extracts 1.55 0.00 18.23 4.53 23.57 41.79 35.15 41.79 47.39

last 1.00 6.69 11.91 3.51 23.10 37.44 32.55 37.44 41.68
0.54 1.07 17.78 3.38 22.76 40.50 34.05 40.50 46.20

ViT-B8 300 last 0.86 4.90 11.83 3.83 21.42 34.23 29.74 34.23 38.21
0.51 0.49 16.75 3.13 20.88 36.78 30.66 36.78 41.74

ViT-S16 800 extractb nan nan 10.44 4.10 25.11 44.17 37.22 44.17 50.39
last nan nan 4.29 3.81 24.44 40.60 35.15 40.60 45.31

0.96 6.00 13.48 4.16 24.60 46.43 39.13 46.43 52.87
ViT-S8 800 last nan nan 4.45 3.82 21.79 34.26 29.57 34.26 38.05

DISSL RN50 100 d4096_e100_m2 0.85 0.00 32.50 0.00 32.85 66.94 57.74 66.94 72.82
d8192_e100_m2 0.85 0.00 31.62 1.30 33.58 66.41 57.16 66.41 72.34
dnone_e100_m2_auglarge 0.85 6.01 26.74 0.99 34.59 70.10 60.75 70.10 75.77
dnone_e100_m2_augsmall 0.85 3.91 27.56 2.25 34.57 69.29 59.76 69.29 75.23
dnone_e100_m2_headtlinslin 0.85 4.45 25.52 3.02 33.84 68.67 58.96 68.67 74.55
dnone_e100_m2_headtmlpsmlp 0.85 5.20 24.74 3.18 33.96 70.44 60.86 70.44 75.88
dnone_e100_m2 0.85 2.74 27.46 7.09 38.14 68.82 59.30 68.82 74.63

400 d8192_e400_m6 0.85 0.00 24.06 3.82 28.34 60.59 50.37 60.59 67.70
d8192_e800_m8 0.85 0.00 23.42 4.12 28.00 61.12 50.86 61.12 68.26
dnone_e400_m2 0.85 4.94 20.71 3.55 30.05 64.08 53.60 64.08 70.85
dnone_e400_m6 0.85 0.45 24.17 2.91 28.38 64.15 53.24 64.15 71.58

DeepCluster RN50 200 bs512_ep200_mmselfsup 0.85 12.67 20.27 1.72 35.51 71.36 62.02 71.36 76.80

DeepCluster-v2 RN50 400 ep400_2x160_4x96 0.85 1.61 21.44 3.09 26.99 56.57 47.37 56.57 62.77
ep400_2x224 0.85 2.87 23.68 3.15 30.55 61.95 53.48 61.95 67.89

800 ep800_2x224_6x96 0.85 0.27 21.30 3.63 26.05 55.37 45.39 55.37 62.51

DenseCL RN50 200 200ep_mmselfsup 0.85 15.28 19.44 3.00 38.57 70.52 63.38 70.52 74.92

InfoMin RN50 200 200ep 0.85 6.35 23.26 0.76 31.22 64.73 56.64 64.73 69.78
800 800ep 0.85 7.19 18.91 1.67 28.62 55.97 49.43 55.97 60.02

Jigsaw RN50 105 in22k 0.85 36.26 19.48 7.91 64.49 92.19 87.38 92.19 94.02
0.85 45.86 13.76 3.72 64.19 94.43 90.80 94.43 95.85

Continued on next page
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Risk Component Aggregated Error

Objective Arch. Epochs Other Approx. Usability Probe gen. Enc. gen. 100% 30 Shot 1% 5 Shot 3 Shot

LossyLess ViT-B32 32 b001 1.13 13.65 7.43 2.38 24.59 46.72 38.44 46.72 52.79
b005 1.13 13.99 7.53 2.21 24.86 47.04 38.92 47.04 53.18
b01 1.13 14.93 7.55 2.18 25.80 47.83 39.47 47.83 53.90

MAE ViT-B16 1600 1.00 20.42 9.46 3.12 34.00 72.67 62.68 72.67 78.27
ViT-H14 1600 0.00 6.03 14.51 3.47 24.01 64.29 49.80 64.29 73.08
ViT-L16 1600 0.55 9.23 12.45 3.42 25.65 61.72 49.59 61.72 69.43

MSN ViT-B16 600 ep600 1.00 8.78 9.37 4.42 23.57 33.60 30.23 33.60 36.49
ViT-B4 300 ep300_extractb 0.51 0.05 14.29 5.06 19.91 30.80 26.06 30.80 35.15

ep300_extracts nan nan 14.20 5.58 20.67 34.57 28.91 34.57 39.62
ep300 0.86 5.07 9.15 4.83 19.91 27.69 24.86 27.69 30.70

ViT-L16 300 ep600 0.55 4.54 12.60 7.96 25.66 33.99 30.01 33.99 37.30
ViT-L7 200 ep200_extractb nan nan 14.46 4.93 19.99 29.08 25.60 29.08 32.17

ep200_extracts nan nan 14.34 6.59 21.79 28.29 25.66 28.29 30.89
ep200 0.55 2.48 11.95 5.11 20.09 27.63 25.07 27.63 30.16

ViT-S16 800 ep800 nan nan 5.07 3.29 23.89 36.35 32.51 36.35 39.64

MUGS ViT-B16 400 ep400_extractb 0.54 1.54 15.02 3.27 20.37 30.83 27.32 30.83 33.82
ep400_extracts 1.55 0.00 16.59 3.52 20.70 35.13 29.79 35.13 39.91
ep400 1.00 4.73 11.37 3.81 20.91 30.34 27.03 30.34 33.24

ViT-L16 400 ep250_extractb nan nan 13.92 3.29 19.12 29.28 25.72 29.28 31.24
ep250_extracts nan nan 10.17 3.65 19.69 30.89 27.01 30.89 33.87
ep250 0.55 3.11 12.31 3.14 19.12 29.22 26.02 29.22 31.49

ViT-S16 100 ep100 nan nan 5.11 3.07 25.83 43.86 38.22 43.86 48.68
300 ep300 nan nan 5.27 3.49 23.37 39.33 34.22 39.33 43.88
800 ep800_extracts 0.96 5.59 12.76 3.37 22.69 44.12 37.13 44.12 50.36

ep800 nan nan 4.94 3.71 23.01 37.91 33.40 37.91 42.11

MoCo-v1 RN50 200 ep200 0.85 13.64 23.16 3.74 41.39 79.35 70.51 79.35 83.94

MoCo-v2 RN50 200 ep200 0.85 6.83 23.64 2.97 34.28 68.86 61.07 68.86 74.17
vissl 0.85 8.68 22.44 3.48 35.45 72.63 63.90 72.63 77.51

800 ep800 0.85 4.44 22.36 3.42 31.07 60.46 53.30 60.46 64.75

MoCo-v3 RN50 100 ep100 0.85 6.26 20.32 3.08 30.51 63.99 54.58 63.99 69.19
300 ep300 0.85 1.24 22.13 3.62 27.84 56.19 47.16 56.19 62.24
1000 ep1000 0.85 0.58 21.85 2.98 26.26 53.00 44.46 53.00 59.58

ViT-B 300 ep300 1.00 10.12 10.38 2.36 23.86 41.37 35.83 41.37 45.87
ViT-S 300 ep300 nan nan 5.42 3.85 27.94 46.05 40.41 46.05 50.40

NPID RN50 200 0.85 18.44 26.01 3.02 48.32 86.15 78.70 86.15 89.85

NPID++ RN50 800 0.85 16.39 24.75 2.46 44.45 83.04 74.72 83.04 87.23

ODC RN50 440 440ep_mmselfsup 0.85 15.16 25.51 3.78 45.29 80.63 73.01 80.63 84.24

Openclip ViT-B32 32 1.13 6.51 12.93 2.34 22.91 43.83 35.83 43.83 50.02
ViT-H14 32 extractb nan nan 12.27 2.94 15.73 30.52 24.48 30.52 36.09

extractpred nan nan 9.36 2.45 15.73 29.24 23.54 29.24 34.55
extracts nan nan 12.91 2.72 16.10 36.39 27.57 36.39 43.73

0.00 0.80 12.13 2.66 15.59 30.63 24.23 30.63 36.30
ViT-L14 32 0.55 1.43 12.26 2.41 16.65 32.16 25.81 32.16 37.35
ViTg14 32 extractb 0.00 0.51 12.66 2.73 15.91 32.67 25.51 32.67 38.55

extractpred 0.00 5.33 8.35 2.66 16.34 29.84 24.12 29.84 35.14
extracts 0.00 0.52 13.36 2.52 16.40 34.59 26.94 34.59 40.90

0.00 0.83 12.58 2.88 16.29 30.87 24.61 30.87 36.17

PIRL RN50 200 ep200_headmlp 0.85 6.22 24.39 3.38 34.84 72.14 63.33 72.14 76.81
ep200 0.85 11.06 23.60 5.22 40.72 78.59 69.32 78.59 83.22

800 headmlp 0.85 5.37 21.11 2.97 30.30 62.93 55.12 62.93 67.61
0.85 8.90 23.10 3.37 36.22 74.20 64.58 74.20 79.69

RN50w2 400 headmlp 0.74 0.00 25.43 3.42 29.50 58.43 51.75 58.43 62.72
0.74 0.27 27.21 3.35 31.58 68.32 57.96 68.32 73.60

Relativeloc RN50 70 70ep_mmselfsup 0.85 35.32 22.59 4.75 63.51 94.14 90.05 94.14 95.61

RotNet RN50 105 in1k 0.85 36.22 21.71 0.19 58.96 92.13 87.09 92.13 94.03
in22k 0.85 22.63 25.88 3.07 52.42 88.48 82.62 88.48 91.17

SeLa-v2 RN50 400 ep400_2x224 0.85 8.75 20.99 2.93 33.51 62.60 55.56 62.60 67.36

SimCLR RN101 100 ep100 0.71 18.38 11.25 3.12 33.46 68.80 60.14 68.80 74.06
1000 0.71 4.24 20.16 3.45 28.56 60.89 51.17 60.89 67.13

RN50 100 bs4096_ep100 0.85 10.12 21.71 3.32 36.00 72.82 63.95 72.82 77.94
d8192_e100_m2 0.85 0.00 29.97 3.49 33.92 71.93 62.36 71.93 77.40
dnone_e100_m2_headtlinslin 0.85 15.92 20.36 2.92 40.03 75.32 67.22 75.32 79.96
dnone_e100_m2_headtmlpslin 0.85 11.14 24.06 3.43 39.47 74.33 66.02 74.33 78.81
dnone_e100_m2_headtmlpsmlp 0.85 8.69 22.39 3.25 35.18 73.76 64.33 73.76 79.14
dnone_e100_m2_headtnonesnone 0.85 25.02 20.91 2.94 49.71 77.20 70.38 77.20 81.31
dnone_e100_m2 0.85 11.59 19.60 3.12 35.16 74.16 64.37 74.16 79.44

200 bs256_ep200_mmselfsup 0.85 10.96 25.60 6.32 43.72 76.15 67.48 76.15 81.12
ep200 0.85 8.23 21.52 3.28 33.87 70.62 61.39 70.62 76.19

300 dnone_e100_m2_data030 0.85 8.27 24.49 3.30 36.90 74.81 65.71 74.81 80.12
400 ep400 0.85 9.46 18.90 3.43 32.64 69.00 59.24 69.00 74.35
800 ep800 0.85 11.16 16.42 3.37 31.79 67.28 57.91 67.28 73.00
1000 dnone_e100_m2_data010 0.85 10.72 26.01 3.40 40.97 76.67 68.19 76.67 81.12

0.85 9.07 17.84 4.97 32.72 66.67 57.26 66.67 72.77
RN50w2 100 ep100 0.74 0.00 27.17 3.06 30.71 66.81 56.99 66.81 72.53

1000 0.74 0.00 22.04 3.54 26.06 58.57 48.58 58.57 65.04

Continued on next page

34



Evaluating SSL via Risk Decomposition

Risk Component Aggregated Error

Objective Arch. Epochs Other Approx. Usability Probe gen. Enc. gen. 100% 30 Shot 1% 5 Shot 3 Shot

RN50w4 1000 0.00 0.46 24.81 3.86 29.14 61.76 52.21 61.76 68.13

SimSiam RN50 100 bs256_ep100 0.85 2.80 26.00 3.23 32.87 68.85 59.77 68.85 74.77
bs512_ep100 0.85 2.87 26.08 3.40 33.19 69.07 59.56 69.07 74.87

200 bs256_ep200_mmselfsup 0.85 1.59 25.17 4.73 32.32 65.91 56.45 65.91 72.10

SpecCL RN50 100 bs384_ep100 0.85 10.86 23.38 3.25 38.34 73.91 65.82 73.91 78.39

SwAV RN50 100 ep100 0.85 2.98 23.40 1.81 29.04 62.09 52.83 62.09 68.61
200 ep200_bs256 0.85 7.10 18.06 2.59 28.59 60.69 51.45 60.69 67.14

ep200 0.85 1.63 22.02 3.07 27.56 60.27 50.36 60.27 66.78
400 ep400_2x224 0.85 4.11 22.49 3.30 30.75 62.22 53.41 62.22 67.97

ep400_bs256 0.85 2.77 20.23 2.98 26.82 59.22 48.98 59.22 66.00
ep400 0.85 1.13 21.53 3.13 26.63 58.80 48.99 58.80 65.83

800 0.85 1.23 20.71 3.29 26.07 57.91 47.63 57.91 64.89
RN50w2 400 0.74 0.00 20.70 3.04 23.98 56.33 45.79 56.33 64.08
RN50w4 400 0.00 0.24 19.85 3.67 23.76 54.70 43.80 54.70 63.11

VICReg RN50 1000 0.85 1.98 21.84 2.94 27.60 56.36 47.47 56.36 62.47
RN50w2 1000 0.74 0.00 22.10 2.97 25.33 47.52 40.24 47.52 53.17

VICRegL ConvNext-B 400 alpha075 1.41 8.36 11.85 2.88 24.49 41.08 36.91 41.08 44.92
alpha09 1.41 8.05 12.59 3.20 25.24 39.78 35.66 39.78 43.71

ConvNext-S 400 alpha075 1.69 10.94 9.43 3.05 25.11 41.38 37.47 41.38 44.96
alpha09 1.69 10.92 9.41 3.14 25.17 41.05 36.98 41.05 44.82

ConvNext-XL 150 alpha075 0.00 1.42 17.26 2.44 21.12 44.11 38.05 44.11 48.44
RN50 300 alpha075 0.85 1.46 24.98 3.41 30.69 60.99 52.38 60.99 66.90

alpha09 0.85 1.14 24.80 2.93 29.71 60.25 51.26 60.25 65.99

iBOT ViT-B16 400 extractb 0.54 0.73 16.44 3.70 21.42 37.60 31.86 37.60 42.77
1.00 5.12 12.63 2.77 21.51 34.60 30.14 34.60 38.08

ViT-L16 250 extractb nan nan 16.05 2.66 19.57 34.54 28.96 34.54 39.05
extracts nan nan 15.08 3.37 20.46 31.75 27.49 31.75 35.19

0.55 1.89 14.57 2.90 19.91 31.72 27.38 31.72 35.51
ViT-S16 800 extracts 0.96 5.58 13.24 3.51 23.29 45.35 37.91 45.35 51.57

nan nan 4.51 2.74 23.13 39.42 34.03 39.42 43.71
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F Secondary results

F.1 Validating the metrics
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Figure 27: The difference between the standard metrics we found and the published values (when available). Negative
means that the models performed worst than previously stated.

A secondary contribution of our paper is to evaluate 169 pretrained models, in a controlled and fair fashion. Appx. F.1
validates the metrics we computed by comparing it to previously published results (when available). We see that the values
we found were generally close to the published results. But for the 100% the values can sometimes be very different. As a
reminder (see Appx. C.3) the two main difference in this setting is that (i) we do not apply data augmentations when training
the probe as it is more realistic and computationally efficient; and (ii) we perform extensive hyperparameter tuning on a
validation set. The fact that we do not use data augmentations to train the probe, is likely why the values we found are worst
(1.13± 3.01) than the published ones (p-value=1e-4 with a paired t-test). Our extensive hyperparameter tuning can likely
explain why for some models we improve the probing results. For 1% and 5-shot, previous works also do not use data
augmentations and should thus be more similar to our results. Indeed, we have that the respective aggregated values are
0.14± 2.39 and −0.34± 0.48 neither of which are statistically significant.

Table 8 shows in more detail the values that are more than 3 accuracy points further than published results. We see that many
of the highly positive values are older SSL models that predict the transformation (Jigsaw, RotNet, Relativeloc, RotNet) and
are thus not invariant to data augmentations. We hypothesize that given that they are not invariant to the augmentations,
training the probe with augmentations performs much better for them, which is why the differences are large. For the case of
MUGS, we note that they do not specify the evaluation pipeline of their models. In particular, we do not know which block
of the ViT they used as the representation. Table 8 suggests that we likely chose a different feature as the performance of the
model is worst on 1% but better on 100%.

F.2 Alternative decomposition

In Appx. A.2 we have seen that our decomposition is not unique. There are two alternative decompositions, but only one
of which would be useful for understanding the effect of representation learning. This decomposition would essentially
switch the order of the two generalization errors and thus keep the same interpretation as our decomposition. As previously
discussed, the estimates for this decomposition would likely be worse than for our decompositions. In the following, we
compute those (worse) estimates of the generalization errors and compare them with the ones in the paper. The goal is to
make sure that alternative decompositions and estimators do not change the main conclusions from our paper.

Fig. 28 shows that despite being different components and different estimators, the estimated probe and encoder generaliza-
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Table 8: Models for which the evaluated metrics are more than 3 accuracy points further than published results.

Objective Arch. Epochs Other 100% 1% 5 Shot

BYOL RN50 1000 augnocolor -4.07

DISSL RN50 100 dnone_e100_m2 5.04

DeepCluster RN50 200 bs512_ep200_mmselfsup -17.57

Jigsaw RN50 105 in22k 17.58
10.77

MSN ViT-B16 600 ep600 -4.27
ViT-L16 300 ep600 6.36

MUGS ViT-S16 800 ep800_extracts -1.71 4.03

PIRL RN50 200 ep200 3.62

Relativeloc RN50 70 70ep_mmselfsup 3.16

RotNet RN50 105 in1k 7.16
in22k 7.31

SimCLR RN101 100 ep100 -3.78
RN50 200 bs256_ep200_mmselfsup 6.28

SpecCL RN50 100 bs384_ep100 5.31
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Figure 28: Our risk decomposition and the alternative Eq. (5), which switches the order of generalization errors, give similar
results. Different colors show different encoder while the shape shows whether the generalization errors correspond to
the alternative (cross) or our main decomposition (circles). We only show the generalizations as the other components are
exactly the same. As discussed in Appx. A.2 the alternative risk components are likely worst estimates. Axes are on the
same scale.

tion of the alternative and main decompositions are highly related. This is reassuring as it suggests that using a different
decomposition would not change our interpretation of the results (encoder generalization still seems small in absolute terms
and the relative ordering of models seems similar). Note that the plot is rectangular as the axes are on the same scale but
encoder generalization is smaller than probe generalization.

F.3 Trends over time

In Fig. 4, we saw how risk components have been changing over time for the best ImageNet-pretrained models published
in that year. Fig. 29a shows instead the average over all models published in that year (including those trained on the
ImageNet-22K, LAION and CLIP dataset). We see that the global trend is essentially the same: usability has been driving
improvements but probe generalization is now what matters.

We can also consider more fine-grained trends by looking at how risk components have been changing for a type of
self-supervised learning method (Fig. 30) or encoder architecture (Fig. 29b). Fig. 30 shows that much of the improvements
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Figure 29: Evolution of risk components over time. Lower is better. (a) the risk components are averaged over all models
published in a given year; (b) the risk components are the best over models published in a given year and for a specific
family of encoder’s architecture (ResNet and ViT).
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Figure 30: Evolution of average risk components over time. For a specific SSL mode.

in usability have been achieved under the contrastive learning framework. Using Fig. 29b we also see that the more recent
improvements in probe generalization have mostly come from the clustering paradigm using ViTs.

F.4 Scaling laws

Table 9: Our scaling law predicts well performance. Numbers are R2 on test data.“Std” is a standard scaling law fitted on all
encoders. “e=fam.” fits separately ViT’s and ResNet’s, while “e=arch.” and “ e=obj.” fit separate laws for each architecture
and SSL objectives. Columns show held-out test sets. “IID” test on 3/5 settings for each encoder.“Cntr”, “Enc.”, “2022”,
respectively tests on all encoders that are contrastive, ViTs, from last year. Missing values mean scaling laws cannot predict
this test set.

test set

scaling law param. i.i.d. 2022 cntr. ViT

Std 5 0.31 -0.12 0.46 -0.98
e=family 11 0.60 0.65 0.72
e=arch. 41 0.63 0.66
e=obj. 86 0.82

Ours 2 0.94 0.91 0.96 0.84

We propose the following scaling law based on our decomposition:

RU,S(n) ≈ Eapp + Eφgen + (1−W )Euse + (WEuse + Efgen)

(
N

n

)α
(25)

where Eapp, Eφgen, Euse, Efgen are respectively the risk components for the approximation, encoder generalzation, usability,
and probe generalization. n is the number of samples used to train the probe, N is the number of samples used to estimate
the decomposition, and α,W are fitted parameters quantifying sample efficiency and Euse’s dependence on n.
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Fig. 5b shows that Eq. (25) fits all results very well (R2 = 0.94, α = 0.15, w = 0.51). Table 9 shows that it predicts better
the performance of held-out models compared to standard neural scaling laws (Kaplan et al., 2020; Rosenfeld et al., 2020)
of the form RU,S(n, p, e) ≈ Ie + Ce

nαe + K
pβ

where p is the number of probe’s parameters, e is a set of encoders for which we
train the same scaling law (e.g. those with the same architecture), and {Ie}e, {Ce}e, {αe}e,K, β are fitted.

F.5 Trade-offs

As discussed in Appx. A.5 the standard approximation-estimation tradeoff implies three representation learning tradeoffs.
Let us look at all possible tradeoffs empirically.
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Figure 31: All potential tradeoffs between our risk components when considering (a) all models pretrained on ImageNet. (b)
the best 10% of model for recent years (since 2019).

Fig. 31 shows all possible pairwise tradeoffs between the risk components. We see that when considering all models in
aggregation there seem to be no tradeoffs (Fig. 31a). Fig. 31b instead shows the best performing models for each (recent) year.
Although there are not many points, we can see the usability-probe gen tradeoff and a glimpse of the approximation-probe
gen tradeoff. But there does not seem to be any sign of any approximation-encoder generalization tradeoff. The fact that
there seems to be a tradeoff for the probe but not the encoder, might be related to the fact that over-parametrized models
seem to not follow the standard approximation-estimation tradeoff (Belkin et al., 2019; Yang et al., 2020; Nakkiran et al.,
2020; Dar et al., 2021; Neal et al., 2018). This over-parametrization could potentially explain why the encoder generalization
is smaller than the probe generalization. That being said we see in Fig. 31b that the approximation error is really small and
so tradeoffs that depend on it are likely not important for practical SSL.

We emphasize that the tradeoff curve given by the top performing models (Fig. 6 and Fig. 31b) does not correspond to
modifying a single hyperparameter on the best performing model, but those are instead models trained with different SSL
objective, architectures, epochs, and many other hyperparameters. For example, the best-performing models for 2022 (in red
in Fig. 6) include msn_vitb4_ep300, msn_vitl7_ep200, mugs_vitl16_ep250.

We have seen the U-P tradeoff for encoders that are pretrained with SSL. Our risk components and their tradeoffs are
nevertheless not specific to SSL. A natural question is thus whether we see the same tradeoff for other representations.
Fig. 32 provides evidence of such tradeoff more generally, by considering representations coming from untrained encoders.
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Figure 32: The tradeoff between probe generalization and usability also holds when the encoder is untrained. Each point
shows the probe generalization (y-axis) and usability (x-axis) for representations that come from a different randomly
initialized encoder.

F.6 Uniformity, alignment, and effective dimensionality

Many previous works have proposed different simple statistics to measure the quality of SSL representations. Three very
common such statistics that are easy to compute are (we give code in PyTorch):

Effective dimensionality Dubois et al. (2022) recently proved that the effective dimensionality, i.e., the dimension of the
space spanned by the representation’s support, is a key property to ensure that downstream tasks with a few classes
can be performed. The requirement for large effective dimensionality was also indirectly suggested by theoretical
arguments of (Saunshi et al., 2022; HaoChen et al., 2021). For a fixed ambient dimensionality, the dimensionality
collapse literature (Hua et al., 2021; Jing et al., 2022) also suggested that small effective dimensionality can be an
issue. To compute the effective dimensionality we simply compute the rank (under some small tolerance) of Pearson’s
correlation coefficient matrix of the represented training set as follows:
torch.linalg.matrix_rank(Z.T.corrcoef(), atol=1e-4, rtol=0.01).

Uniformity Wang & Isola (2020) and follow-ups, e.g. (Wang & Liu, 2021), show that contrastive learning forces represen-
tations to be approximately uniformly distributed on a hypersphere, and they hypothesize based on empirical results
that this is a desired property. But more recent theories (Dubois et al., 2022; Wang et al., 2022) suggest the opposite.
We test the usefulness of uniformity using Wang & Isola (2020) original estimator:
torch.pdist(F.normalize(Z, dim=-1), p=2).pow(2).mul(-2).exp().mean().log().

Alignment Countless works (Ericsson et al., 2021; Dubois et al., 2022; Foster et al., 2021; Mitrovic et al., 2021; Dubois
et al., 2021; Ruan et al., 2022; Foster et al., 2021; Miao et al., 2022) have proven or hypothesized that good encoders
should be invariant to data augmentations. Although perfect invariance will not be achieved, it is natural to hypothesize
that good encoders will map equivalent/augmented examples close together. Such property is called alignment (Wang
& Isola, 2020), and can for example be quantified using the distance between augmented samples z1, z2:
(z1 -z2).norm(dim=-1).pow(2).mean().

In the following, we tested how well each of the previous statistics can predict the performance of a downstream model
for the case of Resnet50s. Note that both uniformity and alignment were proposed by Wang & Isola (2020) in the case
where the downstream representations are normalized before being probed. This is not the standard probing regime and we
found that normalizing representations decreases downstream performance by 0.44± 0.28. We nevertheless compared the
statistics to the performance in both the normalized and the unnormalized regimes for a subset of the models (19 models
from VISSL) to compare in a setting more similar to (Wang & Isola, 2020). Fig. 33 shows qualitatively all the results. For
quantitative results, we evaluated the model log(agg_risk) = δ+α log(eff_dim) +βuniformity + γalignment to test how

40



Evaluating SSL via Risk Decomposition

well each statistics (conditionally) correlates with the downstream performance.6 The fitted model is

agg_risk = 93− 9.5 · log(eff_dim)− 0.51 · uniformity + 4.4 · alignment, (26)

it achieves an R2 of 0.58.
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Figure 33: Relation between various statistics (“Uniformity”, “Alignment”, “Eff. Dim.”) and probing performance from
normalized (“Agg. Risk Norm.”) and normalized representations (“Agg. Risk”) for the case of ResNet50s. For normalized
representations, we only evaluated the models from VISSL.

Effective dimensionality correlates with performance. Fig. 33 shows that higher effective dimensionality seems to
improve downstream performance. Quantitatively, the effective dimensionality is statistically significant with a p-value
of 4e-11 and the simple model Eq. (26) suggests that increasing the effective dimensionality by a factor of 3 improves the
accuracy by 10 percentage points.

Uniformity is not predictive of performance. Looking at Fig. 33 it seems that uniformity is correlated with performance.
But the quantitative results show that the p-value is 0.74, so the (conditional) correlation is not statistically significant. The
difference between the quantitative and qualitative results comes from the fact that the estimated uniformity is actually
highly correlated with effective dimensionality. For example, if we removed the effective dimensionality from Eq. (26) the
coefficient of uniformity would increase to 6, and the p-value decrease to 0.001 (R2 is only 0.19). This shows that although
the estimator of uniformity does correlate with performance (as experimentally shown by (Wang & Isola, 2020)) it is only
because it correlates with effective dimensionality. Beyond this, uniformity is not predictive of performance, which supports
Dubois et al.’s (2022) theory.

6This was the best model for predicting the performance using a linear combination of effective dimensionality, uniformity, and
alignment with potential log processing
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Alignment does not correlate with performance. Fig. 33 shows that alignment does not seem to be correlated with
(normalized or normalized) performance. This is further supported quantitatively by the fact that its impact is not statistically
significant (p-value of 0.59), This is surprising given that previous theories and experiments have shown that alignment does
predict performance. We do not have a good explanation of why this is the case but note that alignment for examples of the
same class (e.g. alignment of 2 random dogs rather than the same dog with different augmentations) is highly correlated
with performance (coefficient of 40.7 and p-value of 6e-7).
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