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Abstract
The class-wise training losses often diverge as a result of the various levels of intra-class and inter-class appearance variation, and we find that the diverging class-wise training losses cause the uncalibrated prediction with its reliability. To resolve the issue, we propose a new calibration method to synchronize the class-wise training losses. We design a new training loss to alleviate the variance of class-wise training losses by using multiple class-wise scaling factors. Since our framework can compensate the training losses of overfitted classes with those of under-fitted classes, the integrated training loss is preserved, preventing the performance drop even after the model calibration. Furthermore, our method can be easily employed in the post-hoc calibration methods, allowing us to use the pre-trained model as an initial model and reduce the additional computation for model calibration. We validate the proposed framework by employing it in the various post-hoc calibration methods, which generally improves calibration performance while preserving accuracy, and discover through the investigation that our approach performs well with unbalanced datasets and untuned hyperparameters.

1. Introduction
With the advancement of deep learning algorithms (Krizhevsky et al., 2017; Yue et al.; Simonyan & Zisserman, 2015; Girshick, 2015; Cheng et al., 2020; Li et al., 2021; Lin et al., 2017), many machine learning tasks have accomplished impressive performance improvement. However, the safety-critical industries, such as medical and autonomous driving industries, need calibrating prediction beyond high performance to avoid unpredictable errors (Rao & Frtunikj, 2018; Yao et al., 2020). To tackle the issue, model calibration is widely studied to calibrate the prediction of deep learning models to represent the reliability of the prediction (Guo et al., 2017; Müller et al., 2019; Mukhoti et al., 2020).

However, the existing studies (Guo et al., 2017; Müller et al., 2019; Mukhoti et al., 2020) have required large additional computations to calibrate the predictions during the training of target models, and further, they suffered from the performance drop to acquire the well-calibrated predictions. To reduce the additional computation of model calibration, post-hoc calibration studies have also been studied (Platt et al., 1999; Guo et al., 2017), which calibrate the prediction by using the weight parameters of pre-trained models. However, the post-hoc calibration methods suffer from performance drops because the overconfident prediction of a
We perform experiments employing our method to various
class-wise training losses are critical for preventing target
models from being calibrated well. As partly shown in
Fig. 1, we discover that the variance of class-wise losses is
highly correlated to the calibration errors. The asynchronous
class-wise training losses conventionally happen during the
training of deep learning models due to the variety of class-
wise degrees of intra-class appearance variations and inter-
class appearance similarities. For the classes containing
diverse appearance changes, their training loss would be
hard to be reduced, and the same situation happens for the
classes that are hard to be distinguished from each other.

Based on the discovery, we propose a novel calibration
mechanism to synchronize the class-wise training losses.
We design the calibration framework to easily be employed
in the post-hoc calibration methods, reducing the additional
computation for model calibration by using the pre-trained
model as an initial model. Since the proposed method con-
trols the scale of class-wise training losses, we can apply
our method by simply changing the calibration functions
of the previous studies to the weighted sum of class-wise
training losses. Additionally, by compensating the training
losses of overfitted classes with those of under-fitted classes,
our method can maintain the entire training loss, preventing
the performance drop after model calibration.

We perform experiments employing our method to various
post-hoc calibration methods, which shows the state-of-the-
art calibration performance while preserving the accuracy
of the original model. We further validate the real-world
applicability of our method by performing experiments with
imbalanced datasets. In addition, we find that the proposed
algorithm exhibits stable convergence of calibration perfor-
ance even when its hyperparameters are fixed during
updates, in contrast to previous post-hoc calibration meth-
ods requiring schedulers. The contribution of this work can
be summarized as follows:

• We verify the effectiveness of the synchronized class-
wise losses for improving the prediction reliability
while preserving the overall accuracy.

• We propose a new post-hoc calibration method that
is called class-wise loss scaling to synchronize the
class-wise training losses by controlling the loss scale
factors.

• We validate the proposed method by combining it
with various baselines and benchmark datasets, which
shows the state-of-the-art calibration performance even
while sometimes enhancing the accuracy.

2. Related Works

Typically, Negative Log Likelihood (NLL) is used as train-
ing loss in most calibration methods (Guo et al., 2017; Kull
et al., 2019; Rahimi et al., 2020; Zhang et al., 2020; Frenkel,
2021; Tomani et al., 2022). Confidence calibration categor-
izes into two parts: model calibration and post-hoc

2.1. Model Calibration

Model calibration calibrates the model’s confidence during
training by preventing under and over confidence. Guo et
al. (Guo et al., 2017) showed that transformations such as
model capacities, batch normalization, and weight decay
affect the model confidence. Label Smoothing (LS) (Muller
et al., 2019) smooths a one-hot label by decreasing the value
of the ground truth label and increasing the values of other
class labels. LS achieves model calibration by preventing
overfitting on datasets. Recently, Mukhoti et al. (Mukhoti
et al., 2020) proposed the usage of Focal Loss (FL), which is
used for imbalanced datasets. FL makes loss magnitude low
to the easy datasets and high to the hard datasets because
the easy dataset is easy to over-confident and vice versa.

However, model calibration suffers from a trade-off between
confidence and accuracy. Consequently, the increased con-
fidence of the calibrated model comes at the expense of
reduced accuracy when compared to a model specifically
trained for improved accuracy.

2.2. Post-hoc Calibration

Post-hoc calibration adjusts the output logits of a pre-trained
model that was trained without any consideration for the cal-
ibration method. As a typical traditional calibration method,
Platt scaling (Platt et al., 1999) is the parametric approach to
transform the logits. Temperature Scaling (TS) (Guo et al.,
2017) and Ensemble Temperature Scaling (ETS) (Zhang
et al., 2020) are parametric approaches to calibrate the low-
confident logits while preserving accuracy. TS only uses the
single scalar parameter to generalize data distribution. ETS
uses more parameters to increase the calibration function’s
expressive by using ensemble models. Parameterized Tem-
perature Scaling (PTS) (Tomani et al., 2022) recently has
been proposed to estimate appropriate temperature param-
eter T through the multi-neural layers. Even though some
cases lose the pre-trained networks’ performance, Class-
based Temperature Scaling (CTS) (Frenkel, 2021) shows the
probability of improving accuracy and calibration.

While temperature-based methods are simple and easy to
keep accuracy preserving, matrix-based methods (Kull et al.,
2019; Rahimi et al., 2020) are vice versa. Dirichlet with
Off-Diagonal and Intercept Regularisation (DirODIR) (Kull
et al., 2019) proposed a matrix with regularization. Intra Or-
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**Figure 2. Overall framework.** Our method brings a class-wise loss and normalizes the class-wise loss to consider relative confidence. Then normalized class-wise loss is used to get class-wise loss scale weight through the estimator. Learning of calibration function is controlled by the estimated class-wise loss scale factor.

Our method introduces a class-wise loss scaling scheme that takes into account the differences among the confidences of multiple classes.

3. Preliminaries

Typical calibration methods are training the networks to calibrate well by changing depth, width, weight decay, and loss function (Guo et al., 2017; Müller et al., 2019; Mukhoti et al., 2020). However, these methods need a high cost to train deep neural networks again. Post-hoc calibration reuses the pre-trained neural networks to calibrate prediction probability by controlling the uncertainty. This method can train low cost due to reusing the pre-trained networks.

In the Post-hoc problem, the dataset is separated into the training, validation, and test datasets. Pre-trained networks use the training datasets to learn the model parameters. Then, we get logits of the validation datasets and test datasets through the pre-trained networks. Post-hoc calibration method uses validation and tests logits to train and verify, respectively.

We address the issue of calibrating neural networks as a parametric method. We define a d-dimensional domain space by \( \mathcal{X} \subset \mathbb{R}^d \), and \( \mathcal{Y} = \{1, \ldots, n\} \) means a label space with \( n \)-dimensional domain space by \( \Delta_n \). \( \Delta_n \) is an \( n-1 \) dimensional unit simplex, defined as \( \{ x \in \mathbb{R}^n : x_0 + \ldots + x_{k-1} = 1, x_i \geq 0, \forall i = 0, \ldots, k-1 \} \). Then, we can derive a dataset \( \mathcal{D} \) of \( \mathcal{X} \times \mathcal{Y} \) where \( X \in \mathcal{X} \) is composed of independent and identically distributed samples from an unknown distribution with \( Y \in \mathcal{Y} \). We assume that the trained \( n \)-class probability predictor \( \phi_o : \mathbb{R}^d \to \Delta_n \) is given as \( \phi_o = \text{sm} \circ g \), where \( \text{sm} \) represents the sigmoid function and \( g \) is \( n \)-way classifier resulting in an \( n \)-way vector \( z \). Then, we can get the predictor output as \( \hat{p} = \phi_o(x) \) and its predicted label is \( \hat{y} = \arg \max \hat{p} \). When \( \phi_o \) and \( \mathcal{D} \) are given, with the notation of the post-hoc calibration function \( f : \mathbb{R}^n \to \mathbb{R}^n \), we can derive the calibrated \( n \)-class probability predictor as \( \phi_c \equiv \text{sm} \circ f \circ g \).

Then, our goal is to train the post-hoc calibration function \( f \) satisfying Definition 1.

**Definition 1.** For the distribution \( \pi \) of \( \mathcal{X} \times \mathcal{Y} \), let random variables \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \) be drawn from \( \pi \), when we denote an \( n \)-class probability predictor by \( \phi_c : \mathbb{R}^d \to \Delta_n \) with the definition of \( \hat{y} := \arg \max \hat{p} \) and \( \hat{p} := \phi_o(x), \) we call the \( \phi_c \) is in the perfectly calibrated state if satisfying the following equation:

\[
\text{Prob} (\hat{y} = y | \hat{p} = p) = p, \quad \text{for } \forall p \in [0, 1],
\]

where \( p \) is a component of \( p \). To achieve the perfect calibration, many previous studies (Guo et al., 2017; Rahimi et al., 2020; Zhang et al., 2020) have utilized the Negative Log Likelihood (NLL) loss, and we also follow them.

4. Class-wise Loss Scaling

In this section, we describe our new calibration methods for post-hoc calibration, which is named class-wise loss scaling. The overall framework is described in Fig. 2. We first present an analysis of the high correlation between the calibration error and the variance of class-wise training losses. Then, based on the analysis, we define a class-wise calibration loss, and the class-wise loss scaling estimator is proposed to control the variance of class-wise training losses.
Figure 3. **Analysis of calibration error and class-wise losses.** (a), (b), (c), and (d) show the change of total loss, class-wise losses, a standard deviation of class-wise losses, and expected calibration error by epoch, respectively. A and B represent the points containing the same total loss, but the class-wise losses are diverse in A compared to B. From the results, we can confirm that the expected calibration error can be reduced by minimizing the variance of class-wise losses while preserving the total loss. (e) shows the loss proportion of three under-fitted classes and the other over-fitted classes.

### 4.1. Calibration Error and Class-wise Losses

For the analytical intuition, we focus on the relationship of class-wise training losses instead of the total loss. The generic strategy to validate the trained model is to compare the prediction of total samples with the corresponding ground-truth data (Foody, 2017). Because this approach only considers the mean accuracy of total samples, the prediction of several classes could be over-confident (Guo et al., 2017; Zhang et al., 2020). To show the importance of class-wise training losses, we assume that even though two models have the same total training loss, their calibration error would be diverse according to the variance of the class-wise losses. To examine our strategy, we conducted a simple toy experiment with the post-hoc calibration method using one extra parametric layer. We choose the top-3 classes with the highest class-wise training losses because we have noticed that these classes exhibit the most distinct trade-off among various top-k classes. Then, we train the extra parametric layer by using only the class-wise training losses of the chosen classes, which can be denoted as follows:

$$
\mathcal{L} = - \sum_{i \in S} \sum_{(x, y) \in \mathcal{D}_i} \delta(y)^T \log(\phi_c(x)),
$$

where $S$ and $\mathcal{D}_i$ are the index set of the top-3 classes and the sample set of $i$-th class, respectively, and $\delta$ transforms the given scalar to the corresponding one-hot vector. We conduct the toy experiment using the uncalibrated WideResNet-32 (Zagoruyko & Komodakis, 2016) on CIFAR dataset (Krizhevsky & Hinton, 2009).

In Fig.3-(a-d), we show the change of the total loss, class-wise loss, standard deviation of losses, and Expected Calibration Error (ECE) (Naeini et al., 2015) according to the training epochs. We remark on two points, each noted by A and B, which have the same total losses at different training epochs. We can find that, although the two points have the same total losses, the ECE values are diverse, which verifies that the total training loss is irrelevant to the calibration error. Thus, the minimization of total loss cannot certainly train the model to be well-calibrated.

In Fig. 3-(b), we can observe the large difference among the class-wise training losses at epoch 0. Thus, the variety of class-wise training loss shows that the classes suffer from different types of issues, including over-confident and under-confident predictions. Meanwhile, the variance of the class-wise training losses becomes much reduced after the additional training epochs, like the ECE values of B. We also quantify the variance of class-wise training losses by their standard deviation, as shown in Fig. 3-(c). From the similar trends between Fig. 3-(c) and (d), we can verify that the ECE values are highly correlated to the standard variation of class-wise training losses during the model training.

When we visualize the composition of the total loss at A and B points as shown in Fig. 3-(e), we can easily find the trade-off between the class-wise training losses of under-fitted and overfitted classes. The quantity of the reduced class-wise training loss of the under-fitted classes is added to the class-wise training loss of the overfitted classes, which results in the reduced calibration error while preserving the total loss.

From the analysis, we can verify that the variance of the class-wise training loss is a significant factor in controlling the degree of post-hoc calibration. Furthermore, because the class-wise training losses can be complemented between the overfitted and under-fitted class with the preserved total loss, we can avoid the pre-trained model’s performance drop after the post-hoc calibration. Based on the investigation, we develop a novel mechanism to control the class-wise training losses for post-hoc calibration.
4.2. Class-wise Calibration Loss

We use class-wise calibration loss to consider relative confidence between each class. We define the sample set of class $i$ by $\mathcal{D}_i$, and thus $\mathcal{D}_1 \cup \mathcal{D}_2 \ldots \cup \mathcal{D}_n = \mathcal{D}$. We divide the sample set according to their ground truth, so all the samples labeled by the $i$ class are added into $\mathcal{D}_i$. Then, the class-wise training loss for $i$-th class can be derived as follows:

$$L_{C_i} = - \sum_{(x, y) \in \mathcal{D}_i} \delta(y) \log(\phi_c(x)),$$

(3)

where $\delta$ transforms the given scalar to the corresponding one-hot vector and $\phi_c$ is calibration function, such as TS (Guo et al., 2017), ETS (Zhang et al., 2020), PTS (Tomani et al., 2022), and CTS (Frenkel, 2021). class-wise calibration losses are used to train calibration functions and calculate class-wise confidence levels.

4.3. Class-wise Loss Scaling Estimator

In this section, we describe the class-wise loss scale estimator. Based on the motivation obtained from our analysis, we design the class-wise calibration loss by the weighted sum of the class-wise training losses. However, we cannot manually assign the class-wise weights because the over-confident and under-confident classes are unknown and differ according to the datasets and network architectures. To solve the problem, we design a new sigmoid-based function to control the class-wise weights according to their training loss values, which accelerates the trade-off among the class-wise training losses.

First, we normalize the class-wise training losses by

$$\bar{L}_{C_i} = \frac{L_{C_i} - \mathbb{E}[L_{C_i}]}{\sqrt{\mathbb{E}[L_{C_i}^2] - \mathbb{E}^2[L_{C_i}]}}$$

(4)

where the losses are normalized by a normal distribution of zero mean and unit standard deviation.

Then, from the normalized class-wise training losses, we estimate the class-wise weight parameters by using a sigmoid-based function as follows:

$$w_i = \sigma(\bar{L}_{C_i}; \alpha, \beta) := \frac{\beta}{1 + \exp(-\bar{L}_{C_i}/\alpha)} - \frac{\beta}{2},$$

(5)

where $\alpha$ and $\beta$ are the parameters to determine the shape of the sigmoid-based function, which are optimized automatically. From the derivation, we can find that $\sigma(\bar{L}_{C_i}; \alpha, \beta)$ ranges from $-\beta/2$ to $\beta/2$. $\alpha$ determines the magnitude of the gradient, and $\beta$ changes the boundary scale for the class-wise training losses.

To optimize the values of $\alpha$ and $\beta$, we design a new objective function to reduce the variance of the class-wise training losses as follows:

$$\mathcal{L}_{\sigma(\alpha, \beta)} = \eta(\bar{L}_{C_i}) \approx \sqrt{\sum_{i=1}^{c} \left( \bar{L}_{C_i}^0 - \sigma(\bar{L}_{C_i}; \alpha, \beta) \cdot (\bar{L}_{C_i}^0 - \mathbb{E}[\bar{L}_{C_i}])^2 \right)},$$

(6)

where $\eta(\bar{L}_{C_i})$ is a function for a standard deviation of class-wise training losses after the first iteration, and $\bar{L}_{C_i}^0$ and $\bar{L}_{C_i}$ mean the $i$-th class-wise training losses before and after the first training iteration, respectively. Thus, we approximate the variance of the class-wise training losses at the current iteration by using a first-order Taylor series to simplify the objective function. We use the SLSQP optimizer (Perez et al., 2012) to find the optimal solution of $\alpha$ and $\beta$, and we freeze the optimal values during the entire training sequence for the calibration scaling.

Now we use the optimal alpha and beta to estimate the class-wise loss scaling weights and calculate the weighted sum of class-wise loss with class-wise loss scaling weights. Thus, we can define $i$-th class-wise loss scaling as follows:

$$\mathcal{L}_{P_i} = w_i \mathcal{L}_{C_i}.$$  

(7)

Based on empirical comparisons provided in Appendix A, we have decided to employ a normalization method based on the normal distribution among the various normalization methods.

4.4. Calibration Scaling

Finally, from the definition of class-wise training losses and class-wise loss scaling, we optimize the calibration function scaling by the combination of class-wise training losses and class-wise loss scaling. The total loss is $\mathcal{T} = \sum_{i=1}^{c} \mathcal{L}_{C_i} + \mathcal{L}_{P_i}$, which can be simplified by Eq. 7 as follows:

$$\mathcal{T} = \sum_{i=1}^{c} (1 + w_i) \mathcal{L}_{C_i}.$$  

(8)

To find optimal parameters, we utilize the original optimizer and hyperparameters of baselines.

5. Experiments

In this section, we present the empirical results on diverse classifier sets. Then, we describe the results of our extensive analysis and validate our approach compared to other methods.

5.1. Dataset and Implementation Details

We use three different datasets and six different pre-trained models to train and evaluate the calibration methods. We
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Figure 4. Training stability of losses. (a), (b) and (c) show the total loss, the standard deviation of class-wise losses, and the expected calibration error according to the training epoch. While Label Smoothing and Focal Loss are diverging from specific training epochs, our loss is stably aligned with the conventional cross-entropy loss.

We separate the datasets into validation datasets and test datasets with the sizes of 25000/10000 for CIFAR10 and CIFAR100 datasets (Krizhevsky & Hinton, 2009) and 25000/25000 for ImageNet dataset (Deng et al., 2009). For the imbalanced dataset experiment, we separate the datasets into train, validation, and test datasets with the sizes of 10215/10216/10000 for CIFAR10-LT and 9786/9787/10000 for CIFAR100-LT (Tang et al., 2020). In these datasets, the number of classes varies from 10 to 1000. Each post-hoc calibration method was trained with validation datasets and evaluated by test datasets. We use pre-trained but uncalibrated models, which are DenseNet40, DenseNet161 (Huang et al., 2017), WideResNet32 (Zagoruyko & Komodakis, 2016), ResNet110, ResNet152 (He et al., 2016), and ResNet110SD (Huang et al., 2016). We follow the datasets and the pre-trained model setting referred to in (Ma & Blaschko, 2021) and use the logits, which are generated by combinations of datasets and models, as their original code. We initialize $\alpha$ and $\beta$ by 1.0 and 1.5, respectively, before their optimization. We conduct our experiments upon one RTX3090 environment. Our code is available online.

5.2. Evaluation Measure

We utilize two evaluation measures to compare the proposed algorithm with the previous methods. First, the accuracy measure is used to compare the model classification performance. The performance gap between the baseline and the calibrated model should be small for the successful calibration. Second, we use the Expected Calibration Error (ECE) (Naeini et al., 2015) to measure the calibration error as an indicator of the model’s confidence. The ECE measures the discrepancy between the accuracy and the predicted probability within a given probability interval. Therefore, the ECE value goes small for the well-calibrated model.

5.3. Comparison Result

The detailed implementation information of our comparison models is as follows: Temperature Scaling (TS) (Guo et al., 2017), Ensemble Temperature Scaling (ETS) (Zhang et al., 2020), Class-based Temperature Scaling (CTS) (Frenkel, 2021), and Parameterized Temperature Scaling (PTS) (Tomani et al., 2022). The detailed implementation for the comparison methods is explained in Appendix B. We train baseline methods using a learning rate of 0.02, 1000 epochs, and a cross-entropy loss. TS, ETS, and CTS use LBFGS optimizer (Battiti & Masulli, 1990) without a weight decay, and PTS utilizes Adam optimizer (Kingma & Ba, 2015) with 0.002 weight decay.

We also compare proposed approaches with Focal Loss (FL) (Mukhoti et al., 2020) and Label Smoothing (LS) (Müller et al., 2019) due to their similarity where the weights of the CE losses are scaled by multipliers. FL uses $\gamma = 3$, LS uses $\alpha = 0.05$, and both use a learning rate schedule of 0.005, 0.003, 0.001 for the first 200, next 400, and last 400 epochs on the baseline method.

5.3.1. Advantage of Balanced Class-wise Losses

We conducted additional experiments to compare and analyze the correlation between calibration error and the balanced class-wise losses, which was found in Section 3.1. The additional experiments were performed using the CIFAR10 dataset and ResNet110 model, and the results are presented in Fig. 4. In order to find out the relationship between the class-wise losses and ECE, we use the same method to estimate the class-wise losses for all the compared algorithms according to Eq. 3. Then, the total sum and standard deviation were calculated by using the estimated class-wise loss, as shown in Fig. 4-(a) and (b), respectively. Finally, the expected calibration error is plotted in Fig. 4-(c).

When we compare the total loss and the expected calibration error, we can see that the trends of the total loss and
the expectation calibration error are similar to each other. Label Smoothing (LS) and Focal Loss (FL) can confirm that total loss and expected calibration error change rapidly at similar epochs, and Cross-Entropy (CE) and ours verify that the total loss and expected calibration error converge at similar epochs. Through the results, we can see that a well-calibrated prediction can be obtained only when the overall class-wise loss is reduced. The next thing we should pay attention is to the similar epoch of the trends. The total loss and expected calibration error have similar trajectories but different optimization points. CE and our method converge in the total loss, but the calibration performance increases when the standard deviation of the class-wise loss converges. In the case of LS and FL, even if the total loss increases slightly, the calibration performance increases when the class-wise loss is balanced. From the results, we can confirm that the balance of class-wise loss affects the calibration performance.

As shown in Fig. 4-(a), the FL and LS methods show that the total loss rather increases as learning continues, which is caused by overfitting on validation. Since almost no change can be found in imbalanced samples, easy samples continue to learn less, while hard samples continue to learn more. Because of this problem, FL and LS must use an appropriate learning schedule technique to learn a well-calibrated model, but it is almost impossible to optimize a learning schedule to generalize in all situations. On the contrary, our method increases the relatively under-fitted loss while decreasing the over-fitted loss to balance the losses. As a result, the training with our method becomes stable because overfitting and underfitting are compensated to each other during the model training.

5.3.2. Quantitative Results

We perform experiments with our method combined with prior calibration methods on various benchmark datasets. In prior studies, FL and LS are applied only to the TS method, but we employ these approaches to other recent calibration methods such as ETS, PTS, and CTS in our experiments. In addition, we also test our method with the imbalance datasets to verify its real-world applicability.

**Experiments on benchmark datasets.** We perform the experiments using benchmark datasets first. As shown in Table 1, the proposed algorithm shows the state-of-the-art performance in terms of calibration error. Even though our method sometimes showed worse accuracy than the prior studies, the gap between the best accuracy and our performance is very small, compared to the large gap in the calibration error. Interestingly, while the previous studies such as LS and FL show the increase of
### Table 2: The comparison of calibration results on ECE (Accuracy) for several imbalanced datasets and models for image classification.

<table>
<thead>
<tr>
<th>Method</th>
<th>CIFAR10-LT</th>
<th>CIFAR100-LT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS (Gao et al., 2017)</td>
<td>21.08 (72.11)</td>
<td>19.14 (75.97)</td>
</tr>
<tr>
<td>ETS (Zhang et al., 2020)</td>
<td>6.15 (72.11)</td>
<td>4.66 (75.97)</td>
</tr>
<tr>
<td>PTS (Tomić et al., 2022)</td>
<td>6.10 (72.11)</td>
<td>4.43 (75.97)</td>
</tr>
<tr>
<td>CTS (Frenkel, 2021)</td>
<td>6.02 (72.17)</td>
<td>4.16 (76.42)</td>
</tr>
<tr>
<td>Average</td>
<td>6.11 (72.17)</td>
<td>4.38 (75.64)</td>
</tr>
<tr>
<td>TS+LS</td>
<td>8.16 (72.11)</td>
<td>4.99 (75.97)</td>
</tr>
<tr>
<td>ETS+LS</td>
<td>0.74 (72.11)</td>
<td>1.54 (75.97)</td>
</tr>
<tr>
<td>PTS+LS</td>
<td>1.02 (72.11)</td>
<td>1.16 (75.97)</td>
</tr>
<tr>
<td>CTS+LS</td>
<td>8.13 (72.00)</td>
<td>2.59 (76.03)</td>
</tr>
<tr>
<td>Average</td>
<td>8.11 (72.08)</td>
<td>2.01 (85.54)</td>
</tr>
<tr>
<td>TS+FL</td>
<td>7.24 (72.11)</td>
<td>1.68 (75.83)</td>
</tr>
<tr>
<td>ETS+FL</td>
<td>9.57 (72.11)</td>
<td>1.69 (75.83)</td>
</tr>
<tr>
<td>PTS+FL</td>
<td>10.52 (72.11)</td>
<td>1.62 (75.83)</td>
</tr>
<tr>
<td>CTS+FL</td>
<td>9.82 (72.12)</td>
<td>1.35 (76.01)</td>
</tr>
<tr>
<td>Average</td>
<td>9.92 (72.11)</td>
<td>1.68 (75.83)</td>
</tr>
<tr>
<td>TS+Ours</td>
<td>3.22 (72.11)</td>
<td>3.19 (75.83)</td>
</tr>
<tr>
<td>ETS+Ours</td>
<td>3.08 (72.11)</td>
<td>3.17 (75.83)</td>
</tr>
<tr>
<td>PTS+Ours</td>
<td>3.13 (72.11)</td>
<td>3.16 (75.83)</td>
</tr>
<tr>
<td>CTS+Ours</td>
<td>2.79 (72.11)</td>
<td>1.99 (76.00)</td>
</tr>
<tr>
<td>Average</td>
<td>3.06 (72.83)</td>
<td>2.38 (86.04)</td>
</tr>
</tbody>
</table>

The scaling of class-wise training losses for post-hoc calibration shows the applicability for imbalanced domain environments. The experiments on imbalanced datasets confirm that the proposed algorithm can cover the various types of architectures. The interesting point is that we do not tune the optimizer and the hyperparameters across the various types of datasets and network architectures, which validates the impressive robustness of our method.

**Experiments on imbalanced datasets.**

Because our method considers the relation between class-wise losses, we also try to verify that our method performs well in class-imbalanced situations. We make imbalanced datasets by employing the long-tailed dataset design protocol of (Tang et al., 2020), which is referred to as CIFAR10-LT and CIFAR100-LT. The detailed information about the imbalanced datasets is explained in Appendix C. In Table 2, we show the experimental results with the same experimental setting of benchmark datasets. Interestingly, in the imbalanced dataset, our method shows state-of-the-art performance in terms of both the calibration error and the accuracy. Compared to the original benchmark datasets, the overall performance of baselines degrades with the enlarged calibration errors. While the degraded performance and the large calibration error could not be much enhanced by LS and FL, the proposed algorithm can dramatically improve both the performance and calibration of the pretrained model. Even though FL shows an impressive enhancement in CIFAR100-LT, the lack of its generality can be found in its results of CIFAR10-LT. However, our method shows the generality across the various types of imbalanced datasets and model architectures. From these experiments, we can confirm that the proposed algorithm has real-world applicability for imbalanced domain environments.
6. Conclusion

The varying amounts of intra-class and inter-class appearance variation frequently lead the class-wise training losses to diverge, and we discover that this is what causes the uncalibrated prediction of deep neural network. To solve the issue, we provided the calibration method to synchronize the class-wise training losses. We proposed a new training loss to reduce the variation of class-wise training losses, which can keep the entire training loss while reducing the calibration errors. Furthermore, the pre-trained model can be used as an initial model and the extra computation for model calibration is reduced when our method is applied to post-hoc calibration methods. The numerous post-hoc calibration approaches we use to test the proposed architecture generally increase calibration performance while maintaining accuracy. The proposed algorithm showed the state-of-the-art performance in terms of calibration errors, even with various types of benchmark datasets and model architectures. We are planning to apply the proposed method for the various applications benefited by the well-calibrated predictions in our future work.

7. Limitation

Our proposed approach requires the supplementary parameters and a sigmoidal module, thereby resulting in an increase in computational complexity and an additional training process. Furthermore, to compute the class-wise loss for individual classes, we only utilize outputs that contain prediction information for each class. Consequently, it is important to note that the proposed method’s applicability may be restricted if the pre-trained model estimates an output in a form other than logits.
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### A. Loss Normalization

Our idea is to achieve a balance of class-wise training losses. However, when the class-wise training losses are too low to be compared directly, balancing the class-wise training losses becomes a challenge. To address this issue, we use normalization methods. We conducted experiments on various combinations of benchmarks using our approaches with three loss normalization methods: Min-Max normalization (MM), Centered Min-max normalization (CM), and Normal Distribution normalization (ND). Based on the class-wise training loss $L_C$, defined in Eq. 3, we describe the following equations for the normalization methods.

#### Normal Distribution normalization

ND is also called Gaussian distribution normalization or standardization. ND is calculated by subtracting the mean of the distribution from the value and dividing it by the standard deviation of the distribution, which is defined as follows:

$$ND(L_C) = \frac{L_C - L_{C_{\text{mean}}}}{L_{C_{\text{std}}}},$$

(9)

where $L_{C_{\text{mean}}}$ and $L_{C_{\text{std}}}$ are mean and standard deviation of class-wise training loss, respectively. ND does not have fixed min-max scales but provides robustness against outliers.

#### Min-Max normalization

MM is calculated by subtracting the minimum value of the distribution and dividing it by the gap between maximum and minimum of the distribution, which is defined as follows:

$$MM(L_C) = \frac{L_C - L_{C_{\text{min}}}}{L_{C_{\text{max}}} - L_{C_{\text{min}}}},$$

(10)

where $L_{C_{\text{min}}}$ and $L_{C_{\text{max}}}$ are minimum and maximum values of class-wise training loss, respectively. In contrast to ND, MM always has the same min-max scale ranging from zero to one but is weak against outliers.

#### Centered Min-max normalization

CM is a modified form of MM that alters the calculation by subtracting the mean instead of the minimum value, which is defined as follows:

$$CM(L_C) = \frac{L_C - L_{C_{\text{mean}}}}{L_{C_{\text{max}}} - L_{C_{\text{min}}}}.$$

(11)

CM maintains the same scale with MM, while showing the variations in the mean of the distribution. However, CM suffers from the weak robustness in handling outliers yet.

#### Quantitative results

In Table 3, it can be observed that the empirical performance of ND is generally better than that of MM, except for three cases: ETS-CIFAR100-DenseNet40, ETS-ImageNet-DenseNet161, and CTS-CIFAR10-ResNet110SD. We observed that poor performance in these cases was due to outliers, which had a negative impact on the scores of CM and MM. In contrast, ND demonstrated robustness against outliers, resulting in its superior performance. Therefore, ND outperforms CM and MM, making it a suitable choice for our approach.
B. Comparison Methods

Given a pre-trained network \( \phi_o := \text{sm} \circ g \) (where \( g \) is the classifier and \( \text{sm} \) is the softmax function) and datasets \( D = \{(x^i, y^i)\}_{i=1}^N \), we define the output logit from the network by \( z^i = g(x^i) \). Now we define various methods based on Temperature Scaling to calibrate given output logit. All cases except for one case preserve the model accuracy.

**Temperature Scaling** (TS) (Guo et al., 2017) is the simplest method in temperature based methods. TS calibration function just divides logits into the same Temperature parameters as follows:

\[
TS(z) := \frac{z}{T} = \{\frac{z_1}{T}, \ldots, \frac{z_i}{T}, \ldots, \frac{z_n}{T}\},
\]  

where \( i \) is the \( i \)-index vector corresponding with the class. Temperature is a simple tool to control the uncertainty of the model prediction. As \( T \) is close to infinity, all vectors from logit become equal, and as \( T \) is close to zero, the most prominent vector from logit becomes near infinity. TS prevents the change order between logits due to monotonic function. Thus, we can preserve the model’s accuracy. Furthermore, training latency is the fastest method because TS train only one parameter.

**Ensemble Temperature Scaling** (ETS) (Zhang et al., 2020) uses the ensemble model of TS. Increasing the number of models makes the prediction probability well-calibrated, but the cost also increases. Thus, due to efficiency, Zhang proposed simplifying ETS into three terms follows:

\[
ETS(z) := w_1 \cdot TS(z) + w_2 z + \frac{w_3}{L},
\]  

where \( L \) is the number of classes. ETS calibration function consists of three-term, TS function, logits, and constant with weight parameters. Training of ETS separates two stages, temperature scaling with parameter \( T \) and ensemble scaling with parameters \( w_1, w_2, \) and \( w_3 \). ETS also preserves the model’s accuracy due to consisting of monotonic functions.

**Parameterized Temperature Scaling** (PTS) (Tomani et al., 2022) estimates Temperature parameters through a multi neural layer. PTS calibration function is defined as follows:

\[
PTS(z) := \frac{z}{h_{\theta_{\text{PTS}}}(z_s)},
\]  

where \( z_s \) is the sorted and selected top \( s \) logits from \( z \), \( h_{\theta_{\text{PTS}}} \) function is a multi-neural layer in which the input size is \( s \) and the output size is 1, and the multi-neural layer consists of \( n \) nodes and \( l \) fully connected layers. The notion that imposes the same scale to logit is equal to the TS method. The difference is that PTS imposes an estimated \( T \) per sample by considering the correlation between top \( k \) vectors, while TS imposes \( T \) on all samples equally. Diverse \( T \) gives more expression to logit, so make well-calibrated logit than TS.

**Class-based Temperature Scaling** (CTS) (Frenkel, 2021) CTS is the extended form of TS by increasing the Temperature parameter to the same as the number of classes. CTS calibration function is defined as follow:

\[
CTS(z) := \{\frac{z_1}{T_1}, \ldots, \frac{z_i}{T_i}, \ldots, \frac{z_n}{T_n}\},
\]  

where \( T_i \) is the class-based temperature for \( i \)-th class, which is a trainable parameters. While other methods preserve the pre-trained model’s accuracy, CTS cannot keep the accuracy for pre-trained prediction probabilities. In some cases, however, CTS improves both model’s accuracy and calibration due to no constraint.
### Table 4. Hyperparameters Details

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Architecture</th>
<th>Accuracy</th>
<th>Expected calibration error</th>
<th>Learning rate</th>
<th>Weight decay</th>
<th>Optimizer</th>
<th>Batch size</th>
<th>Epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cifar10-LT</td>
<td>densenet40</td>
<td>72.11</td>
<td>21.08</td>
<td>0.01</td>
<td>1-e4</td>
<td>SGD</td>
<td>128</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>WideResnet28</td>
<td>85.38</td>
<td>9.11</td>
<td>0.1</td>
<td>5-e4</td>
<td>SGD</td>
<td>128</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>resnet110</td>
<td>75.97</td>
<td>19.14</td>
<td>0.1</td>
<td>1-e4</td>
<td>SGD</td>
<td>128</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>resnet110sd</td>
<td>64.90</td>
<td>14.43</td>
<td>0.04</td>
<td>1-e4</td>
<td>SGD</td>
<td>128</td>
<td>200</td>
</tr>
<tr>
<td>Cifar100-LT</td>
<td>densenet40</td>
<td>37.97</td>
<td>38.4</td>
<td>0.01</td>
<td>1-e4</td>
<td>SGD</td>
<td>128</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>WideResnet28</td>
<td>53.57</td>
<td>9.11</td>
<td>0.1</td>
<td>5-e4</td>
<td>SGD</td>
<td>128</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>resnet110</td>
<td>38.57</td>
<td>41.98</td>
<td>0.1</td>
<td>1-e4</td>
<td>SGD</td>
<td>128</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>resnet110sd</td>
<td>34.87</td>
<td>30.32</td>
<td>0.05</td>
<td>1-e3</td>
<td>SGD</td>
<td>128</td>
<td>200</td>
</tr>
</tbody>
</table>

### C. Imbalance Datasets

Because our method considers the relation between class-wise loss, our method should show us a positive effect when unbalanced datasets exist about class.

**Long-Tailed Dataset**

We make a long-tailed dataset from CIFAR10 and CIFAR100 as follows (Tang et al., 2020). Before the data split, we get each number of samples for each class defined as follows:

\[ \#D_i = \#D_0 \times \rho^{i/(c-1)}, \]

where \( D_i \) is a dataset with label \( i \in \{0, ..., c-1\} \), \( \#D_i \) is the number of samples for \( D_i \), \( \rho \) is the ratio to decide the minimum number of samples, and \( c \) is the number of classes. Then, we bring data depending on the defined number of samples. In CIFAR10, we bring 20431 samples from training data 50000 and separate them into 10215 training datasets and 10216 validation datasets. We also bring 19573 samples from training data 50000 in CIFAR100 and separate them into 9786 training datasets and 9787 validation datasets. The training dataset is used to learn the classifier, and the validation dataset is used to learn the calibration networks.

**Classifier Training for LT-dataset**

We train classifiers, which are densenet40 (Huang et al., 2017), WideResNet28 (Zagoruyko & Komodakis, 2016), ResNet110 (He et al., 2016), and ResNet110SD (Huang et al., 2016), with obtained dataset above. In the learning process, we use the hyperparameters referred to in Table 4. Next, we obtain the logit of the validation dataset and the test dataset through the learned classifier. In the post-hoc calibration problem, the logit of the validation data and the logit of the test data are used for training and testing, respectively.
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