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Abstract

The design of codes for feedback-enabled communications has been a long-standing open problem. Recent research on non-linear, deep learning-based coding schemes have demonstrated significant improvements in communication reliability over linear codes, but are still vulnerable to the presence of forward and feedback noise over the channel. In this paper, we develop a new family of non-linear feedback codes that greatly enhance robustness to channel noise. Our autoencoder-based architecture is designed to learn codes based on consecutive blocks of bits, which obtains de-noising advantages over bit-by-bit processing to help overcome the physical separation between the encoder and decoder over a noisy channel. Moreover, we develop a power control layer at the encoder to explicitly incorporate hardware constraints into the learning optimization, and prove that the resulting average power constraint is satisfied asymptotically. Numerical experiments demonstrate that our scheme outperforms state-of-the-art feedback codes by wide margins over practical forward and feedback noise regimes, and provide information-theoretic insights on the behavior of our non-linear codes. Moreover, we observe that, in a long blocklength regime, canonical error correction codes are still preferable to feedback codes when the feedback noise becomes high. Our code is available at https://anonymous.4open.science/r/RCode1.

1. Introduction

The design of codes has been an important field of research both in information theory and communications, targeting efficient and reliable data transmission across a noisy channel. We now have near-optimal codes for the canonical open-loop additive white Gaussian noise (AWGN) channel setting first proposed by Shannon (Shannon, 1948), thanks to the extraordinary advancements in code design over a number of decades. However, the design of practical codes for a variety of other important channel models has remained long-standing open problems. In particular, when feedback is available in communication systems, i.e., when a transmitter can obtain information on the receive signals through a reverse link from a receiver, it has been shown that while capacity cannot be increased (Shannon, 1956), communication reliability can be improved by utilizing feedback codes (Schalkwijk & Kailath, 1966; Butman, 1969; Shayevitz & Feder, 2011; Ben-Yishai & Shayevitz, 2017). However, the design of feedback codes is non-trivial since both the bit stream and feedback information (i.e., past receive signals) should be incorporated into the design. Though feedback codes hold the potential to revolutionize future communication systems, major innovations are needed in their design and implementation.

1.1. Linear Feedback Coding

Over several decades, research on the design of feedback codes for closed-loop AWGN channels mostly focused on the linear family of codes, which simplifies code design. The seminal work (Schalkwijk & Kailath, 1966) introduced a linear coding technique for AWGN channels with noiseless feedback, known as the SK scheme, which achieves doubly exponential decay in the probability of error. However, for noisy feedback, the SK scheme does not perform well. In response, (Chance & Love, 2011) introduced a linear coding scheme for AWGN channels with noisy feedback, known as the CL scheme. The CL scheme was further examined and found to be optimal within the linear family of codes under the noisy feedback scenario (Agrawal et al., 2011). There have been attempts to view the linear feedback code design as feedback stabilization in control theory (Elia, 2004) and dynamic programming (Mishra et al., 2021). However, the linear assumption made in these works severely limits their ability to produce optimal codes.

1.2. Deep Learning-Based Channel Coding

A recent trend of research has been examining code design from a deep learning perspective to take advantage of its...
non-linear structure. Neural encoders and decoders have been shown to improve communication reliability and/or efficiency for various canonical channel settings including open-loop AWGN channels (Nachmani et al., 2016; O’shea & Hoydis, 2017; Dörner et al., 2017; Kim et al., 2018b; Jiang et al., 2019; Habib et al., 2020; Makkuva et al., 2021; Chen & Ye, 2021). In the closed-loop AWGN channel case, Deepcode (Kim et al., 2018a) proposes an autoencoder architecture to generate non-linear feedback codes. Deepcode was shown to outperform SK and CL in terms of error performance across many noise scenarios due to the wider degree of flexibility that non-linearity provides for the creation of feedback codes. Deep extended feedback (DEF) codes (Safavi et al., 2021) generalize Deepcode by including parity symbols generated based on forward-channel output observations over longer time intervals and supporting high-order modulation in the encoder to maximize spectral efficiency. Generalized block attention feedback (GBAF) codes (Ozfatura et al., 2022) have recently been proposed with self-attention modules that can incorporate different neural network architectures. It has been shown that GBAF codes significantly outperform the existing solutions, especially in the noiseless feedback scenario.

Nevertheless, the vulnerability of these feedback codes to high forward/feedback noise remains understudied. High noise settings have become more pervasive as wireless networks have become denser, making reliable communications even more dependent on channel feedback (Shafi et al., 2017). As pointed out in existing works (O’shea & Hoydis, 2017; Dörner et al., 2017; Jiang et al., 2019), end-to-end learning for the design of codes over point-to-point channels benefits significantly from an autoencoder architecture’s ability to jointly train the encoder and decoder. In this respect, high noise regimes pose two central challenges:

1. **Encoder-decoder mismatch.** The encoder (as a transmitter) and decoder (as a receiver) are implemented on two separate platforms. Channel noise therefore causes mismatches in the latent space for coding between encoder and decoder which cannot be directly calibrated due to the limited bandwidth of the forward and feedback links. In Deepcode (Kim et al., 2018a), the encoding structure consists of two distinct phases and operates bit-by-bit, which limits the size of the latent space available to build resilience against high noise conditions. In this work, we consider finite-length bit streams as the units for autoencoder learning to maximally benefit from noise averaging that forms the basis for error correction codes (Clark Jr & Cain, 2013), and show the robustness of our codes to high noise levels.

2. **Inefficient power allocation.** The transmitter has intrinsic hardware limitations which constrain the encoding outputs in terms of power across channel uses. Coding schemes for point-to-point channels without feedback (O’shea & Hoydis, 2017; Dörner et al., 2017; Jiang et al., 2019) exploit normalization at the encoding outputs to satisfy the power constraint. For power allocation in feedback-enabled channels, Deepcode (Kim et al., 2018a) employs two layers of power weights in addition to a normalization layer. However, none of these approaches account for the impact of channel noise on the efficacy of power allocation. In this work, we show how power control can be explicitly incorporated into the encoder optimization procedure to obtain constraint satisfaction guarantees.

1.3. Summary of Contributions

- We develop a recurrent neural network (RNN) autoencoder-based architecture for power-constrained, feedback-enabled communications. Using this architecture, we suggest a new class of non-linear feedback codes that build robustness to forward and feedback noise in AWGN channels with feedback.

- Our learning architecture addresses the challenge of encoder-decoder separation over noisy channels by considering the entire bit stream as a single unit to potentially benefit from noise averaging, analogously to error correction codes. We also adopt a bi-directional attention-based decoding architecture to fully exploit correlations among noisy receive signals.

- We augment our encoder architecture with a power control layer, which we prove satisfies power constraints asymptotically. We also provide information-theoretic insights on the power distribution obtained from our non-linear feedback codes, showing that power allocation is highest for early channel uses and then tapers off over time, similar to optimal linear codes.

- Through numerical experiments, we show that our methodology can outperform state-of-the-art feedback coding schemes by wide margins. While other feedback codes are vulnerable to high feedback noise, our codes still perform well as long as the forward noise is reasonable. Also, unlike existing codes, our methodology draws significant benefit from reductions in feedback noise even when the forward noise is high.

- We propose a modulo-based approach to extend our finite block length coding architecture to long block lengths. This provides computational scalability and generalization across different block lengths without requiring any re-training or parameter-tuning.

2. System Model and Optimization

2.1. Transmission Model

We consider a canonical point-to-point AWGN communication channel with noisy feedback as shown in Figure[1]. We
assume that the transmission occurs over $N$ channel uses (timesteps). Let $k \in \{1, ..., N\}$ denote the index of channel use and $x[k] \in \mathbb{R}$ represent the transmit signal at time $k$. At time $k$, the receiver receives the signal

$$y[k] = x[k] + n_1[k] \in \mathbb{R}, \quad k = 1, ..., N,$$

where $n_1[k] \sim \mathcal{N}(0, \sigma_1^2)$ is Gaussian noise for the forward channel. We consider an average power constraint as

$$E\left[\sum_{k=1}^{N} (x[k])^2\right] \leq N. \quad (2)$$

At each time $k$, the receiver feeds back its receive signal $y[k]$ to the transmitter over a noisy feedback channel, as shown in Figure 1. The transmitter then receives

$$z[k] = y[k] + n_2[k], \quad k = 1, ..., N,$$

where $n_2[k] \sim \mathcal{N}(0, \sigma_2^2)$ is the feedback noise.

### 2.2. Functional Form of Encoding and Decoding

The goal of the transmission is to successfully deliver a bit stream $b \in \{0,1\}^K$ to the receiver over a noisy channel, where $K$ is the number of source bits. For efficient communication of $b$, we consider the following transmitter encoding and receiver decoding procedures.

**Encoding.** The transmitter encodes the bit stream $b \in \{0,1\}^K$ to generate the transmit signals of $N$ channel uses, i.e., $\{x[k]\}_{k=1}^{N}$. The coding rate is defined by $r = K/N$. Provided feedback from the receiver, the encoding at the transmitter is described as a function of the bit stream $b$ and the feedback signals $\{z[j]\}_{j=1}^{k-1}$ in (3). Defining an encoding function at time $k$ as $x[k] = f_k(b, z[1], ..., z[k-1])$, we represent the encoding at time $k$ as

$$x[k] = f_k(b, z[1], ..., z[k-1]), \quad k = 1, ..., N. \quad (4)$$

**Decoding.** Once the $N$ transmissions are completed, the receiver decodes the receive signals of $N$ channel uses, i.e., $\{y[k]\}_{k=1}^{N}$ in (1), to obtain an estimate of the bit stream, $\hat{b} \in \{0,1\}^K$. Define a decoding function as $g : \mathbb{R}^N \to \{0,1\}^K$. Then, we represent the decoding process conducted by the receiver as

$$\hat{b} = g(y[1], ..., y[N]). \quad (5)$$

### 2.3. Optimization for Encoder and Decoder

Block error rate (BLER), the ratio of the number of incorrect bit streams to the total number of bit streams, is commonly used as a performance metric to assess the communication reliability of bit stream transmissions. Formally, with BLER defined as $\Pr[b \neq \hat{b}]$, we consider our encoder-decoder design objective to be the following optimization problem:

$$\begin{align*}
& \text{minimize} & & \Pr[b \neq \hat{b}] \\
& \text{subject to} & & \mathbb{E}_{b, n_1, n_2} \left[\sum_{k=1}^{N} (x[k])^2\right] \leq N \quad (7)
\end{align*}$$

The expectation in (7) is taken over the distributions of the bit stream $b$ and the noises, $n_1$ and $n_2$, since the encoding output $x[k]$ depends on $b$, $n_1$, and $n_2$ in (3), where $n_1 = [n_1[1], ..., n_1[N]]^T$ and $n_2 = [n_2[1], ..., n_2[N]]^T$.

Thus, the goal is to optimize $N$ encoding functions $\{f_k\}_{k=1}^{N}$ and a decoding function $g$. However, the complexity of designing $N$ encoding functions increases to a great extent with the number of channel uses $N$. To mitigate the associated design complexity, we introduce a state propagation-based encoding technique, discussed next.

### 2.4. State Propagation-Based Encoding

Given that the inputs used for encoding at each time in (1) are overlapping, we expect that the $N$ encoding functions are correlated with one another. As a result, we consider a state propagation-based encoding technique where the encoding is performed at each timestep using only two distinct functions: (i) signal-generation and (ii) state-propagation.

Defining the signal-generation function as $f : \mathbb{R}^{K+N_s+1} \to \mathbb{R}$, we re-write the encoding process in (3) as

$$x[k] = f(b, z[k-1], s[k]), \quad k = 1, ..., N, \quad (8)$$
where we assume \( z[-1] = 0 \). Here, \( s[k] \in \mathbb{R}^{N_t} \) is the state vector, which propagates over time through the state-propagation function \( h : \mathbb{R}^K + N_t \to \mathbb{R}^{N_t} \), given by
\[
s[k] = h(b, z[k-1], s[k-1]), \quad k = 1, ..., N. \tag{9}
\]

Note that, in (9), the current state \( s[k] \) is updated from the prior state \( s[k-1] \) by incorporating \( b \) and \( z[k-1] \). For the initial condition, we assume \( s[-1] = 0 \). This encoding model in (8)-(9) can be seen as a general and non-linear extension of the state-space model used for linear encoding in feedback systems (Elia 2004).

Through this technique, we only need to design the two encoding functions, \( f \) and \( h \) – instead of \( N \) separate functions – and the decoding function \( g \). We thus re-write the optimization problem in (8)-(7) as
\[
\text{minimize } f, h, g \quad \Pr[\hat{b} \neq b] \tag{10}
\]
subject to \( \mathbb{E}_{b,n_1,n_2} \left[ \sum_{k=1}^{N} (x[k])^2 \right] \leq N. \tag{11} \)

Nevertheless, the problem (10)-(11) is non-trivial since the functions, \( f, h, \) and \( g \), can take arbitrary forms. Over several decades of research in the design of such functions, a linear assumption was made (Schalkwijk & Kailath 1966; Butman 1969; Chance & Love 2011). While omitting low-complexity schemes, this constrains the degree of freedom in the design of such functions, leading to unsatisfactory error performances (Kim et al., 2018a). We next employ this state-propagation-based encoding in the design of non-linear feedback codes that are robust to channel noise.

3. Feedback Coding Methodology

Our overall coding scheme is depicted in Figure 2. It follows the RNN autoencoder-based architecture detailed below.

3.1. Encoding

We follow the state-propagation-based encoding approach discussed in Section 1.4. The state-propagation function \( h \) in (9) consists of two layers of gated recurrent units (GRUs), while the signal-generation function \( f \) in (8) consists of a non-linear layer and a power control layer in sequence.

GRUs for state propagation. We adopt two layers of unidirectional GRUs to capture the time correlation of the feedback signals in a causal manner. Formally, we represent the input-output relationship at each layer at time \( k \) as
\[
s_1[k] = \text{GRU}_1(b, z[k-1], s_1[k-1]), \tag{12}
\]
\[
s_2[k] = \text{GRU}_2(s_1[k], s_2[k-1]), \tag{13}
\]

where GRU represents a functional form of GRU processing at layer \( i \) and \( s_i[k] \in \mathbb{R}^{N_t} \) is the state vector obtained by GRU, at time \( k \), where \( i = 1, 2 \) and \( k = 1, ..., N \). For the initial conditions, we assume \( s_1[-1] = 0, i = 1, 2 \).

Equations (12)-(13) can be represented as a functional form of the state propagation-based encoding in (9). By defining the overall state vector as \( s[k] = [s_1[k], s_2[k]] \), we obtain \( s[k] = h(b, z[k-1], s[k-1]) \), where \( h \) implies the process of two layers of GRUs in (12)-(13). Note that \( s[k] \) propagates over time through the GRUs by incorporating the current input information into its state. Because the bit stream \( b \) with length \( K \) is handled as a block to generate transmit signals with any length \( N \), our method is flexible enough to support any coding rate \( r \), unlike the prior approach (Kim et al., 2018a) that only appears to support \( r = 1/3 \).

Non-linear layer. We adopt an additional non-linear layer at the output of the GRUs. The state vector at the last layer of the GRUs, i.e., \( s_2[k] \), is taken as an input to this additional non-linear layer. Formally, we can represent the process of the non-linear layer as
\[
\hat{x}[k] = \phi(w_e^T s_2[k] + b_e), \quad k = 1, ..., N, \tag{14}
\]
where \( w_e \in \mathbb{R}^{N_t} \) and \( b_e \in \mathbb{R} \) are the trainable weights and biases, respectively, and \( \phi : \mathbb{R} \to \mathbb{R} \) is an activation function (hyperbolic tangent).

It is possible to use \( \hat{x}[k] \) directly as a transmit signal, since \( \hat{x}[k] \) ranges in \((-1,1)\) and satisfies the power constraint \( \sum_{k=1}^{N} (\hat{x}[k])^2 \leq N \). However, this does not ensure maximum utilization of the transmit power budget. Power control over the sequence of transmit signals is essential in the design of encoding schemes for feedback-enabled communications in order to achieve robust error performance (Schalkwijk & Kailath 1966; Chance & Love 2011; Kim et al., 2018a).

Power control layer. We introduce a power control layer to optimize the power distribution, while also satisfying the power constraint in (11). This layer consists of two consecutive modules: (i) normalization and (ii) power-weight multiplication. The transmit signal at time \( k \) is then generated by
\[
x[k] = w_k \gamma_k^{(J)}(\hat{x}[k]), \quad k = 1, ..., N, \tag{15}
\]
where \( \gamma_k^{(J)} : \mathbb{R} \to \mathbb{R} \) is a normalization function applied to \( \hat{x}[k] \), which consists of the sample mean and sample variance calculated from the data with size \( J \). Here, \( w_k \) is a trainable power weight satisfying \( \sum_{k=1}^{N} w_k^2 = N \).

Through the power control layer, the power weights are optimized via training in a way that minimizes the BLER in (10). At the same time, the power constraint in (11) should be satisfied. To obtain a smaller BLER, it is advantageous to...
ensure maximum utilization of the power budget $N$ [Schalkwijk & Kailath 1966; Chance & Love 2011]. However, satisfying the power constraint in an (ensemble) average sense is non-trivial, since the distributions of $\{x[k]\}_{k=1}^N$ are unknown. Therefore, we approach it in an empirical sense: (i) During training, we use standard batch normalization; we normalize $\tilde{x}_k$ with the sample mean and sample variance calculated from each batch of data (with size $N_{\text{batch}}$) at each $k$. (ii) After training, we calculate and save the sample mean and sample variance from the entire training data (with size $J$). (iii) For inference, we use the saved mean and variance for normalization.

In the following lemma, we show that the above procedure guarantees satisfaction of the equality power constraint in an asymptotic sense with a large number of training data used for normalization.

**Lemma 1.** Given the power control layer in (15), the power constraint in (11) converges to $N$ almost surely, i.e., $\mathbb{E}_{b,n_1,n_2} \left[ \sum_{k=1}^N (x[k])^2 \right] \overset{a.s.}{\longrightarrow} N$, as the number of training data $J$ used for normalization tends to infinity.

**Proof.** See Appendix A.

**Remark 1.** Because of the data-dependent normalization in generating $x[k]$ in (15), $\mathbb{E}_{b,n_1,n_2} \left[ \sum_{k=1}^N (x[k])^2 \right]$ is a random sequence along $J$ in our implementation. We note that our neural network builds resiliency to the small size of inference data by using the saved mean and variance (rather than calculating them with the batch of inference data).

### 3.2. Decoding

As shown in Figure 2, our decoding function $g$ consists of the bi-directional GRUs, the attention layer, and the non-linear layer. We discuss each of them in detail below.

**Bi-directional GRU.** We utilize two layers of bi-directional GRUs to capture the time correlation of the receive signals both in the forward and backward directions. We represent the input-output relationship of the forward directional...
GRUs at time $k$ as
\[
\begin{align*}
\mathbf{r}_{i,1}[k] &= \text{GRU}_{i,1}(y[k], \mathbf{r}_{i,1}[k-1]), \\
\mathbf{r}_{i,2}[k] &= \text{GRU}_{i,2}(\mathbf{r}_{i,1}[k], \mathbf{r}_{i,2}[k-1]),
\end{align*}
\]
and that of the backward directional GRUs as
\[
\begin{align*}
\mathbf{r}_{b,1}[k] &= \text{GRU}_{b,1}(y[k], \mathbf{r}_{b,1}[k+1]), \\
\mathbf{r}_{b,2}[k] &= \text{GRU}_{b,2}(\mathbf{r}_{b,1}[k], \mathbf{r}_{b,2}[k+1]),
\end{align*}
\]
where GRU$_{i,1}$ and GRU$_{b,1}$ represent functional forms of GRU at layer $i$ in the forward and backward direction, respectively. Here, $\mathbf{r}_{i,1}[k] \in \mathbb{R}^{N,i}$ and $\mathbf{r}_{b,1}[k] \in \mathbb{R}^{N,i}$ are the state vectors obtained by GRU$_{i,1}$ and GRU$_{b,1}$, respectively, at time $k$, where $i = 1, 2$ and $k = 1, ..., N$. For the initial conditions, $\mathbf{r}_{0,1}[-1] = 0$ and $\mathbf{r}_{0,1}[N+1] = 0$, $i = 1, 2$.

**Attention layer.** We consider the state vectors at the last layer, i.e., $\mathbf{r}_{1,2}[k]$ and $\mathbf{r}_{2,2}[k]$, over $k = 1, ..., N$, as inputs to the attention layer. Each state vector contains different feature information depending on both its direction and time-step $k$: The forward state vector $\mathbf{r}_{1,2}[k]$ captures the implicit correlation information of the receive signals of $y[1], ..., y[k]$, while the backward state vector $\mathbf{r}_{2,2}[k]$ captures that of $y[k], ..., y[N]$, $k = 1, ..., N$. Although the state vectors at each end, i.e., $\mathbf{r}_{1,2}[N]$ and $\mathbf{r}_{2,2}[1]$, contain the information of all receive signals, the long-term dependency cannot be fully captured \cite{Bengio2014}. Therefore, we adopt the attention layer \cite{Bahdanau2014}. Formally,
\[
\begin{align*}
\mathbf{r}_{\text{att}} &= \sum_{k=1}^{N} \alpha_{t,k} \mathbf{r}_{t,2}[k], \\
\mathbf{r}_{\text{b,att}} &= \sum_{k=1}^{N} \alpha_{b,k} \mathbf{r}_{b,2}[k],
\end{align*}
\]
where $\alpha_{t,k} \in \mathbb{R}$ and $\alpha_{b,k} \in \mathbb{R}$ are the trainable attention weights applied to the forward and backward state vectors, respectively, $k = 1, ..., N$. To capture the forward and backward directional information separately, we stack the two vectors, leading to
\[
\mathbf{r}_{\text{att}} = [\mathbf{r}_{\text{t,att}}^T, \mathbf{r}_{\text{b,att}}^T]^T.
\]

**Non-linear layer.** At the end of the decoder, we utilize a non-linear layer to finally obtain the estimate $\hat{\mathbf{b}}$ by using the feature vector $\mathbf{r}_{\text{att}}$ in (19). The input-output relationship at the non-linear layer is given by
\[
\hat{\mathbf{d}} = \theta(\mathbf{W_d} \mathbf{r}_{\text{att}} + \mathbf{v_d})
\]
where $\theta : \mathbb{R}^{2N,2} \to \mathbb{R}^{M}$ is an activation function, and $\mathbf{W_d} \in \mathbb{R}^{M \times 2N,2}$ and $\mathbf{v_d} \in \mathbb{R}^{M}$ are the trainable weights and biases, respectively. In this work, we consider softmax function for $\theta$ and set to $M = 2^K$. Then, $\hat{\mathbf{d}} \in \mathbb{R}^{2N}$ denotes the probability distribution of $2^K$ possible outcomes of $\mathbf{b}$.

**Model training and inference.** For training, we consider the cross entropy (CE) loss $CE(\mathbf{d}, \hat{\mathbf{d}}) = - \sum_{i=1}^{2^K} d_i \log \hat{d}_i$, where $\mathbf{d} \in \{0, 1\}^{2^K}$ is the one-hot representation of $\mathbf{b} \in \{0, 1\}^{K}$, and $d_i$ and $\hat{d}_i$ are the $i$-th entry of $\mathbf{d}$ and $\hat{\mathbf{d}}$, respectively. For inference, we force the entry with the largest value of $\hat{\mathbf{d}}$ to 1, while setting the rest entries to 0, and then map the obtained one-hot vector to a bit stream vector $\mathbf{b}$.

### 3.3. Modulo Approach for Longer Block Lengths

A direct application of the proposed coding architecture for long block lengths would be infeasible, since the larger input/output sizes of the encoder and decoder result in an exponential increase in complexity. Instead, we consider a modulo approach for processing a long block length of bits by successively applying our coding architecture created for short block lengths.

We define the long block length as $L$ ($L > K$), while $K$ denotes the number of processing bits input to our coding architecture at a time. Formally, we denote the whole bit stream as $\mathbf{b}_{\text{long}} \in \{0, 1\}^L$ and the index of the bit in $\mathbf{b}_{\text{long}}$ as $\ell$, $\ell = 0, ..., L - 1$. We consider that our feedback coding architecture has been trained with block length $K$. To process the long block length, we divide the $L$ bits into $[L/K]$ chunks, and each chunk with length $K$ is then processed with our coding architecture in a time-division manner. Formally, each chunk with length $K$ can be represented with the modulo operation as $[\mathbf{b}_{\text{long}}[[\ell/K]], \mathbf{b}_{\text{long}}[[\ell/K] + 1], ..., \mathbf{b}_{\text{long}}[[\ell/K] + K - 1]]$.

This modulo-based approach gives two distinct benefits. First, it reduces the complexity of the network structure by simplifying the encoding and decoding processes through successive applications of the neural network trained for a shorter block length. Second, it allows generalization across various block lengths (multiple of $K$ bits) without necessitating re-training. Our experiments in Section 4.3 show that this approach yields substantial improvements over baseline feedback coding approaches for long block lengths.

Note that our length-$K$ coding architecture obtains a block length gain, but the modulo approach does not provide additional block length gain beyond the length-$K$ trained neural network. The block length gain of our length-$K$ coding architecture is investigated in Appendix E.

### 3.4. Computational Complexity Analysis

We first investigate the computational complexity of our length-$K$ coding architecture for encoding/decoding $K$ bits over $N$ channel uses. We consider the number of layers of GRUs at the encoder and decoder as $N_{\text{e,layer}}$. 

and \(N_{d,\text{layer}}\), respectively. We assume that the same number of neurons, \(N_{c}\), and \(N_{d}\), is used at each layer of the encoder and decoder. Then, the encoder and decoder of our approach will have computational complexities of \(O(N_{c,\text{layer}}N_{c}^{2} + NK_{c})\) and \(O(N_{d,\text{layer}}N_{d}^{2} + 2^{K}N_{d})\), respectively. We then look into the complexity for encoding/decoding \(L (L > K)\) bits by using the length-\(K\) coding architecture based on the modulo approach discussed in Section 3.3. The corresponding complexities for encoding and decoding are \(O(\lfloor L/K \rfloor (NN_{c,\text{layer}}N_{c}^{2} + NK_{c}))\) and \(O(\lfloor L/K \rfloor (NN_{d,\text{layer}}N_{d}^{2} + 2^{K}N_{d}))\), respectively.

Under Deepcode’s architecture with a single layer of RNN at the encoder and two layers of bi-GRUs at the decoder, we obtain the big-\(O\) complexities of Deepcode to be \(O(KN_{c}^{2})\) and \(O(KN_{d}^{2})\) for encoding and decoding \(K\) bits, respectively. For encoding/decoding \(L (L > K)\) bits, the big-\(O\) complexities are \(O(LN_{c}^{2})\) and \(O(LN_{d}^{2})\), respectively. For encoding/decoding \(K\) bits over \(N\) channel uses, the linear CL coding scheme only requires \(O(N^{2})\) and \(O(N)\) at the encoder and decoder, respectively. For processing \(L (L > K)\) bits with the CL scheme, the big-\(O\) complexities are \(O(LN_{c}^{2})\) and \(O(LN_{d}^{2})\) at the encoder and decoder, respectively. On the other hand, for the error correction codes, decoding often imposes high complexity overhead. The complexity of turbo coding generally increases faster than linearly with the block length. For instance, the BCJR (Bahl-Cocke-Jelinek-Raviv) algorithm for turbo decoding (Berrou & Glavieux [1996]) typically has complexity of \(O((LN/K)^{2})\), where \(I\) is the number of iterations and usually larger than 10.

It is also important to note that the computations in our scheme can be parallelized, since (i) the encoding/decoding are mostly composed of matrix calculations and (ii) multiple chunks of \(K\) bits are processed in a time-division manner via the modulo approach. Overall, given the trade-off between performance and complexity, we can consider our feedback coding to improve the communication reliability at the expense of higher complexity compared with linear schemes and Deepcode. A detailed discussion on performance-complexity tradeoff is provided in Appendix E.

4. Experimental Results

We now present numerical experiments to validate our methodology. We measure noise power and signal to noise ratio (SNR) in decibels (dB). For brevity, details on our training procedure are relegated to Appendix B.

4.1. Baselines

We consider several baselines including state-of-the-art feedback schemes and well-known error correction codes.

**Repetition coding:** Each bit of \(b \in \{0, 1\}^{K}\) is modulated with binary phase-shift keying (BPSK) and transmitted repetitively over \(N/K\) channel uses.

**TBCC** (Ma & Wolf [1986]): We consider tail-biting convolutional coding (TBCC), adopted in LTE standards (3GPP TS 36.212, 2010) for short blocklength codes. We consider the trellis with \(7\), \([133, 171, 165]\) and BPSK modulation.

**Turbo coding** (Berrou & Glavieux [1996]): We consider turbo codes, adopted in LTE standards for medium/long blocklength codes. We consider the trellis with \(4\), \([13, 15]\), BPSK modulation, and 10 decoding iterations.

**CL scheme with 2\(^{B}\)-ary PAM** (Chance & Love [2011]): The bit stream \(b\) is first divided into \(K/B\) bit chunks each with length \(B\). Each bit chunk is modulated with 2\(^B\)-ary pulse amplitude modulation (PAM), and then transmitted over \(NB/K\) channel uses with the CL scheme.

**Deepcode** (Kim et al. [2018a]): This is a non-linear feedback coding scheme that uses RNNs to encode/decode the bit stream \(b\) based on a bit-by-bit processing.

**TBCC with CL:** This is a concatenated coding approach with TBCC for outer coding and the CL scheme for inner coding. The bit stream \(b\) is encoded with TBCC to generate the outer code \(c \in \{0, 1\}^{K/r_{\text{out}}}\) with outer coding rate \(r_{\text{out}} = 1/2\) and the trellis with \(7\), \([133, 171]\). \(c\) is modulated with 2\(^B\)-ary PAM where \(B = 2\), and each symbol is transmitted with the CL scheme over \(NR_{\text{out}}B/K\) channel uses.

**Turbo with CL:** This is a concatenated coding approach where turbo coding is used for outer coding. For turbo coding, we consider \(r_{\text{out}} = 1/3\), the trellis with \(4\), \([13, 15]\), and 10 decoding iterations. For the CL scheme as inner coding, we consider 2\(^B\)-ary PAM where \(B = 2\).

4.2. Short Blocklength

We first investigate our approach under a short blocklength regime. Figure 3 shows BLER curves along varying feedback noise powers, where \(K = 6\) and \(N = 18\) with rate
We next consider a medium/long blocklength regime with which are included in Appendix D.2. Also, the results with various selections of $K$ and $r$ are consistent with the ones obtained from Figure 3, which aligns with the result of the CL scheme.

Figure 6 shows bit error rate (BER) performances in the high forward noise scenario where the forward SNR is $-1$ dB ($\sigma_f^2 = 1.26$). Due to the time division processing of the feedback schemes including our scheme, Deepcode, and CL, the obtained BERs are the same for different choices of blocklength $L$, while turbo coding benefits from the longer blocklength. Given blocklength $L$, we identify a feedback noise power threshold, below which feedback schemes outperform turbo coding. We observe that, in this high forward noise scenario, our scheme benefits significantly from lower feedback noise power, while other feedback codes do not.

Figure 5 shows BLERs with medium blocklength $L = 300$ where the forward SNR is $-1$ dB. Our scheme provides a better threshold while outperforming the other feedback techniques by more than two orders of magnitude in BLER. Consistent results are observed over a variety of selections of $L$, which are presented in Appendix D.3. Nevertheless, in a very long blocklength regime, e.g., $L = 4000$, turbo code may be still preferable to feedback codes unless the feedback noise is low enough, as shown in Figure 4.

### 4.4 Power Control in Encoding

Figure 6 shows the power weights obtained by our scheme, $\{w_k\}_{k=1}^N$ in (15), over $N = 18$ channel uses, under different feedback noise power scenarios. We consider $K = 6$, $r = 1/3$, and a forward SNR of $1$ dB. When feedback is available, the power allocation along the channel uses be-

---

Although our feedback scheme can be used as inner coding for concatenated coding with a flexible inner coding rate, this strategy does not yield satisfactory results in BER and BLER for $r = 1/3$. For Deepcode, outer coding is not allowed for rate $1/3$.

---

2For Deepcode, other choices of $K$ yield similar performances.
GRUs, while \( \alpha_{f,k} > 0 \) means that the decoder captures the features of the receive signals, \( y[1], ..., y[k] \), through the forward GRUs, while \( \alpha_{b,k} > 0 \) means that the decoder captures the features of \( y[k], ..., y[N] \) through the backward GRUs. On the other hand, with high feedback noise, i.e., \( \sigma_{f}^{2} = 1 \), we have \( \alpha_{f,k} = \alpha_{b,k} \approx 0 \) at \( k = 7 \), indicating that the receive signal \( y[7] \) would not be used at the decoder. However, it is important to note that some information of \( y[7] \) is contained in the next-time signals, \( y[k], k = 8, 9, ..., N \) due to the causal encoding process that uses feedback signals as an input. As a result, for all noise conditions, it is expected that the decoder will attempt to fully leverage the correlation of the receive signals to reconstruct the original bit stream.

Table 1 shows the BLER performances without and with the attention layer. GRU outputs, which is shown to be more effective when the feedback channel is less noisy.

Appendix D.4 contains a number of ablation studies and simulations performed under various configurations, which are consistent with the findings in this section. Furthermore, Appendix D.4 include additional experiments for realistic channel environments, including delayed feedback channels, quantized feedback channels, and Rice fading channels.

5. Conclusion
In this work, we presented a new class of non-linear feedback codes that significantly increase robustness against channel noise via a novel RNN autoencoder architecture. Our learning architecture addressed the challenges of encoder-decoder separation over a noisy channel and inefficient power allocation. To overcome encoder-decoder separation, we processed the entire bit stream as a single unit to benefit from noise averaging, and adopted a bi-directional attention-based decoding architecture to fully exploit correlations among noisy receive signals. For power optimization, we introduced a power control layer at the encoder, and proved that the power constraint is satisfied asymptotically. Through numerical experiments, we demonstrated that under realistic forward/feedback noise regimes, our scheme outperforms state-of-the-art feedback codes significantly. We also provided information-theoretic insights on the power distribution of our non-linear feedback codes, showing that allocated power decreases over time.

One other important observation we made is that canonical error correction codes still outperform feedback schemes when the feedback noise becomes high in a long block-length regime. In future work, we can further investigate architectural innovations to improve performance in the high noise and very long block length regime, with a more thorough comparison to canonical error correction codes. Furthermore, it will be interesting to look into the joint characteristics of our feedback codes in terms of error correction coding and feedback coding as mentioned in Appendix D.4 to adapt to noise conditions.
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Robust Non-Linear Feedback Coding via Power-Constrained Deep Learning


A. Proof of Lemma 1

**Proof.** Define the training data tuples as \( \{ T_j \}_{j=1}^J \) where \( T_j = \{ b^{(j)}, n_1^{(j)}, n_2^{(j)} \} \). Let us denote \( \tilde{y}_j[k] \) as the output at timestep \( k \) generated by data \( j \), \( T_j \), through the encoding process of (12)-(14), \( k = 1, ..., N \). It is obvious that \( \tilde{y}_j[k] \) is independent and identically distributed (i.i.d.) over \( j \) assuming the data tuples \( \{ T_j \}_{j=1}^J \) are i.i.d. from each other. We define the mean and variance of \( \tilde{y}_j[k] \) as \( \mu_k \) and \( \nu_k^2 \), respectively. With the sample mean \( \bar{m}_k(J) = \frac{1}{N} \sum_{j=1}^J \tilde{y}_j[k] \) and the sample variance \( \delta_k^2(J) = \frac{1}{N} \sum_{j=1}^J (\tilde{y}_j[k] - m_k(J))^2 \), we define the normalization function as \( \gamma_k^{(J)}(x) = (x - \bar{m}_k(J))/\delta_k(J) \).

Let us define \( \tilde{x}[k] \) as the output at timestep \( k \) generated by the data tuple for inference, \( \{ b, n_1, n_2 \} \). Assuming the training and inference data tuples are extracted from the same distribution, the mean and variance of \( \tilde{x}[k] \) are then \( \mu_k \) and \( \nu_k^2 \), respectively. We then have \( \mathbb{E}_{b,n_1,n_2} \left[ \left( \gamma_k^{(J)}(\tilde{x}[k]) \right)^2 \right] = \frac{\nu_k^2 + (m_k(J) - \mu_k)^2}{\delta_k^2(J)} \). By strong law of large number (SLLN), \( m_k(J) \to \mu_k \) and \( \delta_k(J) \to \nu_k^2 \) almost surely (a.s.) as \( J \to \infty \). Then, by continuous mapping theorem, \( \mathbb{E}_{b,n_1,n_2} \left[ \left( \gamma_k^{(J)}(\tilde{x}[k]) \right)^2 \right] \to 1 \) a.s. as \( J \to \infty \). Then, \( \mathbb{E}_{b,n_1,n_2} \left[ \sum_{k=1}^N (x[k])^2 \right] = \sum_{k=1}^N u_k^2 \mathbb{E}_{b,n_1,n_2} \left[ \left( \gamma_k^{(J)}(\tilde{x}[k]) \right)^2 \right] \to N \) a.s. as \( J \to \infty \). \( \square \)

B. Parameter Setup and Algorithm for Training

The overall algorithm for training is given in Algorithm 1. The number of training data is \( J = 10^7 \), the batch size is \( N_{batch} = 2.5 \times 10^4 \), and the number of epochs is \( N_{epoch} = 100 \). We use the Adam optimizer and a decaying learning rate, where the initial rate is 0.01 and the decaying ratio is \( \gamma = 0.95 \) applied for every epoch. We also use gradient clipping for training, where the gradients are clipped when the norm of gradients is larger than 1. We adopt two layers of unidirectional GRUs at the encoder and two layers of bi-directional GRUs at the decoder, with \( N_{neurons} = 50 \) neurons at each GRU. We initialize each neuron in GRUs with \( U(-1/\sqrt{N_{neurons}}, 1/\sqrt{N_{neurons}}) \), and all the power weights and attention weights to 1. We train our neural network model under particular forward/feedback noise powers and conduct inference in the same noise environment.

**Algorithm 1** Training for the proposed RNN autoencoder-based architecture

Input: Training data \( \{ b^{(j)}, n_1^{(j)}, n_2^{(j)} \}_{j=1}^J \), number of epochs \( N_{epoch} \), and batch size \( N_{batch} \).

Output: Model parameters.

Initialize the model parameters.

for \( e = 1 \) to \( N_{epoch} \) do

for \( t = 1 \) to \( J/N_{batch} \) do

Obtain \( N_{batch} \) data tuples, \( \{ b^{(t)}, n_1^{(t)}, n_2^{(t)} \}_{t \in \mathcal{I}_{batch}} \), where \( \mathcal{I}_{batch} = N_{batch} \).

Update the model parameters using the gradient descent on the cross entropy loss, defined by

\[
\sum_{t \in \mathcal{I}_{batch}} CE(d^{(t)}, \hat{d}^{(t)}) = -\sum_{t \in \mathcal{I}_{batch}} \sum_{i=1}^{2^L} d_i^{(t)} \log \hat{d}_i^{(t)},
\]

where \( d^{(t)} \) is one-hot \( b^{(t)} \), \( \hat{d}^{(t)} \) is the output obtained by the \( t \)-th data tuple passing through the overall encoder-decoder architecture in

\[12\text{-}20.\]

end for

end for

C. Encoder and Decoder in a Compact Form

Figure 5 shows a compact version of the encoder and decoder, where a unrolled version along timesteps is demonstrated in Figure 2. The encoder and decoder are present at the transmitter and receiver, respectively, under the framework of autoencoder architectures. The encoding output \( x[k] \) travels through a noisy channel, and the noisy version of \( x[k] \), i.e., \( y[k] \), is provided as an input to the decoder. Our goal with this RNN autoencoder-based structure is to jointly train the encoder and decoder.
D. Evaluations of Our Scheme under Various Scenarios

D.1. Adaptable to Feedback Noise

Figure 9 shows the BLER curves for the region of high feedback noise powers. We consider $K = 6$, $N = 18$, and the forward SNR with 1dB. Our learning architecture shown in Figure 2 can be modified to generate an open-loop code that does not use any feedback signals at all, by providing $x[k]$ as an input to the encoder rather than $z[k]$. This open-loop code, denoted by Proposed (No feedback) in Figure 9, outperforms TBCC, showing that our learning architecture may be utilized to create error correction codes. While keeping this as a prospective research area for future works on error correction coding, we are more interested in the behavior of our scheme in terms of feedback utilization in this work.

It is interesting that as the feedback noise power increases, the performance of our original method (using feedback) converges to the one of our open-loop coding (without feedback utilization). In contrast, as the feedback becomes less noisy, our scheme beats our open-loop coding scheme by maximizing the use of the feedback information. This demonstrates the adaptability of our approach, which may weight feedback coding or open-loop coding differently depending on the feedback noise levels. In other words, our approach can be potentially understood as a machine learning-based joint optimization method for feedback coding and error correction coding.

![Figure 9. BLER with $K = 6$ and $N = 18$ for high feedback noise, where the forward SNR is 1dB.](image)

D.2. Short blocklength scenarios

Figure 10a shows BLER with $K = 6$, $N = 21$, and the forward SNR with 1dB. This is the case when Deepcode benefits from the zero padding where a zero bit is added at the end of the bit stream. That is, Deepcode utilize 18 channel uses for...
transmitting the signals corresponding to $K$ bits, and three channel uses for transmitting the signals corresponding to the padded zero bit. The coding rate is then $r = 2/7$. To be fair, other schemes can use three more channel uses based on $1/3$-rate coding. Our scheme can generate $2/7$-rate codes by simply training our RNN autoencoder-based architecture for $K = 6$ and $N = 21$. Although this scenario is favorable for Deepcode, our scheme still outperforms the baselines including Deepcode. Our strategy achieves significant performance gains, as we mentioned in Figure 3, particularly in the regions with strong feedback noise. Figure 10b demonstrates BLER with $K = 10$ and $N = 30 (r = 1/3)$. In this scenario, our scheme still outperforms the counterparts, and obtain higher performance gains over all the feedback noise regions. Figure 10c shows BLER with $K = 10$ and $N = 33 (r = 10/33)$, in which Deepcode benefits from using zero padding. Our scheme still performs better than the other baselines in realistic feedback noise power regions as well.

D.3. Medium/long blocklength scenarios

Figure 11 depicts BLER with different blocklength scenarios of $L = 120, 600, 1200$, where the forward SNR is $-1$ dB and the coding rate is $r = 1/3$. Due to our scheme’s tolerance to strong forward noise, it beats existing feedback methods in BLER for any blocklength scenarios by up to two orders of magnitude. For long blocklength scenarios, such as $L = 600, 1200$ in Figure 11b and 11c, any other feedback schemes other than ours cannot outperform canonical turbo coding. However, our scheme outperforms the turbo coding depending on the feedback noise power levels. This demonstrates that, when feedback is available in communication systems, our scheme can be used to improve the BLER performances by exploiting feedback.

D.4. Other realistic channel scenarios

D.4.1. Delayed feedback channels

We denote the delay factor as $D$. If $D = 0$, the system has no delay on feedback (our default setting), which means the transmitter receives the noisy version of the forward channel output signal in the same time step. For $D > 0$, we input the previous transmit signal to the encoder in place of the feedback information until the feedback arrives. Formally, we replace...
\[ x[t] = \begin{cases} 
\text{encoder}(b, 0) & \text{if } t = 1 \\
\text{encoder}(b, z[t - 1]) & \text{if } 1 < t \leq N 
\end{cases} \] (21)

with

\[ x[t] = \begin{cases} 
\text{encoder}(b, 0) & \text{if } t = 1 \\
\text{encoder}(b, x[t - 1]) & \text{if } 1 < t \leq D + 1 \\
\text{encoder}(b, z[t - D - 1]) & \text{if } D + 1 < t \leq N 
\end{cases} \] (22)

where encoder(·) denotes the overall process of encoding at the transmitter in Figure 2. Table 2 shows the BER and BLER performance with different delay factors when \( K = 6, N = 18, \text{SNR}_1 = 1\text{dB}, \) and \( \sigma_2^2 = 0.01 \). As expected, the error of our scheme gets larger as \( D \) increases. It can tolerate a delay between \( D = 2 \) and \( D = 3 \) before its performance becomes comparable to Deepcode, showing it offers improved robustness to feedback delay.

<table>
<thead>
<tr>
<th>Delay</th>
<th>BER</th>
<th>BLER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( D = 0 )</td>
<td>1.18E-6</td>
<td>3.34E-6</td>
</tr>
<tr>
<td>( D = 1 )</td>
<td>2.41E-6</td>
<td>6.24E-6</td>
</tr>
<tr>
<td>( D = 2 )</td>
<td>2.45E-6</td>
<td>7.13E-6</td>
</tr>
<tr>
<td>( D = 3 )</td>
<td>7.67E-6</td>
<td>2.18E-4</td>
</tr>
<tr>
<td>( D = 4 )</td>
<td>8.94E-5</td>
<td>3.03E-4</td>
</tr>
<tr>
<td>( D = 6 )</td>
<td>8.49E-4</td>
<td>8.49E-4</td>
</tr>
<tr>
<td>Deepcode</td>
<td>No quantization</td>
<td>6.58E-6</td>
</tr>
</tbody>
</table>

Table 2. BER and BLER under a delayed feedback scenario with delay \( D \).

D.4.2. QUANTIZED FEEDBACK CHANNELS

We consider a quantization process on feedback with \( Q \) bits, where we obtain \( 2^Q \) points by uniformly quantizing the interval \([a_{\text{min}}, a_{\text{max}}]\) and map the feedback information \( z[t] \) to the closest point in Euclidean distance among the \( 2^Q \) points. We set \( a_{\text{min}} = -5 \) and \( a_{\text{max}} = 5 \). We test the effect of quantization on our trained coding architecture (trained with our default scenario, i.e., no quantization). Table 3 shows the BER and BLER performance with different numbers of quantization bits, \( Q \), when \( K = 6, N = 18, \text{SNR}_1 = 1\text{dB}, \) and \( \sigma_2^2 = 0.01 \). We see that for \( Q \geq 6 \), there is not much loss in BER performance relative to the case of no quantization. Additionally, with \( Q = 6 \) bits, our scheme outperforms Deepcode without quantization.

<table>
<thead>
<tr>
<th>( Q )</th>
<th>BER</th>
<th>BLER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>No quantization</td>
<td>1.18E-6</td>
</tr>
<tr>
<td>( Q = 8 )</td>
<td>1.25E-6</td>
<td>3.44E-6</td>
</tr>
<tr>
<td>( Q = 6 )</td>
<td>3.67E-6</td>
<td>9.98E-6</td>
</tr>
<tr>
<td>( Q = 4 )</td>
<td>3.32E-5</td>
<td>9.44E-5</td>
</tr>
<tr>
<td>( Q = 3 )</td>
<td>1.65E-5</td>
<td>4.70E-3</td>
</tr>
<tr>
<td>Deepcode</td>
<td>No quantization</td>
<td>6.58E-6</td>
</tr>
</tbody>
</table>

Table 3. BER and BLER under a quantized feedback scenario with \( Q \)-bits quantization.

D.4.3. RICIAN FADING CHANNELS

Table 4 shows the BER and BLER performance obtained by our proposed scheme and Deepcode when taking into account Rician fading with different \( K \)-factors, where \( K \)-factor here refers to the ratio between the power in the direct path and the power in the scattered paths. We consider the same \( K \)-factors for both the forward/feedback channels. With higher \( K \)-factors, BER and BLER are improved since the dominant line-of-sight path behaves similar to the AWGN channel. With lower \( K \)-factors, on the other hand, the effective noise varies largely due to the fluctuation of the fading channel coefficients. Over all regions of \( K \)-factors, our coding scheme is able to improve performance over Deepcode by a wide margin.
Table 4. BER and BLER under a Rician fading scenario with different $K$-factors.

<table>
<thead>
<tr>
<th>$K$-factor</th>
<th>BER</th>
<th>BLER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>3</td>
<td>6.85E-3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.62E-4</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.74E-6</td>
</tr>
<tr>
<td>AWGN</td>
<td>1.18E-6</td>
<td>3.34E-6</td>
</tr>
<tr>
<td>Deepcode</td>
<td>3</td>
<td>9.89E-3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.99E-4</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.23E-5</td>
</tr>
<tr>
<td>AWGN</td>
<td>6.58E-6</td>
<td>3.74E-5</td>
</tr>
</tbody>
</table>

Table 5 displays the BLER performance in the first three rows and the FLOPS counts in the last row, obtained by our coding architecture with various numbers of layers and neurons of the GRUs at the encoder and decoder, when $K = 6$, $N = 18$, and $r = 1/3$.

Table 5. BLER (for measuring performance) and FLOPS counts (for measuring complexity) under different number of layers and neurons.

<table>
<thead>
<tr>
<th>number of neurons</th>
<th>Single layer</th>
<th>Two layers</th>
<th>Three layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.14E-4</td>
<td>3.16E-6</td>
<td>1.32E-6</td>
</tr>
<tr>
<td>50</td>
<td>4.46E-6</td>
<td>3.4E-6</td>
<td>4.48E-6</td>
</tr>
<tr>
<td>100</td>
<td>5.08E-5</td>
<td>3.34E-6</td>
<td>4.21E-5</td>
</tr>
<tr>
<td>10</td>
<td>1.85E-3</td>
<td>1.94E-3</td>
<td>2.19E-3</td>
</tr>
<tr>
<td>50</td>
<td>5.22E-3</td>
<td>1.63E-3</td>
<td>3.78E-3</td>
</tr>
<tr>
<td>100</td>
<td>1.35E-2</td>
<td>2.38E-2</td>
<td>1.33E-2</td>
</tr>
<tr>
<td>10</td>
<td>2.8E-2</td>
<td>9.9E-2</td>
<td>183.6K</td>
</tr>
<tr>
<td>50</td>
<td>1.16E-1</td>
<td>2.5M</td>
<td>4.2M</td>
</tr>
</tbody>
</table>

E. Performance-Complexity Tradeoff

We provide a detailed evaluation of the tradeoff between performance and complexity. We consider the BLER performance (for measuring performance) and the FLOPS counts (for measuring complexity). We first derive the FLOPS counts for encoding/decoding $K$ bits over $N$ channel uses. The FLOPS counts for encoding and decoding with our coding architecture are $N(6(2N_{e,\text{layer}} - 1)N_{e}^2 + 6K + 5N_{e,\text{layer}} + 8)N_{e} + 3)$ and $12(2N_{d,\text{layer}} - 1)NN_{d}^2 + 2(5N_{e,\text{layer}} + 8)NN_{d} + 4N_{e,\text{layer}}^2K - 2N_{d} + 2^K - 1$, respectively, while those with Deepcode are $2KN_{e}^2 + 11KN_{e} + 4K$ and $12K(3N_{d}^2 + 5N_{d})$, respectively.

Overall, we find that using two layers each with 50 neurons yields strong BLER performances for this setup; increasing to 100 neurons with two layers or 50 neurons with three layers results in substantial increases in FLOPS in the same or worse BLER. While using just 10 neurons in two layers would result in a relatively low level of computational complexity, the BLER becomes substantially worse, especially for lower feedback noises. This analysis provides justification for our choice of two layers each with 50 neurons for our simulations.

On the other hand, suppose we constrain our scheme to have roughly the same complexity as Deepcode. With $K = 6$, $N = 18$, and SNR$_1 = 1$dB, if we use 1 layer with 50 neurons, our FLOPS are 890.3K, compared to 591.3K for Deepcode. For these settings, Table 5 reports the BLER comparison between both methods under varying feedback noise levels. For a similar level of complexity, we still see the trend of our scheme obtaining larger improvements compared with Deepcode as the feedback noise increases.

Table 6. BLER of our scheme and Deepcode having similar computational complexity to each other

<table>
<thead>
<tr>
<th>$\sigma_z^2$</th>
<th>Our scheme</th>
<th>Deepcode</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3.16E-6</td>
<td>5.46E-5</td>
</tr>
<tr>
<td>0.1</td>
<td>1.85E-3</td>
<td>6.25E-3</td>
</tr>
<tr>
<td>1</td>
<td>1.45E-2</td>
<td>8.0E-2</td>
</tr>
</tbody>
</table>

F. Power Distribution: Detailed Comparison with CL Scheme

Figure 12 shows power weight distribution along channel uses obtained from using our (non-linear) feedback scheme and the (linear) CL scheme, where the forward SNR is set to 1dB. As discussed in Section 4.4, both linear and non-linear schemes allocate more powers at the start and less powers along the channel uses under noisy feedback. Our scheme and the CL scheme, however, exhibit different power distribution patterns along feedback noise levels. For the CL scheme, as the feedback link becomes less noisy, the power distribution becomes even along the channel uses. However, our scheme produces an even power distribution when the feedback noise becomes higher.
The exhibition of different power distribution patterns of our scheme and the CL scheme can be understood by different encoding and decoding processes of the two schemes. First, our scheme has a higher degree of flexibility for feedback coding due to its non-linearity, whereas the feedback codes of the CL scheme are constructed based on the linear assumption. Second, as mentioned in Appendix D.1, our scheme may be regarded to have some combined properties of error correction coding and feedback coding, while the CL scheme is specifically designed for feedback coding. Nevertheless, it is crucial to emphasize that in order to maximize the utilization of the feedback information, both linear and non-linear schemes allocate more powers in the beginning and less powers along channel uses under a noisy feedback scenario with reasonable noise powers.

Figure 12. Power distributions over N channel uses obtained by our scheme and the CL scheme.

G. Ablation Studies and Various Configurations for Our Proposed Architecture

G.1. Power control

Table 7 shows the BLER performances obtained from an ablation investigation of our power control scheme, where we consider $K = 6$, $N = 18$, and $r = 1/3$. Since the power control layer consists of the two modules of normalization and power-weight multiplication, we examine the four different cases: (i) both normalization and power-weight multiplication (the default), (ii) just normalization, (iii) just power-weight multiplication, and (iv) neither normalization nor power-weight multiplication. We find that the best results were obtained when both normalization and power-weight multiplication are employed.

<table>
<thead>
<tr>
<th>Power/norm</th>
<th>Power</th>
<th>No power/norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2 = 0.01$</td>
<td>3.34E-6</td>
<td>2.87E-5</td>
</tr>
<tr>
<td>$\sigma^2 = 0.1$</td>
<td>1.63E-3</td>
<td>3.7E-3</td>
</tr>
<tr>
<td>$\sigma^2 = 1$</td>
<td>1.32E-2</td>
<td>1.88E-2</td>
</tr>
</tbody>
</table>

G.2. Uni-directional GRU versus bi-directional GRU at the decoder

Table 8 shows BLER that was obtained by using our scheme either with uni-directional GRU or bi-directional GRU (the default) at the decoder, where we consider $K = 6$, $N = 18$, and $r = 1/3$. In both cases, we consider two layers of GRUs with 50 neurons each at the encoder and decoder. The bi-directional case obtains higher BLERs than those from uni-directional case over the various ranges of feedback powers, despite the uni-directional case yielding comparable performances to the bi-directional case. This is due to the possibility that a non-causal processing of the receive signals could allow the decoder to make better use of the receive signal information.

When uni-directional GRU is used in our architecture, we consider the uni-directional attention mechanism with $N$ forward attention weights. Figure 13 shows the distribution of the power weights and the uni-directional attention weights. The power distribution in the uni-directional case in Figure 13a is similar to the one in the bi-directional case. In Figure 13b
the attention weights are higher at the final few channel uses, indicating that the decoder attempts to fully exploit the correlation of all the receive information by focusing on the last few outputs of the forward GRU. As a result, both the uni-directional case and the bi-directional case (in Figure 7) seek to maximally utilize the correlation of the receive signals through optimizing its attention weights.

Table 8. Comparison between uni-directional and bi-directional GRUs at the decoder.

<table>
<thead>
<tr>
<th></th>
<th>Uni-directional</th>
<th>Bi-directional</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2 = 0.01$</td>
<td>5.24E-6</td>
<td>3.34E-6</td>
</tr>
<tr>
<td>$\sigma^2 = 0.1$</td>
<td>1.73E-3</td>
<td>1.63E-3</td>
</tr>
<tr>
<td>$\sigma^2 = 1$</td>
<td>1.44E-2</td>
<td>1.31E-2</td>
</tr>
</tbody>
</table>

Figure 13. The distribution of power weights and attention weights in the case of employing uni-directional GRUs in the proposed RNN autoencoder architecture.

G.3. Different strategies for merging GRU outputs at the decoder

Table 9 shows the BLER performances obtained by using our scheme with various strategies for merging the bi-directional GRU outputs at the decoder, where we consider $K = 6$, $N = 18$, and $r = 1/3$. We explore the following five scenarios:

Case 1. We use only the hidden states at the $N$-th timestep, i.e., $\alpha_{f,N} = \alpha_{b,N} = 1$, while the rest weights are forced to zeros. Case 2. We use the hidden states at the $N$-th timestep for the forward GRU and at the 1st timestep for the backward GRU, respectively. That is, $\alpha_{f,N} = 1$, while the rest weights are zeros. Case 3. We sum the hidden states over all the timesteps equally, i.e., $\alpha_{f,k} = \alpha_{b,k} = 1$ for all $k = 1, \ldots, N$. Case 4. We use the attention mechanism to put different weights along $N$ timesteps, but the same weight is applied for the forward and backward direction at each timestep. That is, $\alpha_k = \alpha_{f,k} = \alpha_{b,k}$ is trainable for all $k = 1, \ldots, N$. Case 5. As our default configuration, we use a bi-directional attention mechanism where all separate weights are applied for each timestep as well as for each of the forward and backward directions. That is, we have 2N trainable weights, $\alpha_{f,k}$ and $\alpha_{b,k}$, for $k = 1, \ldots, N$. We discover that in nearly all of the feedback noise power scenarios, the bi-directional attention mechanism at the decoder produced the best BLER performances.

Table 9. Study on different strategies for merging GRU outputs at the decoder.

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2 = 0.001$</td>
<td>4.37E-7</td>
<td>5.25E-8</td>
<td>2.55E-8</td>
<td>2.31E-8</td>
<td>8.12E-9</td>
</tr>
<tr>
<td>$\sigma^2 = 0.01$</td>
<td>1.02E-5</td>
<td>4.19E-6</td>
<td>3.78E-6</td>
<td>3.32E-6</td>
<td>3.34E-6</td>
</tr>
<tr>
<td>$\sigma^2 = 0.1$</td>
<td>2.66E-3</td>
<td>1.97E-3</td>
<td>1.98E-3</td>
<td>1.66E-3</td>
<td>1.63E-3</td>
</tr>
<tr>
<td>$\sigma^2 = 1$</td>
<td>1.47E-2</td>
<td>1.46E-2</td>
<td>1.38E-2</td>
<td>1.36E-2</td>
<td>1.32E-2</td>
</tr>
</tbody>
</table>

G.4. Sigmoid versus softmax at the last layer at the decoder

Minimizing BLER as a performance metric for bit stream recovery has been the focus of this paper. Other metric of interest is bit error rate (BER). Our architecture can be trained to minimize BER rather than BLER, by simply replacing the softmax
activation function with the sigmoid activation function at the decoder and considering the binary cross entropy loss rather than the cross entropy loss. Table 10 and 11 show BLER and BER, respectively, obtained by using our scheme when sigmoid or softmax is applied as an activation function at the last layer at the decoder. We consider $K = 6$, $N = 18$, and $r = 1/3$. In Table 10 using softmax yields better BLER performances as expected since it allows the neural network to be trained while minimizing the block errors. In Table 11 using the sigmoid is not superior to using the softmax in the noise setting $\sigma^2 = 0.01$ and $1$; rather, its performance is comparable to that of the softmax case. But, at $\sigma^2 = 0.01$, utilizing the sigmoid yields a better BER performance. This is because the neural network with the sigmoid function is trained to minimize the bit errors. This demonstrates how our learning architecture can be readily modified to accommodate different metrics of interests.

### Table 10. BLER with sigmoid or softmax

<table>
<thead>
<tr>
<th>$\sigma^2$</th>
<th>Sigmoid</th>
<th>Softmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3.79E-6</td>
<td>3.34E-6</td>
</tr>
<tr>
<td>0.1</td>
<td>2.61E-3</td>
<td>1.63E-3</td>
</tr>
<tr>
<td>1</td>
<td>3.33E-2</td>
<td>1.31E-2</td>
</tr>
</tbody>
</table>

### Table 11. BER with sigmoid or softmax

<table>
<thead>
<tr>
<th>$\sigma^2$</th>
<th>Sigmoid</th>
<th>Softmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>7.95E-7</td>
<td>1.18E-6</td>
</tr>
<tr>
<td>0.1</td>
<td>5.17E-4</td>
<td>4.60E-4</td>
</tr>
<tr>
<td>1</td>
<td>7.44E-3</td>
<td>6.43E-3</td>
</tr>
</tbody>
</table>

### G.5. Different decoder architectures

In Table 12, we present the results of an additional experiment which compares the performance of our scheme, based on a bi-directional GRU decoder (our default setup), with a CNN decoder. For the CNN implementation, we employ the following standard architecture: Conv1D-Relu-Conv1D-Relu-Linear-Softmax. The BLER performance is shown along varying $\sigma^2$ when $K = 6$, $N = 18$, and SNR$_1 = 1$dB. When $\sigma^2 = 0.01$, we see that the Bi-directional RNN implementation improves performance in BLER by more than 5 times. This improvement is consistent with our intuition that using GRUs at both the encoder and decoder helps to maximally exploit time correlations in the joint encoder-decoder learning architecture.

### Table 12. BLER performance of our scheme based on a bi-directional GRU decoder and a CNN decoder.

<table>
<thead>
<tr>
<th>$\sigma^2$</th>
<th>bi-GRU</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3.34E-6</td>
<td>1.79E-5</td>
</tr>
<tr>
<td>0.1</td>
<td>1.63E-3</td>
<td>1.96E-3</td>
</tr>
<tr>
<td>1</td>
<td>1.31E-2</td>
<td>2.34E-2</td>
</tr>
</tbody>
</table>

### H. Study on Block Length Gain

We note that our architecture promotes the block length gain within the block length $K$ processing. To investigate it, we conducted an additional simulation study by constructing our coding architecture with different values of $K$. Table 13 shows the BER and BLER performance obtained by our scheme and Deepcode with different values of $K$ when SNR$_1 = -1$dB and $\sigma^2 = 0.01$. Here, the BLER of $L = 300$ is calculated by $\text{BLER} = 1 - (1 - \text{BLER}_K)^{\lfloor L/K \rfloor}$, where $\text{BLER}_K$ is the BLER of block length $K$ obtained by each coding scheme. The BER performance peaks at $K = 6$ for our scheme, i.e., our proposed scheme exploits the block length gain up to $K = 6$. Deepcode was shown that it does not give a block length gain for $K > 50$ (Kim et al., 2018a).

### Table 13. BER and BLER with various numbers of processing bits, $K$, in our coding architecture and Deepcode.

<table>
<thead>
<tr>
<th>Proposed</th>
<th>$\sigma^2$</th>
<th>BER</th>
<th>BLER ($L = 300$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = 10$</td>
<td>0.01</td>
<td>2.28E-3</td>
<td>1.93E-1</td>
</tr>
<tr>
<td>$K = 9$</td>
<td>1.38E-3</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$K = 8$</td>
<td>3.29E-4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$K = 7$</td>
<td>9.41E-4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$K = 6$</td>
<td>7.32E-4</td>
<td>1.02E-1</td>
<td></td>
</tr>
<tr>
<td>$K = 5$</td>
<td>2.03E-3</td>
<td>2.48E-1</td>
<td></td>
</tr>
<tr>
<td>$K = 4$</td>
<td>7.44E-4</td>
<td>1.08E-1</td>
<td></td>
</tr>
<tr>
<td>$K = 3$</td>
<td>6.76E-3</td>
<td>1.33E-1</td>
<td></td>
</tr>
<tr>
<td>$K = 2$</td>
<td>1.64E-3</td>
<td>3.01E-1</td>
<td></td>
</tr>
<tr>
<td>Deepcode</td>
<td>$K = 50$</td>
<td>1.31E-1</td>
<td>2.98E-1</td>
</tr>
<tr>
<td>$K = 10$</td>
<td>1.34E-3</td>
<td>3.17E-1</td>
<td></td>
</tr>
<tr>
<td>$K = 6$</td>
<td>1.87E-3</td>
<td>4.06E-1</td>
<td></td>
</tr>
</tbody>
</table>

For processing long block length $L$, we use the modulo approach by dividing the entire $L$ bits into $\lfloor L/K \rfloor$ chunks each with
length $K$. Due to the nature of its time-division processing, the modulo approach does not provide a block length gain for processing the bits with a length of any multiples of $K$. Although our coding scheme does not provide a block length gain for processing large numbers of bits, our scheme (with a choice of $K = 6$) outperforms Deepcode in BLER performance approximately by three times due to its greatly improved performance in short block length. We note that our main focus in this paper is to provide a feedback coding framework for short/finite block lengths rather than providing a block length gain for long block length, and through simulations describe the performance gain that can be expected by taking on such an approach.