Abstract
We study the problem of multi-task learning under user-level differential privacy, in which \( n \) users contribute data to \( m \) tasks, each involving a subset of users. One important aspect of the problem, that can significantly impact quality, is the distribution skew among tasks. Tasks that have much fewer data samples than others are more susceptible to the noise added for privacy. It is natural to ask whether algorithms can adapt to this skew to improve the overall utility.

We give a systematic analysis of the problem, by studying how to optimally allocate a user’s privacy budget among tasks. We propose a generic algorithm, based on an adaptive reweighting of the empirical loss, and show that in the presence of distribution skew, this gives a quantifiable improvement of excess empirical risk.

Experimental studies on recommendation problems that exhibit a long tail of small tasks, demonstrate that our methods significantly improve utility, achieving the state of the art on two standard benchmarks.

1. Introduction
Machine learning models trained on sensitive user data present the risk of leaking private user information (Dwork et al., 2007; Korolova, 2010; Calandrino et al., 2011; Shokri et al., 2017). Differential Privacy (DP) (Dwork et al., 2006) mitigates this risk, and has become a gold standard widely adopted in industry and government (Abowd, 2018; Wilson et al., 2020; Rogers et al., 2021; Amin et al., 2022).

In this work, we adopt the notion of user-level DP (Dwork & Roth, 2014; Kearns et al., 2014), which seeks to protect all data samples of a given user, a harder goal than protecting a single sample. User-level DP has been studied under different settings, including empirical risk minimization (Amin et al., 2019; Levy et al., 2021), mean estimation (Cummings et al., 2022), and matrix completion (Jain et al., 2018; Chien et al., 2021). The setting we study is that of multi-task learning, in which users contribute data to multiple tasks. This is for example the case in recommendation systems: given a set of \( n \) users and \( m \) items (pieces of content, such as movies or songs), the goal is to learn a representation for each item based on the users’ preferences. Another example is multi-class classification, where the goal is to learn \( m \) classifiers (one per class). Notice that the training data of a given user may be relevant to only a small subset of tasks. This is certainly the case in recommendation, where users typically interact with a small subset of the catalog of available content. This can also be the case in classification if the number of classes is very large. The interaction pattern between users and tasks can be described using a bipartite graph \( \Omega \subseteq [m] \times [n] \), such that user \( j \) contributes data to task \( i \) if and only if \( (i, j) \in \Omega \). We will also denote by \( \Omega_i = \{ j : (i, j) \in \Omega \} \) the set of users contributing to task \( i \).

The goal is then to minimize the empirical loss summed over tasks,

\[
L(\theta) = \sum_{i=1}^{m} \sum_{j \in \Omega_i} \ell(\theta; x_{ij}, y_{ij}),
\]

where \( \theta_i \) represents the model parameters for task \( i \), and \( x_{ij}, y_{ij} \) are respectively the features and labels contributed by user \( j \) to task \( i \). In general, we will assume that \( \Omega, x, \) and \( y \) are all private.

In practice, the tasks can be imbalanced, i.e. the distribution of task sizes \( |\Omega_i| \) can be heavily skewed. This is the case in recommendation systems, in which there is a long tail of items with orders of magnitude fewer training examples than average (Yin et al., 2012; Liu & Zheng, 2020). Classification tasks can also exhibit a similar skew among classes (Kubat & Matwin, 1997). Under differential privacy constraints, this skew makes tail tasks (those with less data) more susceptible to quality losses. This disparate impact of differential privacy is well documented, for example in classification with class imbalance (Bagdasaryan et al., 2019) or in DP language models (McMahan et al., 2018). A natural question is whether DP algorithms can be made adaptive to such distribution skew. Some heuristics were
found to be useful in practice. For example, (Chien et al., 2021) propose a sampling heuristic, which limits the number of samples per user, while biasing the sampling towards tail tasks. This was found to improve performance in practice (compared to uniform sampling), though no analysis was provided on the effect of this biased sampling. Another heuristic was proposed by (Xu et al., 2021), which applies to DP-SGD, and operates by increasing the clipping norm of gradients on tail tasks. Similarly, this was observed to improve performance (compared to uniform clipping).

In both cases, the intuition is that by allocating a larger proportion of a user’s privacy budget to the tail (either via sampling or clipping), one can improve utility on the tail, and potentially on the overall objective (1). However, a formal analysis of biased sampling and clipping remains elusive, as it introduces a bias that is hard to analyze. We take a different approach, by introducing task-user weights \( w_{ij} \) to have a finer control over the budget allocation. The weights play a similar role to sampling or clipping: by assigning larger weights to a task, we improve utility of that task. The question is then how to optimally choose weights \( w \) to minimize excess risk on the overall objective (1), under privacy constraints (which translate into constraints involving \( w \) and \( \Omega \)). Fortunately, this problem is amenable to formal analysis, and we derive optimal choices of weights, and corresponding error bounds, under different assumptions on the loss and the task-user graph \( \Omega \).

1.1. Contributions

1. We give a formal analysis of the private multi-task learning problem under distribution skew. We propose a generic method based on computing task-user weights, and applying those weights to the loss function (1), as a mechanism to control each user’s privacy budget allocation among tasks. The method is generic in that it applies to several algorithms such as DP-SGD (Bassily et al., 2014; Abadi et al., 2016) or Sufficient Statistics Perturbation (Fouleds et al., 2016).

2. We derive utility bounds that explicitly show how the budget allocation trades-off privacy and utility (Theorems 3.8 and 3.12). By adapting the allocation to the task sizes, we obtain utility bounds (Theorem 4.3) with a guaranteed improvement compared to uniform allocation. The improvement increases with the degree of skew in the task distribution.

3. We conduct experiments on synthetic data and two standard recommendation benchmarks which exhibit a heavy distribution skew. Our methods significantly improve accuracy, even compared to strong baselines such as the tail sampling heuristic of (Chien et al., 2021). We also provide a detailed analysis of quality impact across tasks. We find that adaptive budget allocation visibly improves quality on tail tasks, with a limited impact on head tasks.

1.2. Related Work

A common technique in user-level differential privacy is to adaptively control the sensitivity with respect to the data of a user. This is typically done via clipping (Abadi et al., 2016), sampling (Kasiviswanathan et al., 2013; Amin et al., 2019), using privacy filters (Feldman & Zrnic, 2021), or using weights in the objective function (Proserpio et al., 2014; Epasto et al., 2020) to scale the contribution of high sensitivity users. Our approach is related, in that we adaptively control sensitivity. But while these methods focus on adapting to users (users with high sensitivity are assigned lower weights), we focus on adapting to tasks (within each user, easier tasks are assigned lower weights).

We mention in particular (Epasto et al., 2020), who use weights to bound user sensitivity, and analyze the optimal choice of weights under certain assumptions. Their approach is perhaps the most similar to ours, in that the choice of weights is phrased as an optimization problem. But our setting is inherently different: they consider the traditional ERM setting with a single task, while we consider the multi-task setting (with heterogeneous tasks). As a result, their solution assigns identical weights to all examples of a given user, while our solution is designed to allocate a user’s budget among tasks, and generally assigns different weights to different examples of a user.

Turning to the multi-task setting, prior work on DP multi-task learning (Li et al., 2020; Hu et al., 2021) has focused on task-level privacy, where every user is identified with one task. We consider a more general setting, in which tasks do not necessarily coincide with users. In particular, under our model, it’s important that a user can contribute to more than one task.

Another related problem is that of answering multiple linear or convex queries under DP, e.g. (Dwork et al., 2010; Hardt & Rothblum, 2010; Ullman, 2015). Though related, the two problems are different because the utility measure is inherently different: in the multi-query setting, the goal is to answer all queries accurately (i.e. a minimax objective), while in the multi-task setting, the utility is a sum across tasks, as in (1). Besides, algorithms in the multi-query convex setting (closest to ours) often have to maintain a distribution over a discretization of the data space, making them prohibitively expensive in continuous feature spaces, due to an exponential dependence on the dimension.

In practice, budget allocation among tasks is often done through uniform sampling, for example in DP SQL (Wilson et al., 2020), LinkedIn’s Audience Engagement API (Rogers et al., 2021), and Plume (Amin et al., 2022). The techniques that do adapt to the task distribution (via sampling as in (Chien et al., 2021) or clipping as in (Xu et al., 2021)) tend to be heuristic in nature, and lack a rigorous utility analysis.
To the best of our knowledge, we present the first systematic analysis of multi-task, user-level DP under distribution skew. Our method operates directly on the loss function, which makes it applicable to standard algorithms such as DPSGD, and has a guaranteed improvement under distribution skew.

2. Preliminaries

2.1. Notation

Throughout the paper, we will denote by $\Omega \subseteq [m] \times [n]$ the task-user membership graph, where $m, n$ are the number of tasks and users, respectively. We assume that $m \leq n$. For all $i$, let $\Omega_i := \{ j : (i, j) \in \Omega \}$ be the set of users who contribute to task $i$, and for all $j$, let $\Omega_j := \{ i : (i, j) \in \Omega \}$ be the set of tasks to which $j$ contributes data. We will denote by $n_i = |\Omega_i|$, and by $n_j = |\Omega_j|$. Let $\|x\|$ be the $L_2$ norm of a vector $x$, and $\|X\|_F$ be the Frobenius norm of a matrix $X$. For a symmetric matrix $A$, let $A^\dagger$ denote the pseudo-inverse of $A$’s projection on the PSD cone. For a closed convex set $C$, let $|C|$ denote its Euclidean diameter, and $\Pi_C(\cdot)$ denote the Euclidean projection on $C$. Let $N^{d \times d}$ denote the multivariate normal distribution (of zero mean and unit variance), and $N^{d \times d}$ denote the distribution of symmetric $d \times d$ matrices whose upper triangle entries are i.i.d. normal. Finally, whenever we state that a bound holds with high probability (abbreviated as w.h.p.), we mean with probability $1 - 1/n^c$, where $c$ is any positive constant, say $2$.

2.2. User-Level Differential Privacy

Let $\mathcal{D}$ be a domain of data sets. Two data sets $D, D' \in \mathcal{D}$ are called neighboring data sets if one is obtained from the other by removing all of the data samples from a single user. Let $\mathcal{A} : \mathcal{D} \rightarrow \mathcal{S}$ be a randomized algorithm with output space $\mathcal{S}$.

Definition 2.1 (User-Level Differential Privacy (Dwork & Roth, 2014)). Algorithm $\mathcal{A}$ is $(\epsilon, \delta)$-differentially private (DP) if for all neighboring data sets $D, D' \in \mathcal{D}$, and all measurable $S \subseteq \mathcal{S}$,

$$\Pr(\mathcal{A}(D) \in S) \leq e^\epsilon \Pr(\mathcal{A}(D') \in S) + \delta.$$

Remark 2.2. The data of a user $j$ consists of $\Omega^j$ (the set of tasks that user contributes to), together with the set of features and labels $\{ (x_{ij}, y_{ij}) : i \in \Omega^j \}$. Notice that the user-task graph $\Omega$ itself is private. For example, in the recommendation setting, $\Omega$ represents which pieces of content each user interacted with, while the labels $y_{ij}$ represent how much a user liked that piece of content; we want to protect both.

For simplicity of presentation, our results will be stated in terms of Röynt differential privacy (RDP). Translation from RDP to DP is standard, and can be done for example using (Mironov, 2017, Proposition 3).

Definition 2.3 (User-Level Röynt Differential Privacy (Mironov, 2017)). An algorithm $\mathcal{A}$ is $(\alpha, \rho)$-Röynt differentially private (RDP) if for all neighboring data sets $D, D' \in \mathcal{D},$

$$D_\alpha(\mathcal{A}(D)) \| \mathcal{A}(D') \| \leq \rho,$$

where $D_\alpha$ is the Röynt divergence of order $\alpha$.

3. Budget Allocation via Weights

First, observe that the objective function (1) can be decomposed as

$$L(\theta) = \sum_{i=1}^m L_i(\theta); \quad L_i(\theta) = \sum_{j \in \Omega_i} \ell(\theta_i; x_{ij}, y_{ij}),$$

where $\theta_i \in \mathbb{R}^d$ are the model parameters for task $i$, and $\theta$ is a shorthand for $(\theta_1, \ldots, \theta_m)$. For all $i$, we will denote the non-private solution of task $i$ by

$$\theta_i^* = \arg\min_{\theta_i} L_i(\theta_i).$$

The goal is to learn a private solution $\hat{\theta}$ under user-level DP. The quality of $\hat{\theta}$ will be measured in terms of the expected empirical risk,

$$\sum_{i=1}^m \mathbb{E}[L_i(\hat{\theta})] - L_i(\theta_i^*),$$

where the expectation is over randomness in the algorithm.

Remark 3.1. Although the objective is decomposable as a sum of $L_i(\hat{\theta}_i)$, the problems are coupled through the privacy constraint: since user $j$ contributes data to all tasks in $\Omega^j$, the combined sensitivity of these tasks with respect to user $j$’s data should be bounded. One is then faced with the question of how to allocate the sensitivity among tasks. This will be achieved by using weights in the objective function.

Our general approach will be to apply a DP algorithm to a weighted version of the objective $L(\theta)$. Let $w := (w_{ij})_{(i,j) \in \Omega}$ be a collection of arbitrary positive weights, and define the weighted multi-task objective

$$L_w(\theta) = \sum_{i=1}^m \sum_{j \in \Omega_i} w_{ij} \ell(\theta_i; x_{ij}, y_{ij}).$$

We first give some intuition on the effect of the weights (a formal analysis will be given in the next section). Suppose $\nabla \ell$ is bounded, and that we compute $\hat{\theta}$ by applying noisy gradient descent (with fixed noise standard deviation) to $L_w(\theta)$. Then $w$ will have the following effect on privacy and utility: increasing the weights of task $i$ will generally improve its utility (since it increases the norm of task $i$’s
Algorithm 1 Task-weighted SSP (Sufficient Statistic Perturbation)

1: Inputs: Task-user graph \( \Omega \), user features and labels \((x_{ij}, y_{ij})_{i,j \in \Omega}\), clipping parameters \( \Gamma_x, \Gamma_* \), weights \( w \), domain \( C \).
2: For all \( i,j \), \( x_{ij} \leftarrow \text{clip}(x_{ij}, \Gamma_x) \), \( y_{ij} \leftarrow \text{clip}(y_{ij}, \Gamma_x \Gamma_*), \) where \( \text{clip}(x, \Gamma) = x \min(1, \Gamma/\|x\|) \)
3: for \( 1 \leq i \leq m \) do
4: \( \xi_i \sim \mathcal{N}^d, \quad \Xi_i \sim \mathcal{N}^{d \times d} \)
5: \( A_i \leftarrow \sum_{j \in \Omega_i} w_{ij} (x_{ij} x_{ij}^\top + \lambda I) + \Gamma_*^2 \Xi_i \)
6: \( b_i \leftarrow \sum_{j \in \Omega_i} w_{ij} y_{ij} x_{ij} + \Gamma_*^2 \Gamma_* \xi_i \)
7: \( \hat{\theta}_i \leftarrow A_i^{-1} b_i \)
8: end for
9: Return \( \hat{\theta} \)

First, we analyze the case of multi-task ridge regression, \( \hat{\theta} \) way to the more general convex setting in the next section.

\[ L(\theta) = \sum_{i=1}^{m} \sum_{j \in \Omega_i} \left[ (\theta_i \cdot x_{ij} - y_{ij})^2 + \lambda \|\theta_i\|^2 \right], \quad (4) \]

where \( \lambda \) is a regularization constant. The exact solution of (4) is given by \( \theta^*_i = A_i^{-1} b_i \).

\[ A_i = \sum_{j \in \Omega_i} (x_{ij} x_{ij}^\top + \lambda I), \quad b_i = \sum_{j \in \Omega_i} y_{ij} x_{ij}. \quad (5) \]

We propose a task-weighted version of SSP, described in Algorithm 1. The private solution \( \hat{\theta}_i \) is obtained by forming weighted and noisy estimates \( \hat{A}_i, \hat{b}_i \) of the sufficient statistics (5), then returning \( \hat{\theta}_i = \hat{A}_i^{-1} \hat{b}_i \).

Remark 3.2. Although we will apply a DP algorithm to the weighted objective \( L_w \), utility will always be measured in terms of the original, unweighted objective \( L \). The weights should be thought of as a tool to allocate users’ privacy budget, rather than a change in the objective function.

3.1. Weighted Multi-Task Ridge Regression

We start by analyzing the case of multi-task ridge regression, optimized using the Sufficient Statistics Perturbation (SSP) method (Foulds et al., 2016; Wang, 2018). This will pave the way to the more general convex setting in the next section.

Suppose that each task is a ridge regression problem. The multi-task objective (2) becomes

\[ \hat{\theta} = \hat{A}^{-1} \hat{b}, \]

where \( \hat{A} = \sum_{j \in \Omega_i} (x_{ij} x_{ij}^\top + \lambda I), \quad \hat{b} = \sum_{j \in \Omega_i} y_{ij} x_{ij}. \]

We propose a task-weighted version of SSP, described in Algorithm 1. The private solution \( \hat{\theta}_i \) is obtained by forming weighted and noisy estimates \( \hat{A}_i, \hat{b}_i \) of the sufficient statistics (5), then returning \( \hat{\theta}_i = \hat{A}_i^{-1} \hat{b}_i \). Notice that if we use larger weights for task \( i \), the relative noise scale in \( \hat{A}_i, \hat{b}_i \) becomes smaller (see Lines 5-6), which improves the quality of the estimate, while also increasing the sensitivity. Once we analyze how the weights affect privacy and utility, we will be able to reason about an optimal choice of weights.

Theorem 3.3 (Privacy guarantee of Algorithm 1). Let \((w_{ij})_{i,j \in \Omega}\) be a collection of task-user weights, and let \( \beta = \max_{j \in [n]} \sum_{i \in \Omega_j} w_{ij}^2 \). Then Algorithm 1 run with weights \( w \) is \((\alpha, \beta \alpha)-RDP\) for all \( \alpha > 1 \).

The result can be easily translated to traditional DP, for example, for all \( \epsilon, \delta > 0 \) with \( \epsilon \leq \log(1/\delta) \), if \( \beta \leq \frac{\epsilon^2}{8 \log(1/\delta)} \), then the algorithm is \((\epsilon, \delta)\)-DP.

Remark 3.4. The theorem can be interpreted as follows: each user \( j \) has a total budget \( \beta \), that can be allocated among the tasks in \( \Omega \) by choosing weights such that \( \sum_{i \in \Omega_j} w_{ij}^2 \leq \beta \). For this reason, we will refer to \( \beta \) as the user RDP budget.

Remark 3.5. Sampling a fixed number of tasks per user (as done in (Chien et al., 2021)) is a special case of this formulation, where \( w_{ij} \) is a constant if task \( i \) is sampled for user \( j \), and 0 otherwise. Using general weights allows a finer trade-off between tasks, as we shall see next. There is also a practical advantage to using weights: sampling methods require choosing a maximum number of tasks to sample per user (a hyper-parameter), this number is used in the privacy accounting to determine user sensitivity. One needs to tune this hyper-parameter carefully—if it’s too large, many users are below the threshold and we end up adding too much noise, and if it’s too small, we might drop too many samples. When using weights, there is no such hyper-parameter (we keep all samples of all users), which simplifies parameter tuning.

For the utility analysis, we will make the following standard assumption.

Assumption 3.6. We assume that there exist \( \Gamma_x, \Gamma_* > 0 \) such that for all \( i, j \), \( \|x_{ij}\| \leq \Gamma_x, \|\theta^*_i\| \leq \Gamma_* \), and \( \|y_{ij}\| \leq \Gamma_x \Gamma_* \).

Remark 3.7. We state the result in the ridge regression case with bounded data to simplify the presentation. Similar results can be obtained under different assumptions, for instance when \( x_{ij} \) are i.i.d. Gaussian, in which case one can bound the minimum eigenvalue of the covariance matrices \( A_i \) without the need for regularization, see (Wang, 2018) for a detailed discussion.

Theorem 3.8 (Utility guarantee of Algorithm 1). Suppose Assumption 3.6 holds. Let \( \omega \in \mathbb{R}^m \) be a vector of positive weights such that for all \( j \), \( \sum_{i \in \Omega_j} \omega_i^2 \leq \beta \). Let \( \hat{\theta} \) be the output of Algorithm 1 with weights \( w_{ij} = \omega_i \forall (i,j) \in \Omega \).

The choice of \( w_{ij} = \omega_i \) (all examples of a task share the same weight) simplifies the proof, and is sufficient to improve utility under skew, see Section 4.
Then Algorithm 1 is \((\alpha, \alpha\beta)\)-RDP, for all \(\alpha > 1\), and w.h.p.,

\[ L(\hat{\theta}) - L(\theta^*) = O\left( \frac{\|C\|}{\lambda} \frac{d}{m} \sum_{i=1}^{m} \frac{1}{\omega_i^2 n_i} \right). \] (6)

Theorem 3.8 highlights that under the user-level privacy constraint \((\max_j \sum_{i \in \Omega_j} \omega_i^2 \leq \beta)\), there is a certain trade-off between tasks: by increasing \(\omega_i\) we improve quality for task \(i\), but this may require decreasing \(\omega_i\) for other tasks to preserve a constant total privacy budget. This allows us to reason about how to choose weights that achieve the optimal trade-off under a given RDP budget \(\beta\). Remarkably, this problem is convex:

\[ \min_{\omega \in \mathbb{R}_+^d} \sum_{i=1}^{m} \frac{1}{\omega_i^2 n_i} \text{ s.t. } \sum_{i \in \Omega_j} \omega_i^2 \leq \beta \quad \forall j \in \{1, \ldots, n\}. \]

If the task-user graph \(\Omega\) were public, one could solve the problem exactly. But since task-user membership often represents private information, we want to protect \(\Omega\). Our approach will be to compute an approximate solution. Before tackling this problem, we first derive similar weight-dependent privacy and utility bounds for noisy gradient descent.

### 3.2. Weighted Multi-Task Convex Minimization

We now consider the more general problem of minimizing empirical risk for convex loss in the multi-task setting. Our method applies noisy GD (Bassily et al., 2014) to the weighted objective (3). This is summarized in Algorithm 2. We will consider two standard settings, in which noisy GD is known to achieve nearly optimal empirical risk bounds:

**Assumption 3.9** (Lipschitz convex on a bounded domain). Assume that \(C\) is a bounded convex domain, and that there exists \(\Gamma > 0\) such that \(\ell(\theta; x, y)\) is a convex and \(\Gamma\)-Lipschitz function of \(\theta \in C\), uniformly in \(x, y\).

**Assumption 3.10** (Lipschitz, strongly convex). Assume that there exist \(\lambda, \Gamma > 0\) such that \(\ell(\theta; x, y)\) is a \(\lambda\)-strongly convex and \(\Gamma\)-Lipschitz function of \(\theta\), uniformly in \(x, y\).

Next, we derive privacy and utility bounds.

**Theorem 3.11** (Privacy guarantee of Algorithm 2). Let \((w_{ij})_{(i,j) \in \Omega}\) be a collection of task-user weights, and let \(\beta = \max_{j \in [m]} \sum_{i \in \Omega_j} w_{ij}\). Then Algorithm 2 is \((\alpha, \alpha\beta)\)-RDP for all \(\alpha > 1\).

**Theorem 3.12** (Utility guarantee of Algorithm 2). Let \(\omega \in \mathbb{R}_+^m\) be a vector of positive weights such that for all \(j\), \(\sum_{i \in \Omega_j} \omega_i^2 \leq \beta\). Let \(\hat{\theta}\) be the output of Algorithm 2 with weights \(w_{ij} = \omega_i\). Then Algorithm 2 is \((\alpha, \alpha\beta)\)-RDP; for all \(\alpha > 1\). Furthermore,

\[ (a) \quad \text{Under Assumption 3.9, if } T = \frac{2}{\alpha} \sum_{i=1}^{m} \frac{n_i^2}{\omega_i^2} \text{ and } \eta_i^{(t)} = \frac{\|C\|}{\Gamma \sqrt{\omega_i^2 n_i^2 + T d/2}} \sqrt{t}, \text{ then} \]

\[ \mathbb{E}[L(\theta)] - L(\theta^*) = \tilde{O}\left( \frac{m}{\omega_i^2} \sqrt{\frac{m}{\omega_i^2 \log(1/\delta)}} \right), \] (7)

where \(\tilde{O}\) hides polylog factors in \(n_i\).

\[ (b) \quad \text{Under Assumption 3.10, if } T = \frac{2}{\alpha} \sum_{i=1}^{m} \frac{H_i}{\omega_i^2}, \text{ and } \eta_i^{(t)} = \frac{1}{\omega_i^2 n_i \lambda t}, \text{ then} \]

\[ \mathbb{E}[L(\theta)] - L(\theta^*) = \tilde{O}\left( \frac{m^2}{\lambda} \sum_{i=1}^{m} \frac{1}{\omega_i^2 n_i} \right). \] (8)

We consider some special cases, as a consistency check.

**Single task** Suppose there is a single task \((m = 1)\), then the RDP budget constraint is simply satisfied with \(\omega_1^2 = \beta\). Plugging this into the bounds from the theorem, and dividing by the number of examples \(n\) (as our loss \(L\) is a summation, instead of average, over all examples), we get that the average empirical risk is bounded by \(\tilde{O}\left( \frac{\|C\| \sqrt{m}}{n \sqrt{\beta}} \right)\) and \(\tilde{O}\left( \frac{\|C\| \sqrt{m}}{n \sqrt{\beta}} \right)\) in the convex and strongly convex case, respectively. This recovers the usual convex ERM bounds (Bassily et al., 2014) – with the correspondence \(\beta = \tilde{O}\left( \epsilon^2 / \log(1/\delta) \right)\).

**Complete bipartite \(\Omega\)** Suppose there are \(m\) tasks and each user participates in all tasks. Then the budget constraint becomes \(m \omega_i^2 = \beta\) for all \(i\). Plugging this into the bounds and dividing by \(mn\) (total number of examples), we get that the average empirical risk is \(\tilde{O}\left( \frac{\|C\| \sqrt{md}}{n \sqrt{\beta}} \right)\) and \(\tilde{O}\left( \frac{\|C\| \sqrt{md}}{n \sqrt{\beta}} \right)\) in the convex and strongly convex case, respectively. Notice that this is equivalent to solving a single task in dimension \(md\), and the resulting ERM bound is the same.
4. Optimizing Weights Under Distribution Skew

Equipped with the utility bounds of the previous section, we can ask what choice of weights minimizes the error bound under a given privacy budget. Observe that all utility bounds (6), (7), (8) are increasing in the quantity \( \sum_{i=1}^{m} \frac{1}{n_i} \), where \( \gamma = 0 \) in the convex case, and \( \gamma = 1 \) in the strongly convex case (for both SSP and noisy GD). This amounts to solving a constrained optimization problem of the form

\[
\min_{\omega \in \mathbb{R}_+^m} \sum_{i=1}^{m} \frac{1}{n_i} \text{ s.t. } \sum_{i \in \Omega} \omega_i^2 \leq \beta, \quad \forall j \in \{1, \ldots, n\}.
\]  

(9)

In general, the task-user graph \( \Omega \) is private (see Remark 2.2). We cannot solve (9) exactly, but under distributional assumptions on \( \Omega \), we can solve it approximately.

In modeling the distribution of \( \Omega \), we take inspiration from the closely related problem of matrix completion, where a standard assumption is that elements of \( \Omega \) are sampled uniformly at random, see e.g. (Jain et al., 2013) – in other words, \( \Omega \) is an Erdős-Rényi random graph. However, making such assumption implies that the task sizes \( n_i = |\Omega_i| \) concentrate around their mean, and this fails to capture the task-skew problem we set out to solve. Instead, we will relax the assumption by removing uniformity of tasks while keeping uniformity of users. Specifically, 

Assumption 4.1. Assume that \( \Omega \) is obtained by sampling, for each task \( i \), \( n_i \) users independently and uniformly from \( \{1, \ldots, n\} \). Furthermore, assume that the task sizes \( n_i \) are publicly known, and that \( n_i \geq 1 \) for all \( i \).

In practice, both users and tasks can be heterogeneous. In that sense, Assumption 4.1 is a stylized model, that is meant to primarily capture the task long tails. We leave extensions to the user heterogeneous case to future work.

The assumption that \( n_i \) are publicly known is relatively mild: in some applications, this information is available, for example in video recommendation, the number of views of each video is often public. A similar assumption was made by (Epasto et al., 2020), where the number of examples contributed by each user is assumed to be public. When \( n_i \) are not available, the solution can be based on private estimates of \( n_i \); we derive in Appendix B the extension to this case. In experiments, we will always privately estimate \( n_i \) and account for the privacy cost of doing so.

A consequence of Assumption 4.1 is that the quantity \( B_j := \sum_{i \in \Omega_j} \omega_i^2 \) (that appears in the inequality constraint in equation (9)) becomes a random variable, that is concentrated around its mean, which is equal to \( \sum_{i=1}^{m} \frac{n_i}{n} \omega_i^2 \). More precisely, we will show that, w.h.p., all \( B_j \) are bounded above by \( c(n) \cdot \sum_{i=1}^{m} \frac{n_i}{n} \omega_i^2 \) for an appropriate \( c(n) \). Then we can replace the \( n \) constraints in (9) by a single constraint (for the privacy guarantee, the constraints will be enforced with probability 1, as we will discuss below; but for the purpose of optimizing the utility bound, it suffices that the constraints hold w.h.p.). The problem becomes:

\[
\min_{\omega \in \mathbb{R}_+^m} \sum_{i=1}^{m} \frac{1}{n_i} \text{ s.t. } c(n) \sum_{i=1}^{m} \frac{n_i}{n} \omega_i^2 \leq \beta,
\]  

(10)

which we can solve in closed form as follows. Let \( \bar{\beta} = \frac{\beta}{c(n)} \). The Lagrangian is \( \sum_{i=1}^{m} \frac{1}{n_i} \omega_i^2 + \lambda (\sum_{i=1}^{m} n_i \omega_i^2 - n \bar{\beta}) \) (\( \lambda \) is a Lagrange multiplier), and the KKT conditions yield: \( \forall i, \quad -\frac{1}{n_i} \omega_i + \lambda n_i \omega_i = 0, \quad \sum_{i=1}^{m} n_i \omega_i^2 = n \bar{\beta} \), which simplifies to

\[
\omega_i^* = \frac{n_i^{-(\gamma+1)/4}}{\sqrt{\sum_{i=1}^{m} n_i^{1-2\gamma}/n \bar{\beta}}}.
\]  

(11)

With \( \omega_i \) in this form and \( \epsilon(n) = c \log n \), it can be shown (see Lemma A.4) that w.h.p., \( \max_j \sum_{i \in \Omega_j} \omega_i^2 \leq \beta \). But since we need the privacy guarantee to always hold, we simply add the following clipping step: let \( w^* \) be the task-user weights defined as

\[
w^*_{ij} = \omega_i^* \min \left( 1, \sqrt{\frac{\beta}{\sum_{i' \in \Omega_j} \omega_i'^2}} \right), \quad \forall i, j \in \Omega.
\]  

(12)

In other words, for each user \( j \), if the total sensitivity \( \sum_{i' \in \Omega_j} \omega_i'^2 \) exceeds \( \beta \), we scale down the weights of this user to meet the budget. This step ensures that the privacy guarantee is exact. But for utility analysis, we know that w.h.p., \( w^*_{ij} = \omega_i^* \) (since the constraint is satisfied w.h.p.), so utility bounds will hold w.h.p.

Remark 4.2 (Weight clipping preserves privacy). Observe that from eq. (12), the clipped weights of user \( j \) only depend on \( w^* \) (which is released differentially privately) and on \( \Omega_j \); it does not depend on data of other users \( j' \). This means that weight clipping can be done separately for each user, much like gradient clipping in DPSGD. Furthermore, the clipped weights are never publicly released, the weight clipping is internal to each algorithm.

The next theorem provides the utility guarantee under weights \( w^* \).

Theorem 4.3 (Privacy-utility trade-off of Algorithms 1 and 2 under adaptive weights). Suppose Assumption 4.1 holds.

(a) Under Assumption 3.6, let \( \hat{\theta} \) be the output of Algorithm 1 run with weights \( w^* \) (eq. (11)-(12) with \( \gamma = 1 \)). Then w.h.p.,

\[
L(\hat{\theta}) - L(\theta^*) = \tilde{O} \left( \frac{\Gamma_1^2 \Gamma_2^2 \Gamma n^2}{n \lambda \beta} \right).
\]  

(13)
(b) Under Assumption 3.9, if Algorithm 2 is run with weights \( w^* \) (eq. (11)-(12) with \( \gamma = 0 \) and parameters listed in Theorem 3.12(a), then
\[
\hat{E}[L(\theta)] - L(\theta^*) = \tilde{O}\left( \left\| C \right\| \Gamma \sqrt{\frac{md}{n\beta}} \sum_{i=1}^{m} n_i^{1/2} \right),
\]
where \( \hat{E} \) denotes expectation conditioned on a high probability event.

(c) Under Assumption 3.10, if Algorithm 2 is run with \( w^* \) (eq. (11)-(12) with \( \gamma = 1 \) and parameters listed in Theorem 3.12(b), then
\[
\hat{E}[L(\theta)] - L(\theta^*) = \tilde{O}\left( \frac{\Gamma^2 d n^2}{n \lambda \beta} \right).
\]
In all three cases, the algorithm is \((\alpha, \alpha \beta)\)-RDP for all \( \alpha > 1 \).

To understand the effect of adapting to task skew, we compare these bounds to the case when we use uniform weights. With uniform weights, the privacy constraint yields \( \omega_{\text{uniform}}^i = \left( n_i \beta / \sum_{m=1}^{m} n_m \right)^{1/2}, \forall i \). Taking the ratio between the utility bound for \( \omega_{\text{uniform}}^i \) and the utility bound for \( \omega^* \), we obtain the following: In the Lipschitz bounded case, the relative improvement is \( R_0(n_1, \ldots, n_m) = \left( \frac{\sum_{m=1}^{m} n_m}{\sum_{m=1}^{m} n_i^{1/2}} \right)^2 \). In the strongly convex case (both for SSP and noisy GD), the relative improvement is \( R_1(n_1, \ldots, n_m) = \left( \frac{\sum_{m=1}^{m} n_i^{1/2}}{\sum_{m=1}^{m} n_i} \right)^2 \). In particular, \( R_0, R_1 \) are lower bounded by 1 (by Cauchy-Schwarz), and equal to 1 when the task distribution is uniform (all \( n_i \) are equal). In both cases, the improvement can be arbitrary large. To see this, consider the extreme case when \( n_1 = m^{1+\nu} \) and \( n_i \) is a constant for all other \( m-1 \) tasks (\( \nu > 0 \)). A simple calculation shows that in this case, the leading term as \( m \to \infty \) is \( R_0 \approx m^\nu/2 \) and \( R_1 \approx m^\nu \). Both are unbounded in \( m \).

Finally, we give a qualitative comment on the optimal weights (11). While it’s clear that increasing the weight of a task improves its privacy, it was not clear, a priori, that increasing weights on tail tasks benefits the overall objective (1) (since tail tasks represent fewer terms in the sum). The analysis shows that this is indeed the case: the optimal trade-off (see eq. (11)) is obtained when \( \omega_i \propto n_i^{-(1+\gamma)/4} \), i.e. larger weights are assigned to smaller tasks. This can be explained by a certain diminishing returns effect that depends on the task size: from the optimization problem (10), the marginal utility benefit of increasing \( \omega_i \) is smaller for larger tasks (due to the \( n_i^\gamma \) term in the objective). At the same time, the marginal privacy cost of increasing \( \omega_i \) is higher for larger tasks (due to the \( n_i \) term in the constraint).

5. Empirical Evaluation
To evaluate our methods, we run experiments\(^2\) on large-scale recommendation benchmarks on the MovieLens data sets (Harper & Konstan, 2016). As mentioned in the introduction, recommendation problems are known to exhibit a long tail of content with much fewer training data than average, and this is the main practical issue we seek to address. We also run experiments on synthetic data, reported in Appendix C.

In our evaluation, we investigate the following questions:

1. Whether on realistic data sets, our adaptive weight methods can improve the overall utility by shifting weights towards the tail, as the analysis indicates. In particular, Theorem 4.3 suggests that (under distributional assumptions on \( \Omega \)), the optimal task weights are of the form \( \omega_i \propto n_i^{-(1+\gamma)/4} \). We experiment with weights of the form \( \omega_i \propto n_i^{-\mu} \) for different values of \( \mu \in [0, 1] \).
2. Do we observe similar improvements for different algorithms? Our analysis applies both to SSP (Algorithm 1) and noisy GD (Algorithm 2). We run the experiments with both algorithms.
3. Beyond improvements in the average metrics, what is the extent of quality impact across the head and tail of the task distribution?

**Experimental setup** Each of the MovieLens data sets consists of a sparse matrix of ratings given by users to movies. The first benchmark, from Lee et al. (2013), is a rating prediction task on MovieLens 10 Million (abbreviated as ML10M), where the quality is measured using the RMSE of the predicted ratings. The second benchmark, from Liang et al. (2018), is a top-\( k \) item recommendation task on MovieLens 20 Million (abbreviated as ML20M), where the model is used to recommend \( k \) movies to each user, and the quality is measured using Recall@\( k \). Figure 7 in the appendix shows the movie distribution skew in each data set. For example, in ML20M, the top 10% movies account for 86% of the training data.

In both cases, we train a DP matrix factorization model. We identify movies to tasks and apply our algorithms to learning the movie embedding representations, for details, see Appendix D.

The current state of the art on these benchmarks is the DP alternating least squares (DPALS) method (Chien et al., 2021), which we use as a baseline. We will compare to DPALS both with uniform sampling (sample a fixed number of movies per user, uniformly at random) and with tail-biased sampling (sort all movies by increasing counts, then for each

\(^2\)The code is available at the following repository: https://github.com/google-research/google-research/tree/master/dp_alternating_minimization
user, keep the $k$ first movies). The latter was a heuristic specifically designed by (Chien et al., 2021) to address the movie distribution skew, and is the current SOTA.

We also experiment with DPSGD on the same benchmarks, and compare uniform sampling, tail-biased sampling, and adaptive weights.

When computing adaptive weights for our methods, we first compute private estimates $\hat{n}_i$ of the counts (which we include in the privacy accounting), then define task weights following eq. (11)-(12), but allowing a wider range of exponents. More precisely, we replace eq. (11) with

$$
\omega^*_i = \frac{\hat{n}_i^{\mu}}{\sqrt{\sum_{i'=1}^{m} \hat{n}_{i'}^{2\mu+1}/n_i \beta}},
$$

where $\mu$ is a hyper-parameter. In the analysis, the optimal choice of weights corresponds to $\mu = 1/4$ in the convex case (eq. (11) with $\gamma = 0$), and $\mu = 1/2$ in strongly convex case (eq.(11) with $\gamma = 1$). We experiment with different values of $\mu \in [0, 1]$ to evaluate the effect of shifting the weight distribution towards the tail.

**Effect of adaptive weights on privacy-utility trade-off**

We first evaluate the privacy/utility trade-off. The results are reported in Figure 1 (for ML10M) and Figure 2 (for ML20M), where we also include non-private baselines for reference. Our adaptive weights methods achieve the state of the art on both benchmarks. We see improvements when applying adaptive weights both to DPSGD and DPALS. The extent of improvement varies depending on the benchmark. In particular, the improvement is remarkable on the ML20M benchmark across all values of $\epsilon$; using adaptive weights significantly narrows the gap between the previous SOTA and the non-private baseline.

To illustrate the effect of the exponent $\mu$, we report, in Figure 3, the performance on ML10M for different values of $\mu$. The best performance is typically achieved when $\mu$ is between $1/4$ and $1/2$, a range consistent with the analysis. For larger values of $\mu$ (for example $\mu = 1$), there is a clear degradation of quality, likely due to assigning too little weight to head tasks. The trend is similar on ML20M, see Figure 9 in the appendix.

**Impact on head and tail tasks**

To better understand the extent of quality impact on head/tail movies, we report the same metrics, sliced by movie counts. We sort the movies $i$ by increasing counts $n_i$, then group them into equally sized
Figure 3. Effect of the weight exponent $\mu$ (see eq. (16)) on the ML10M benchmark, using DPALS (top) and DPSGD (bottom).

Figure 4. RMSE and Recall metrics for $\epsilon = 1$, sliced by movie frequency. Each bucket contains an equal number of movies. Buckets are ordered by increasing movie counts.

6. Conclusion

To address the practical problem of long-tailed data distributions, we formally analyze the question of budget allocation among tasks under user-level DP. Our method is based on computing weights that adapt to the task distribution. We quantify utility improvements under optimal weights, in a range of settings. Importantly, the method achieves significant improvements on benchmarks, and allows finer control over quality trade-offs between head and tail tasks.

To compute optimal weights, our analysis relied on certain distributional assumptions on the task-user graph $\Omega$, and although this allowed us to model the task distribution skew, relaxing these assumptions is a promising direction. In particular, it may be possible to directly compute a privacy-preserving solution of problem (9) in its general form, using techniques similar to the constraint-private LPs studied by (Hsu et al., 2014).
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Appendix

The proofs of the main results are provided in Appendix A. Appendix B discusses the case when task counts are not public. We report additional experiments on synthetic data (Appendix C) and real data (Appendix D).

A. Proofs

A.1. Theorem 3.3 (Privacy Guarantee of Algorithm 1)

Proof. The result is an application of the Gaussian mechanism. The procedure computes, for \( i \in [m] \), the estimates \( \hat{A}_i \) and \( \hat{b}_i \) (Lines 5-6), given as follows

\[
\hat{A}_i = \bar{A}_i + \Gamma^2_x \Xi_i, \quad \hat{b}_i = \bar{b}_i + \Gamma_x \gamma \xi_i,
\]

where \( \Xi_i \sim \mathcal{N}^{d \times d} \), \( \xi_i \sim \mathcal{N}^d \). Let \( \bar{A} \) be the matrix obtained by stacking \( (\hat{A}_i)_{i \in [n]} \). If \( \bar{A}' \) is the same matrix obtained without user \( j \)'s data, then

\[
\| \bar{A} - \bar{A}' \|^2_F = \sum_{i \in \Omega^j} \| w_{ij} x_i \|_F^2 \leq \sum_{i \in \Omega^j} w_{ij}^2 \Gamma_x^4 \leq \beta \Gamma_x^4
\]

where we use the fact that for all \( i \), \( \| x_i \| \leq \Gamma_x \) and \( \sum_{j \in \Omega} w_{ij}^2 \leq \beta \). Since we add Gaussian noise with variance \( \Gamma_x^4 \), releasing \( \bar{A} \) is \((\alpha, \alpha \beta^2\Gamma_x^2, \text{RDP})\) (Mironov, 2017).

Similarly, if \( \bar{b} \) is obtained by stacking \( (\hat{b}_i)_{i \in [m]} \), and \( \bar{b}' \) is the same vector without user \( j \)'s data, then

\[
\| \bar{b} - \bar{b}' \|^2 \leq \sum_{i \in \Omega} \| w_{ij} y_i \|_2^2 \leq \sum_{i \in \Omega} w_{ij}^2 \Gamma_y^4 \leq \beta \Gamma_y^2 \Gamma_x^2, \text{ and releasing } \bar{b} \text{ is } (\alpha, \alpha \beta^2, \text{RDP}). \]

By simple RDP composition, the process is \((\alpha, \alpha \beta, \text{RDP})\).

\[ \square \]

A.2. Theorem 3.8 (Utility Guarantee of Algorithm 1)

Proof. Since by assumption, the weights satisfy \( \sum_{i \in \Omega} \omega_i^2 \leq \beta \), the RDP guarantee is an immediate consequence of Theorem 3.3.

To prove the utility bound, recall that the total loss is a sum over tasks

\[
L(\theta) = \sum_{i=1}^n \| A_i \theta_i - b_i \|_F^2 + n_i \lambda \| \theta_i \|^2. \quad (17)
\]

We will bound the excess risk of each term, using the following result. For a proof, see, e.g. (Wang, 2018, Appendix B.1).

Lemma A.1. Suppose Assumption 3.6 holds. Consider the linear regression problem \( L(\theta_i) = \| A_i \theta_i - b_i \|_F^2 \). Let \( \theta^*_i \) be its solution, and \( \hat{\theta}_i \) be the SSP estimate obtained by replacing \( A_i \) and \( b_i \) with their noisy estimates \( \hat{A}_i = A_i + \sigma \Gamma^2_x \Xi_i, \hat{b}_i = b_i + \sigma \Gamma^2_x \gamma \xi_i \) where \( \Xi_i \sim \mathcal{N}^{d \times d}, \xi_i \sim \mathcal{N}^d \). Then

\[
L_i(\hat{\theta}_i) - L_i(\theta^*_i) = \mathcal{O} \left( \frac{d^2 \Gamma^2_x \Gamma^2_\gamma}{\alpha m_i \omega_i^2} \sigma^2 \right),
\]

where \( \alpha = \frac{\lambda_{\min}(A_i^T A_i)}{n_i \Gamma^2_x} = \frac{\lambda_d}{\Gamma_x^2} \).

Fix a task \( i \). Since by assumption all weights \( w_{ij} \) are equal to \( \omega_i \), Lines 5-6 become \( \hat{A}_i = \omega_i A_i + \Gamma^2_x \Xi_i \) and \( \hat{b}_i = \omega_i b_i + \Gamma^2_x \gamma \xi_i \), and \( \hat{\theta}_i \) is the solution to \( \hat{A}_i \hat{\theta}_i = \hat{b}_i \). This corresponds to the SSP algorithm, applied to the loss \( L_i \), with noise variances \( \sigma^2 = \frac{1}{\omega_i^2} \). By Lemma A.1, we have

\[
L_i(\hat{\theta}_i) - L_i(\theta^*_i) = \mathcal{O} \left( \frac{d^2 \Gamma^2_x \Gamma^2_\gamma}{\alpha m_i \omega_i^2} \frac{1}{n_i \omega_i^2} \right), \quad (18)
\]

We conclude by summing (18) over \( i \in [m] \).

\[ \square \]
A.3. Theorem 3.11 (Privacy Guarantee of Algorithm 2)

Proof. The result is an application of the Gaussian mechanism. At each step $t$ of Algorithm 2, the procedure computes, for $i \in [m]$, a noisy estimate of the gradient $g_i(t) = \sum_{j \in \Omega_i} g_i^{(t)}$ (Line 5). Let $g^{(t)} \in \mathbb{R}^m$ be the vector obtained by stacking $g_i^{(t)}$ for all $i$. And let $g^{(t)}$ be the same vector obtained without user $j$’s data. Then

$$\|g^{(t)} - g^{(t)}\|^2 = \sum_{i \in \Omega_j} \|w_{ij} \nabla \ell(\theta_i; x_{ij}, y_{ij})\|^2$$

$$\leq \Gamma^2 \sum_{i \in \Omega_j} w_{ij}^2$$

$$\leq \beta \Gamma^2.$$

where we use the assumption that $\sum_{i \in \Omega_j} w_{ij}^2 \leq \beta$. Since we add Gaussian noise with variance $\Gamma^2T/2$, the procedure is $(\alpha, \alpha \beta / T)$-RDP. Finally, by composition over $T$ steps, the algorithm is $(\alpha, \beta)$-RDP. \qed

A.4. Theorem 3.12 (Utility Guarantee of Algorithm 2)

We will make use of the following standard lemmas (for example Lemma 2.5 and 2.6 in (Bassily et al., 2014)). Let $f$ be a convex function defined on domain $\mathcal{C}$, let $\theta^* = \arg \min_{\theta \in \mathcal{C}} f(\theta)$. Consider the SGD algorithm with learning $\eta_t$,

$$\theta^{(t+1)} = \Pi_{\mathcal{C}}[\theta^{(t)} - \eta_t g^{(t)}].$$

Assume that there exists $G$ such that for all $t$, $E[g^{(t)}] = \nabla \ell(\theta^{(t)})$ and $E[\|g^{(t)}\|^2] \leq G^2$.

**Lemma A.2** (Lipschitz case). Let $\eta(t) = \frac{\|c\|}{G \sqrt{t}}$. Then for all $T \geq 1$,

$$E[f(\theta^{(t)})] - f(\theta^*) = O\left(\frac{\|c\| G \log T}{\sqrt{T}}\right).$$

**Lemma A.3** (Strongly convex case). Assume that $f$ is $\lambda$ strongly convex and let $\eta(t) = \frac{1}{4T}$. Then for all $T \geq 1$,

$$E[f(\theta^{(t)})] - f(\theta^*) = O\left(\frac{G^2 \log T}{\lambda T}\right).$$

**proof of Theorem 3.12.** First, since $w_{ij} = \omega_i$, the gradient $g_i^{(t)}$ in Line 5 of the algorithm becomes

$$g_i^{(t)} = \omega_i \nabla L_i(\theta_i^{(t-1)}).$$

Let $\hat{g}_i^{(t)} = g_i^{(t)} + \Gamma \sqrt{T/2}\xi_i^{(t)}$. Then $E[\hat{g}_i^{(t)}] = g_i^{(t)}$ and

$$E[\|\hat{g}_i^{(t)}\|^2] = E[\|g_i^{(t)}\|^2] + E[\|\Gamma \sqrt{T/2}\xi_i^{(t)}\|^2]$$

$$\leq \Gamma^2 [\omega_i^2 n_i^2 + Td/2].$$

In the first line we use independence of $\xi_i^{(t)}$ and $g_i^{(t)}$. In the second line we use that the variance of a multivariate normal is $d$, and the fact that $L_i$ has Lipschitz constant $n_i \Gamma$ (since it is the sum of $n_i$ terms, each being $\Gamma$-Lipschitz).

Define

$$G_i^2 = \Gamma^2 [\omega_i^2 n_i^2 + Td/2].$$

First, consider the Lipschitz bounded case. Applying Lemma A.2 to $f = \omega_i L_i$, $G = G_i$, and $\eta_i = \frac{\|c\|}{G_i \sqrt{T}}$, we have for all $T$

$$\omega_i E[L_i(\theta_i) - L_i(\theta_i^*)] = O\left(\frac{\|c\| G_i \log T}{\sqrt{T}}\right).$$
We now turn to the strongly convex case. Applying Lemma A.3 to

\[ \mathbb{E}[L(\theta)] - L(\theta^*) = O \left( \frac{\|C\| \Gamma \log T}{\sqrt{T}} \sum_{i=1}^{m} n_i^2 + \frac{T d}{2} \right) \]

where we used \(\sum_{i=1}^{m} n_i^2 \leq \sqrt{m} \sum_{i=1}^{m} a_i\) (by concavity). Finally, setting \(T\) to equate the terms under the square root, we get \(T = \frac{2}{d} \sum_{i=1}^{m} 1/\omega_i\), and with this choice of \(T\),

\[ \mathbb{E}[L(\theta)] - L(\theta^*) = \tilde{O} \left( \frac{\|C\| \Gamma \sqrt{m d}}{\sum_{i=1}^{m} 1/\omega_i^2} \right), \]

as desired.

We now turn to the strongly convex case. Applying Lemma A.3 to \(f = \omega_i L_i, G = G_i\) (same as above), strong convexity constant \(\omega_i n_i \lambda\), and \(\eta_i = \frac{1}{\omega_i n_i \lambda}\), we have for all \(T\),

\[ \omega_i \mathbb{E}[L_i(\theta_i) - L_i(\theta_i^*)] = O \left( \frac{G_i^2 \log T}{n_i \omega_i \lambda T} \right). \]

Multiplying by \(\frac{1}{\omega_i}\) and summing over tasks, we get

\[ \mathbb{E}[L(\theta)] - L(\theta^*) = O \left( \frac{T^2 \log T}{\lambda} \left( \frac{1}{T} \sum_{i=1}^{m} n_i + \frac{d}{2} \sum_{i=1}^{m} \frac{1}{\omega_i^2 n_i} \right) \right). \]

Setting \(T\) to equate the last two sums, we get \(T = \frac{2}{d} \sum_{i=1}^{m} 1/\omega_i^2 n_i\), and with this choice of \(T\),

\[ \mathbb{E}[L(\theta)] - L(\theta^*) = \tilde{O} \left( \frac{T^2 \log T}{\lambda} \sum_{i=1}^{m} \frac{1}{\omega_i^2 n_i} \right), \]

as desired.

\[ \square \]

**A.5. Theorem 4.3 (Privacy-Utility Trade-off Under Adaptive Weights)**

To prove the theorem, we will use the following concentration result:

**Lemma A.4** (Concentration bound on the privacy budget). Suppose that Assumption 4.1 holds and let \(B > 0\) be given. Let \(n_i = |\Omega_i|\) and \(\omega_i = n_i^{-1+\gamma/4} \sqrt{\sum_{i'} n_i^{(1-\gamma)/2} / n B}\). Then there exists \(c > 0\) (that does not depend on \(B\)) such that, with high probability, for all \(i\), \(\sum_{i \in \Omega_i} \omega_i^2 \leq B c \log n\).

**Proof.** Fix a user \(j\). We seek to bound \(\sum_{i \in \Omega_j} \omega_i^2\). Let \(p_{ij} = P((i, j) \in \Omega)\). Recall that by Assumption 4.1, \(p_{ij} = n_i/n\).

For each \(i\), define \(X_i\) as the random variable which takes value \(\omega_i^2 = n B n_i^{(1-\gamma)/2} / \sum_{i'} n_i^{(1-\gamma)/2}\) with probability \(n_i/n\) and 0 otherwise. Then bounding \(\sum_{i \in \Omega_j} \omega_i^2\) is equivalent to bounding \(\sum_{i=1}^{m} X_i\).

We have

\[ \mathbb{E}[X_i] = B n_i^{(1-\gamma)/2} / \sum_{i'} n_i^{(1-\gamma)/2}, \]

\[ \text{Var}[X_i] \leq \mathbb{E}[X_i^2] = (n_i/n) \cdot \left( B n_i^{(1+\gamma)/2} / \sum_{i'} n_i^{(1-\gamma)/2} \right)^2 \]

\[ = n B^2 n_i^{-\gamma} / \left( \sum_{i'} n_i^{(1-\gamma)/2} \right)^2 \leq B^2 / n, \]

\[ \square \]
where the last inequality is by the fact that $\forall i$, $n_i \geq 1$ (see Assumption 4.1). Hence we have that
\[
\sum_{i=1}^{m} E[X_i] = B, \hspace{1cm} \sum_{i=1}^{m} \text{Var}[X_i] \leq (m/n)B^2 \leq B^2,
\]
where we use the assumption that $n \geq m$. Furthermore, we have $\omega_i^2 \leq B$ since $\forall j$, $n_i \geq 1$. By the standard Bernstein’s inequality (Boucheron et al., 2013 §2.8), there exists $c > 0$ (that does not depend on $B$ or $n_i$) such that:
\[
\Pr \left( \sum_{i=1}^{m} X_i \geq Bc \log n \right) \leq 1/n^3.
\]
The high probability bound follows by taking the union over all the $i$’s.

**Proof of Theorem 4.3.** Let $\omega^*$, $w^*$ be the weights given in eq. (11)-(12), respectively ($\omega^*$ are the optimal weights, and $w^*$ are their clipped version). We apply Lemma A.4 with $B = \beta = \beta/c \log n$ and hence obtain that with high probability, for all $i$, $\sum_{j \in \Omega} \omega_i^j \leq \beta$. In other words, w.h.p. clipping does not occur and $w^*_i = \omega_i$ for all $(i, j) \in \Omega$. Conditioned on this high probability event, we can apply the general utility bounds in Theorems 3.8 and 3.12, with $\omega_i = \omega^*_i$. This yields the desired bounds.

A.6. Related Work on Class-Imbalanced Learning

The question of distribution skew has been studied in the non-private setting, and several techniques have been proposed to address class imbalance, either using re-sampling or re-weighting (Brodersen et al., 2010; Huang et al., 2016; Wang et al., 2017; Cui et al., 2019). The main question in this line of work is that if one measures performance using a balanced metric (i.e. one that assigns equal importance to the different classes, rather than following the skewed data distribution), how should one modify the training process to improve quality? This question is orthogonal to our approach. Our study shows that regardless of the loss being optimized (i.e., even if one cares about the empirical, not the balanced loss), learning can be improved through a more careful allocation of the privacy budget. It should be possible to obtain a similar improvement in the balanced case, in which the objective function assigns equal weights to each task (for example by defining $L_i(\theta_i)$ in eq. (2) to be a mean instead of a sum).

B. Utility Analysis Under Approximate Counts

In Section 4, the optimal choice of weights $\omega^*$ assumes knowledge of the counts $n_i$. If the counts $n_i$ are not public, we can use DP estimates $\hat{n}_i$, and use them to solve the problem. Since differentially private counting has been studied extensively, we only state the utility bound in terms of the accuracy of the noisy counts – the final privacy bound can be done through standard composition. For any constant $s > 0$, we call a counting procedure $\mathcal{M}$ $s$-accurate, if w.h.p., the counts $\hat{n}_i$ produced by $\mathcal{M}$ satisfy that $|\hat{n}_i - n_i| \leq s$ for all $i$.

We will give an analysis of Algorithm 1 with approximate counts. The general idea is to apply the algorithm with weights $\hat{\omega}$ of the same form as the optimal weights $\omega^*$, but where the exact counts are replaced with estimated counts. Suppose we are given $s$-accurate count estimates $\hat{n}_i$. Define
\[
\hat{\omega}_i = \frac{1}{(\hat{n}_i + s)^{1/2} \sqrt{m/n\beta}},
\]
This corresponds to eq. (11), but with $n_i$ replaced by $\hat{n}_i + s$ (it will become clear below why we need to slightly over-estimate the counts).

As in the exact case, we need to clip the weights, so that the privacy guarantee always holds. Define the clipped version $\hat{\omega}$ as
\[
\hat{\omega}_{ij} = \hat{\omega}_i \min \left( 1, \frac{\beta^{1/2}}{(\sum_{\nu \in \Omega} \hat{\omega}_\nu^2)^{1/2}} \right) \forall (i, j) \in \Omega.
\]

**Remark B.1.** The input to the algorithm are the unclipped weights $\hat{\omega}$, which are computed differentially privately. The clipped weights are not released as part of the procedure. They are simply used as a scaling factor in the computation of $A_{i, b}$ (Lines 5-6).
We also know, from Lemma A.4 (applied with \( \hat{\omega} \)), where we used that w.h.p.,

\[ \hat{\omega} \text{ will allow us to argue that w.h.p., clipping will not occur.} \]

\[ \text{Theorem B.2 (Privacy-utility trade-off of Algorithm 1 with estimated counts). Suppose Assumptions 3.6 and 4.1 hold. Let} \]

\[ \hat{n}_i \in \mathbb{R}^m \text{ be count estimates from an s-accurate procedure for some } s > 0. \] Define \( \hat{\omega}, \hat{\omega} \) as in eq. (19)-(20). Let \( \hat{\theta} \) be the output of Algorithm 1 run with weights \( \hat{\omega} \). Then Algorithm 1 is \((\alpha, \alpha\beta)\)-RDP for all \( \alpha > 1 \), and w.h.p.,

\[ L(\hat{\theta}) - L(\theta^*) = \tilde{O} \left( \frac{\Gamma^2 \Gamma^2 dm}{n \lambda \beta} \sum_{i=1}^m \hat{n}_i + s \right). \quad (21) \]

\[ \text{Proof of Theorem B.2. We first show that w.h.p., the approximate weights } \hat{\omega}_i \text{ under-estimate the exact weights } \omega_i^*. \text{ This} \]

\[ \text{will allow us to argue that w.h.p., clipping will not occur.} \]

First, define the function \( g : \mathbb{R}^d \rightarrow \mathbb{R}^d \),

\[ g_i(\eta) = \frac{1}{\eta^{1/2} \sqrt{m/n\beta}}. \]

Observe that whenever \( \eta \leq \eta' \) (coordinate-wise), \( g(\eta) \geq g(\eta') \) (coordinate-wise).

Let \( \eta^* \) be the vector of true counts \( (\eta^*_i = n_i) \), and \( \hat{\eta} \) be the vector or approximate counts \( \hat{n}_i = \hat{n}_i \). We have that \( \omega^* = g(\eta^*) \) and \( \hat{\omega} = g(\hat{\eta} + s) \). But since by assumption, the counts estimates are s-accurate, then w.h.p., \( |\hat{n}_i - n_i^*| \leq s \), thus \( \eta^* \leq \hat{\eta} + s \) and

\[ \hat{\omega} = g(\hat{\eta} + s) \leq \omega(\eta^*) = \omega^*, \]

that is, the estimated weights \( \hat{\omega} \) under-estimate the optimal weights \( \omega^* \) w.h.p. (this is precisely why, in the definition of \( \hat{\omega} \), we used the adjusted counts \( \hat{\eta} + s \) instead of \( \hat{\eta} \)).

Next, \( \hat{\omega} \leq \omega^* \) implies that

\[ \sum_{i \in \Omega} \hat{\omega}_i^2 \leq \sum_{i \in \Omega} \omega_i^2. \quad (22) \]

We also know, from Lemma A.4 (applied with \( B = \beta \)), that w.h.p., \( \sum_{i \in \Omega} \omega_i^* \leq c \beta \log n = \beta \) for all \( j \). Combining this with (22), we have that w.h.p., \( \hat{\omega} \) satisfies the RDP budget constraint, therefore \( w_{ij} = \hat{\omega}_i^2 \) (clipping does not occur since the budget constraint is satisfied).

Applying Theorem 3.8 with weights \( \hat{\omega} \) yields the desired result.

We compare the utility bounds under adaptive weights with exact counts (13), adaptive weights with approximate counts (21), and uniform weights. The bounds are, respectively, \( \tilde{O} \left( \frac{\Gamma^2 \Gamma^2 dm^2}{n \lambda \beta} \sum_{i=1}^m \hat{n}_i \right) \), \( \tilde{O} \left( \frac{\Gamma^2 \Gamma^2 dm^2}{n \lambda \beta} \sum_{i=1}^m \hat{n}_i + s \right) \), and

\[ \tilde{O} \left( \frac{\Gamma^2 \Gamma^2 dm^2}{n \lambda \beta} \sum_{i=1}^m \frac{\hat{n}_i + s}{n_i} \right). \]

The cost of using approximation counts (compared to exact counts) is a relative increase by the factor

\[ \frac{1}{m} \sum_{i=1}^m \frac{\hat{n}_i + s}{n_i} \leq \frac{1}{m} \sum_{i=1}^m \frac{n_i + 2s}{n_i} = 1 + \frac{2}{m} \sum_{i=1}^m \frac{s}{n_i}, \]

where we used that w.h.p., \( \hat{n}_i \leq n_i + s \). The last term is the average relative error of count estimates. If the estimates are accurate on average, we don’t expect to see a large utility loss due to using approximate counts.

**C. Synthetic Experiments**

We conduct experiments following the setup in Section 3. Specifically, we consider \( m = 100 \) linear regression tasks of dimension \( d = 5 \) and data from \( n = 10,000 \) users. We assume that each task has an optimal solution \( \theta_i \), and each user \( j \) has a vector \( u_j \), such that \( x_{ij} = u_{ij} \), and \( y_{ij} = (u_{ij}, \theta_j) + N(0, \sigma^2) \), with \( \sigma_F \) representing some inherent data noise. We generate \( u_j \) and \( \theta_i \) from a Gaussian distribution \( N_d \) and projected to the unit ball, and set \( \sigma_F = 10^{-3} \).

To model a skewed distribution of tasks, we first sample, for each task \( i \), a value \( q_i \in [0, 1] \) following a power law distribution with parameter \( a = 1, 2 \) (the pdf of the distribution is \( f(x) \propto ax^{a-1} \)), representing two level of skewness. We
then normalize $q_i$s such that they sum up to 20. Then we construct $\Omega$ by sampling each $(i,j)$ with probability $q_i$. This way, in expectation, each user contributes to 20 tasks, and $q_{i,n}$ users contribute to task $i$. The distribution of $q_{i,n}$ is plotted in Figure 5a. We partition the data into training and test sets following an 80-20 random split.

We run AdaDPALS and AdaDPSGD with weights set to $\omega_i \propto n_i^{-\mu}$ for varying $\mu$, where $n_i$ is the number of users contributing to task $i$. The weights are normalized per user. Setting $\mu = 0$ corresponds to the standard unweighted objective function. Since the purpose of the experiment is to validate the analysis and illustrate the algorithm in an stylized setting, we run the algorithm using the exact $n_i$s instead of estimating them privately. In Figure 5b-5e, we plot the RMSE for different values of $\mu$ and $\epsilon$, for both algorithms and skewness. We set $\delta = 10^{-5}$.

We observe that with uniform weights ($\mu = 0$), the quality of the estimate can be quite poor, especially at lower values of $\epsilon$. The quality improves significantly as we increase $\mu$. Theoretical analysis (Equation (11)) suggests $\mu = 1/2$ as the optimal choice, yet the empirically optimal $\mu$ can vary case by case. This may be due to the fact that the analysis makes no assumptions about the feature and label distribution, while in the experiment, the data is sampled from a linear model; we leave further analysis into designing better weighting strategies for easier data for future work.

D. Additional Experiments on MovieLens and Million Song Data

In this section, we report additional experiments on MovieLens and Million Song Data (Bertin-Mahieux et al., 2011) data sets. The code used to run the experiments is made available at the following URL: https://github.com/google-research/google-research/tree/master/dp_alternating_minimization.

We report additional experiments on the larger Million Song Data benchmark (abbreviated as MSD), see Figures 6-8. Due to the larger size of the data, we were only able to tune models of smaller size (embedding dimension of up to 32), but we expect the trends reported here to persist in larger dimension.
Table 1. Statistics of the MovieLens and Million Song data sets.

<table>
<thead>
<tr>
<th></th>
<th>ML10M</th>
<th>ML20M</th>
<th>MSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>69,878</td>
<td>136,677</td>
<td>571,355</td>
</tr>
<tr>
<td>m</td>
<td>10,677</td>
<td>20,108</td>
<td>41,140</td>
</tr>
<tr>
<td></td>
<td>Ω</td>
<td>(number of observations)</td>
<td>10M</td>
</tr>
</tbody>
</table>

Figure 6. Privacy-utility trade-off on the Million Song Data benchmark.

D.1. Detailed Experimental Setting

We follow the same experimental setting as (Jain et al., 2018; Chien et al., 2021; Jain et al., 2021). When reporting \((\epsilon, \delta)\) DP guarantees, we use values of \(\epsilon \in [1, 20]\), and take \(\delta = 10^{-5}\) for ML10M and \(\delta = 1/n\) for ML20M and MSD. All hyper-parameter values are specified in the source code.

We solve a private matrix completion problem, where the training data is a partially observed rating matrix \((y_{ij})_{(i,j) \in \Omega}\) (where \(y_{ij}\) is the rating given by user \(j\) to item \(i\)), and the goal is to compute a low-rank approximation \(Y \approx UV^\top\), by minimizing the following objective function:

\[
L(U, V) = \sum_{(i,j) \in \Omega} (u_i v_j - y_{ij})^2 + \lambda |u_i|^2 + \lambda |v_j|^2.
\]

The matrix \(U \in \mathbb{R}^{n \times d}\) represents item embeddings, and the matrix \(V \in \mathbb{R}^{m \times d}\) represents user embeddings.

**Algorithms** We consider a family of alternating minimization algorithms studied by (Chien et al., 2021; Jain et al., 2021), in which we will use our algorithm as a sub-routine. This is summarized in Algorithm 3.

**Algorithm 3** Alternating Minimization for Private Matrix Completion

1: **Inputs**: Training data \(\{(y_{ij})_{(i,j) \in \Omega}\}\), number of steps \(T\), initial item matrix \(\hat{U}^{(0)}\), pre-processing RDP budget \(\beta_0\), training RDP budget \(\beta\).
2: Pre-process the training data (with RDP budget \(\beta_0\)).
3: **for** \(1 \leq t \leq T\) **do**
4: \(\hat{V}^{(t)} \leftarrow \text{argmin}_V L(\hat{U}^{(t-1)}, V)\)
5: Compute a differentially private solution \(\hat{U}^{(t)}\) of \(\min_U L(U, \hat{V}^{(t)})\) (with RDP budget \(\beta\))
6: **end for**
7: **Return** \(\hat{U}^{(T)}\)

Algorithm 3 describes a family of algorithms, that includes DPALS (Chien et al., 2021), and the AltMin algorithm of (Jain et al., 2021). It starts by pre-processing the training data (this includes centering the data, and computing private counts to be used for sampling or for computing adaptive weights). Then, it alternates between updating \(V\) and updating \(U\). Updating \(V\) is done by computing an exact least squares solution, while updating \(U\) is done differentially privately.

**Remark D.1** The algorithm only outputs the item embedding matrix \(\hat{U}\). This is indeed sufficient for the recommendation task: given an item matrix \(\hat{U}\) (learned differentially privately), to generate predictions for user \(j\), one can compute the user's
embedding $v^*_j = \arg\min_{v \in \mathbb{R}^d} \sum_{i \in \Omega_j} (\langle \hat{u}_i, v \rangle - y_{ij})^2 + \lambda |v|^2$, then complete the $j$-th column by computing $\hat{U}v^*_j$. This minimization problem only depends on the published matrix $\hat{U}$ and user $j$’s data, therefore can be done in isolation for each user (for example on the user’s own device), without incurring additional privacy cost. This is sometimes referred to as the billboard model of differential privacy, see for example (Jain et al., 2021).

Notice that updating the item embeddings $U$ (Line 5 in Algorithm 3) consists in solving the following problem differentially privately:

$$\min_{U} \sum_{i=1}^{m} \sum_{j \in \Omega_i} (\langle u_i, v_j \rangle - y_{ij})^2 + \lambda |u_i|^2.$$ 

This corresponds to our multi-task problem (1), where we identify each item to one task, with parameters $\theta_i = u_i$, features $x_{ij} = v_j$, and labels $y_{ij}$. Then we can either apply Algorithm 1 (SSP with adaptive weights), or Algorithm 2 (DPSGD with adaptive weights) to compute the item update. The baselines we compare to are summarized in Table 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sub-routine used to update $U$ (Line 5 in Algorithm 3)</th>
<th>Budget allocation method</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPALS (uniform)</td>
<td>SSP</td>
<td>Uniform sampling</td>
</tr>
<tr>
<td>DPALS (tail)</td>
<td>SSP</td>
<td>Tail-biased sampling of (Chien et al., 2021)</td>
</tr>
<tr>
<td>AdaDPALS</td>
<td>Algorithm 1</td>
<td>Adaptive weights (eq. (11)-(12))</td>
</tr>
<tr>
<td>DPSGD (uniform)</td>
<td>DPSGD</td>
<td>Uniform sampling</td>
</tr>
<tr>
<td>DPSGD (tail)</td>
<td>DPSGD</td>
<td>Tail-biased sampling of (Chien et al., 2021)</td>
</tr>
<tr>
<td>AdaDPSGD</td>
<td>Algorithm 2</td>
<td>Adaptive weights (eq. (11)-(12))</td>
</tr>
</tbody>
</table>

We compare to two algorithms: the DPALS method (Chien et al., 2021) which is the current SOTA on these benchmarks, and the DPSGD algorithm (which we found to perform well in the full-batch regime, at the cost of higher run times). In each case, we compare three methods to perform budget allocation: using uniform sampling, the tail-biased sampling heuristic of (Chien et al., 2021), and our adaptive weights method. Note that tail sampling is already adaptive to the task skew: it estimates task counts and uses them to select the tasks to sample for each user.

Both for tail-sampling and adaptive weights, movie counts are estimated privately, and we account for the privacy cost of doing so. The proportion of RDP budget spent on estimating counts (out of the total RDP budget) is 20% for $\epsilon = 20$, 14% for $\epsilon = 5$ and 12% for $\epsilon = 1$. This was tuned on the DPALS baseline (with tail sampling).

**Metrics** The quality metrics that the benchmarks use are defined as follows: Let $\Omega^{\text{test}}$ be the set of test ratings. Then for a given factorization $U, V$, $\text{RMSE}(U, V) = \sqrt{\sum_{(i,j) \in \Omega^{\text{test}}} (\langle \hat{u}_i, v_j \rangle - y_{ij})^2 / |\Omega^{\text{test}}|}$. Recall is defined as follows. For a given user $i$, let $\Omega^{\text{test}}_i$ be the set of movies rated by the user $i$. If we denote by $\hat{\Omega}^k_i$ the set of top $k$ predictions for user $i$, then the recall is defined as $\text{Recall}@k = \frac{1}{n} \sum_{i=1}^{n} |\Omega^{\text{test}}_i \cap \hat{\Omega}^k_i| / \min(k, |\Omega^{\text{test}}_i|)$. 

![Figure 7. Task distribution skew in MovieLens and Million Song Data.](image-url)
In Figure 8, we report sliced RMSE (on ML10M) and Recall (on ML20M and MSD), for different values of $\epsilon$.

Figure 8. Metrics sliced by movie frequency (i.e. frequency), on the ML10M, ML20M, and MSD benchmark, using the DPALS method. Each bucket contains an equal number of movies. Buckets are ordered by increasing frequency.

Figure 9. Comparison of the adaptive weights method with different values of $\mu$ on ML20M, when applied to DPALS (left) and DPSGD (right).

D.2. Quality Impact on Head/Tail Movies

In Figure 8, we report sliced RMSE (on ML10M) and Recall (on ML20M and MSD), for different values of $\epsilon$. 


The following trend can be observed on all benchmarks, across all values of $\epsilon$. DPALS with tail sampling improves upon uniform sampling, especially on the tail buckets. Our method (AdaDPALS) further improves upon tail sampling. The improvement is quite significant for lower values of $\epsilon$, and for tail buckets. For example, on ML10M with $\epsilon = 1$ (Figure 8a) we observe a large gap in RMSE, across all values of $\mu$; the improvement is at least 21.6% on bucket 0, at least 23.7% on bucket 1, at least 22.8% on bucket 3, and at least 8.4% on bucket 4. The gap narrows as $\epsilon$ increases, which is consistent with the global privacy/utility trade-off plots in Figure 1.

The exponent $\mu$ controls the trade-off between head and tail tasks: recall that the weights are defined as $\omega_i \propto 1/\hat{n}_i^\mu$ where $\hat{n}_i$ are the count estimates. A larger value of $\mu$ induces larger weights (and hence better quality) on the tail. This is visible on both benchmarks and across all values of $\epsilon$: on lower buckets 0 and 1, better performance is obtained for larger values of $\mu$, while the trend is reversed for the top bucket.

When comparing performance on the overall objective, we find that the best performance is typically achieved when $\mu = 1/4$, see Figures 3 and 9. When applied to DPALS performance remains high for a range of $\mu \in [1/4, 1/2]$. When applied to DPSGD, performance seems more sensitive to $\mu$, and the best performance is achieved for $\mu = 1/4$.

D.3. Qualitative Evaluation on ML20M

To give a qualitative evaluation of the improvements achieved by our method, we inspect a few example queries. Though anecdotal, these examples give a perhaps more concrete illustration of some of the quality impact that our method can have, especially on tail recommendations. We will compare the following models: the ALS non-private baseline (same model in Figure 1-b), and two private models with $\epsilon = 1$: the DPALS method with tail-biased sampling, and Ada-DPALS (with adaptive weights) with $\mu = 1/3$ (we found that values of $\mu \in [1/4, 1/2]$ are qualitatively similar).

We evaluate the models by displaying the nearest neighbor movies to a given query movie, where the similarity between movies is defined by the learned movie embedding matrix $\hat{V}$ (the similarity between two movies $i_1$ and $i_2$ is $\langle \hat{v}_{i_1}, \hat{v}_{i_2} \rangle$). We select a few examples in Table 3; for additional examples, the models can be trained and queried interactively using the provided code. We select examples with varying levels of frequency (shown in the last column), to illustrate how privacy may affect quality differently depending on item frequency.

The first query is The Shawshank Redemption, the most frequent movie in the data set. We see a large overlap of the top nearest neighbors according to all three models. In other words, privacy has little impact on this item. A similar observation can be made for other popular items.

The second query is Pinocchio, a Disney animated movie from 1940. The nearest neighbors according to the non-private baseline (ALS) are other Disney movies from neighboring decades. The DPALS results are noisy: some of the top neighbors are Disney movies, but the fifth and sixth neighbors seem unrelated (Action and Drama movies). The Ada-DPALS model returns more relevant results, all of the neighbors being Disney movies.

The third example is Harry Potter and the Half-Blood Prince, an Adventure/Fantasy movie. The nearest neighbors from the ALS baseline are mostly other Harry Potter movies. The DPALS model misses the Harry Potter neighbors, and instead returns mostly action/adventure movies with varying degrees of relevance. The AdaDPALS model recovers several of Harry Potter neighbors.

The next example is Nausicaä of the Valley of the Wind, a Japanese animated movie from Studio Ghibli, released in 1984. The nearest neighbors according to the ALS model are similar movies from Studio Ghibli. The neighbors returned by DPALS are much more noisy: The first result (Spirited Away) is a Studio Ghibli movie and is the most relevant in the list. Other neighbors in the list are arguably unrelated to the query. AdaDPALS returns much more relevant results, all neighbors are Japanese animation movies, and five out of six are from Studio Ghibli.

The last example is Interstellar, a Sci-Fi movie released in 2014. The ALS neighbors are other popular movies released around the same time (2013-2014) with a bias towards Action/Sci-Fi. Both private models (DPALS and AdaDPALS) return mixed results. Some results are relevant (Action/Sci-Fi movies) but others are arguably much less relevant, for example the third DPALS neighbor is a Hitchcock movie from 1945. AdaDPALS neighbors appear slightly better overall, in particular it returns two movies from the same director.

As can be seen from these examples, AdaDPALS generally returns better quality results compared to DPALS. If we compare both models to the non-private baseline (ALS), the overlap between AdaDPALS and ALS is generally larger then the overlap between DPALS and ALS. To quantify this statement, we generate, for each movie, the top-20 nearest neighbors according
to each model, then compute the percentage overlap with ALS. The results are reported in Figure 10.

Figure 10. Percentage overlap between the top-20 nearest neighbors according to private models ($\epsilon = 1$) with the top-20 nearest neighbors according to the non-private baseline (ALS). Each bucket contains an equal number of movies (ordered by increasing frequency).

<table>
<thead>
<tr>
<th>Model</th>
<th>Movie title</th>
<th>Genres</th>
<th>Frequency (in training set)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pulp Fiction (1994)</td>
<td>Comedy—Crime—Drama—Thriller</td>
<td>44626</td>
</tr>
<tr>
<td></td>
<td>Schindler's List (1993)</td>
<td>Drama—War</td>
<td>35334</td>
</tr>
<tr>
<td></td>
<td>Forrest Gump (1994)</td>
<td>Comedy—Drama—IMAX</td>
<td>26192</td>
</tr>
<tr>
<td></td>
<td>Schindler's List (1993)</td>
<td>Drama—War</td>
<td>35334</td>
</tr>
<tr>
<td></td>
<td>Pulp Fiction (1994)</td>
<td>Comedy—Crime—Drama—Thriller</td>
<td>44626</td>
</tr>
<tr>
<td></td>
<td>Forrest Gump (1994)</td>
<td>Comedy—Drama—Romance—War</td>
<td>40422</td>
</tr>
<tr>
<td></td>
<td>Pulp Fiction (1994)</td>
<td>Comedy—Crime—Drama—Thriller</td>
<td>44626</td>
</tr>
<tr>
<td></td>
<td>Forrest Gump (1994)</td>
<td>Comedy—Drama—Romance—War</td>
<td>40422</td>
</tr>
<tr>
<td></td>
<td>Schindler's List (1993)</td>
<td>Drama—War</td>
<td>35334</td>
</tr>
<tr>
<td>Pinocchio (1940)</td>
<td>Animation—Children—Fantasy—Musical</td>
<td>5120</td>
<td>5120</td>
</tr>
<tr>
<td>ALS</td>
<td>Snow White and the Seven Dwarfs (1937)</td>
<td>Animation—Children—Drama—Fantasy—Musical</td>
<td>7865</td>
</tr>
<tr>
<td></td>
<td>Dumbo (1941)</td>
<td>Animation—Children—Drama—Musical</td>
<td>3580</td>
</tr>
<tr>
<td></td>
<td>Cinderella (1950)</td>
<td>Animation—Children—Fantasy—Musical—Romance</td>
<td>3957</td>
</tr>
<tr>
<td></td>
<td>Aristocats, The (1970)</td>
<td>Animation—Children</td>
<td>2669</td>
</tr>
<tr>
<td></td>
<td>Fantasia (1940)</td>
<td>Animation—Children—Fantasy—Musical</td>
<td>6135</td>
</tr>
<tr>
<td></td>
<td>Alice in Wonderland (1951)</td>
<td>Adventure—Animation—Children—Fantasy—Musical</td>
<td>3487</td>
</tr>
<tr>
<td>DPALS</td>
<td>Snow White and the Seven Dwarfs (1937)</td>
<td>Animation—Children—Drama—Fantasy—Musical</td>
<td>7865</td>
</tr>
<tr>
<td></td>
<td>Aladdin (1992)</td>
<td>Adventure—Children—Comedy—Musical</td>
<td>19912</td>
</tr>
<tr>
<td></td>
<td>Miracle on 34th Street (1947)</td>
<td>Comedy—Drama</td>
<td>2445</td>
</tr>
<tr>
<td>AdaDPALS</td>
<td>Snow White and the Seven Dwarfs (1937)</td>
<td>Animation—Children—Drama—Fantasy—Musical</td>
<td>7865</td>
</tr>
<tr>
<td></td>
<td>Fantasia (1940)</td>
<td>Animation—Children—Fantasy—Musical</td>
<td>6135</td>
</tr>
<tr>
<td></td>
<td>Sword in the Stone, The (1963)</td>
<td>Animation—Children—Fantasy—Musical</td>
<td>2217</td>
</tr>
<tr>
<td></td>
<td>Dumbo (1941)</td>
<td>Animation—Children—Drama—Musical</td>
<td>3580</td>
</tr>
</tbody>
</table>

Table 3. Nearest neighbors according to ALS (non-private), DPALS, and AdaDPALS ($\mu = 1/3$).
<table>
<thead>
<tr>
<th>Model</th>
<th>Movie title</th>
<th>Genres</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALS</td>
<td>Harry Potter and the Order of the Phoenix (2007)</td>
<td>Adventure—Drama—Fantasy—IMAX</td>
<td>2896</td>
</tr>
<tr>
<td>ALS</td>
<td>Harry Potter and the Goblet of Fire (2005)</td>
<td>Adventure—Fantasy—Thriller—IMAX</td>
<td>4773</td>
</tr>
<tr>
<td>DPALS</td>
<td>Rataouille (2007)</td>
<td>Animation—Children—Drama</td>
<td>4728</td>
</tr>
<tr>
<td>AdaDPALS</td>
<td>Rataouille (2007)</td>
<td>Animation—Children—Drama</td>
<td>4728</td>
</tr>
<tr>
<td>ALS</td>
<td>My Neighbor Totoro (Tonari no Totoro) (1988)</td>
<td>Animation—Children—Drama—Fantasy</td>
<td>3593</td>
</tr>
<tr>
<td>ALS</td>
<td>Kiki’s Delivery Service (Majo no takyubin) (1989)</td>
<td>Action—Animation—Children—Drama—Fantasy</td>
<td>1421</td>
</tr>
<tr>
<td>ALS</td>
<td>Porco Rosso (Crimson Pig) (Kurenai no buta) (1992)</td>
<td>Action—Animation—Comedy—Fantasy—Romance</td>
<td>1022</td>
</tr>
<tr>
<td>ALS</td>
<td>Grave of the Fireflies (Horstu no haka) (1988)</td>
<td>Animation—Drama—War</td>
<td>2026</td>
</tr>
<tr>
<td>ALS</td>
<td>Howl’s Moving Castle (Hauru no uguoku shiro) (2004)</td>
<td>Action—Adventure—Animation—Fantasy—Romance</td>
<td>3503</td>
</tr>
<tr>
<td>DPALS</td>
<td>Spirited Away (Sen to Chihiro no kamikakushi) (2001)</td>
<td>Adventure—Fantasy—Animation—Drama</td>
<td>9161</td>
</tr>
<tr>
<td>DPALS</td>
<td>Finding Neverland (2004)</td>
<td>Drama</td>
<td>3371</td>
</tr>
<tr>
<td>AdaDPALS</td>
<td>Spirited Away (Sen to Chihiro no kamikakushi) (2001)</td>
<td>Action—Animation—Fantasy</td>
<td>9161</td>
</tr>
<tr>
<td>AdaDPALS</td>
<td>My Neighbor Totoro (Tonari no Totoro) (1988)</td>
<td>Animation—Children—Drama—Fantasy</td>
<td>3593</td>
</tr>
<tr>
<td>AdaDPALS</td>
<td>Princess Mononoke (Mononoke-hime) (1997)</td>
<td>Action—Adventure—Animation—Drama—Fantasy</td>
<td>6101</td>
</tr>
<tr>
<td>ALS</td>
<td>Gone Girl (2014)</td>
<td>Drama—Thriller</td>
<td>847</td>
</tr>
<tr>
<td>ALS</td>
<td>Edge of Tomorrow (2014)</td>
<td>Action—Sci-Fi—IMAX</td>
<td>881</td>
</tr>
<tr>
<td>ALS</td>
<td>Wolf of Wall Street, The (2013)</td>
<td>Comedy—Drama—Romance</td>
<td>1060</td>
</tr>
<tr>
<td>ALS</td>
<td>Grand Budapest Hotel, The (2014)</td>
<td>Comedy—Drama</td>
<td>1339</td>
</tr>
<tr>
<td>DPALS</td>
<td>Alive (1993)</td>
<td>Drama</td>
<td>994</td>
</tr>
<tr>
<td>DPALS</td>
<td>Spellbound (1945)</td>
<td>Mystery—Romance—Thriller</td>
<td>1365</td>
</tr>
<tr>
<td>DPALS</td>
<td>Ice Storm, The (1997)</td>
<td>Drama</td>
<td>3020</td>
</tr>
<tr>
<td>AdaDPALS</td>
<td>Django Unchained (2012)</td>
<td>Action—Drama—Western</td>
<td>2692</td>
</tr>
<tr>
<td>AdaDPALS</td>
<td>Intronachies (2011)</td>
<td>Comedy—Drama</td>
<td>1803</td>
</tr>
</tbody>
</table>

Table 4. Nearest neighbors according to ALS (non-private), DPALS, and AdaDPALS ($\mu = 1/3$).