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Abstract
Understanding the performance of machine learning (ML) models across diverse data distributions is critically important for reliable applications. Despite recent empirical studies positing a near-perfect linear correlation between in-distribution (ID) and out-of-distribution (OOD) accuracies, we empirically demonstrate that this correlation is more nuanced under subpopulation shifts. Through rigorous experimentation and analysis across a variety of datasets, models, and training epochs, we demonstrate that OOD performance often has a nonlinear correlation with ID performance in subpopulation shifts. Our findings, which contrast previous studies that have posited a linear correlation in model performance during distribution shifts, reveal a "moon shape" correlation (parabolic up trend curve) between the test performance on the majority subpopulation and the minority subpopulation. This non-trivial nonlinear correlation holds across model architectures, hyperparameters, training durations, and the imbalance between subpopulations. Furthermore, we found that the nonlinearity of this "moon shape" is causally influenced by the degree of spurious correlations in the training data. Our controlled experiments show that stronger spurious correlation in the training data creates more nonlinear performance correlation. We provide complementary experimental and theoretical analyses for this phenomenon, and discuss its implications for ML reliability and fairness. Our work highlights the importance of understanding the nonlinear effects of model improvement on performance in different subpopulations, and has the potential to inform the development of more equitable and responsible machine learning models.

1. Introduction
Machine learning (ML) models often exhibit vastly different performance and behaviors when applied to different data distributions. This can be a significant challenge in ML, as even the best efforts to create data that closely represents the real-world may not fully capture the dynamic,
high-dimensional, and combinatoric complexity of many tasks. As a result, AI models deployed in the wild are likely to encounter out-of-distribution (OOD) data, raising fundamental questions such as, "Can you trust your model on out-of-distribution data? How does an AI model’s in-distribution (ID) performance relate to its out-of-distribution (OOD) performance?"

Exciting progress has been made in addressing these questions on OOD performance, but classical domain adaptation theory only provides a partial answer. Built on the uniform-convergence framework, these classical works resort to bounding OOD performance by quantifying the distance between the ID and OOD (e.g., via the \( \mathcal{H}_\Delta \mathcal{H} \) divergence (Ben-David et al., 2010)), thereby producing an upper bound on OOD performance that becomes increasingly loose for larger distribution shifts (Redko et al., 2020).

Pioneering recent research, such as that by Taori et al. (2020); Miller et al. (2021); Kaplun et al. (2022), has uncovered an exciting phenomenon that is not captured by classical theory: an almost perfect linear correlation in probit scale between ID and OOD performance, which has been repeatedly found across a wide spectrum of OOD benchmarks. This phenomenon, known as "accuracy-on-the-line," holds not only for dataset reconstruction shifts (e.g., ImageNet-V2 (Recht et al., 2019), CIFAR-10.1 (Recht et al., 2018)), but also for more complex distribution shift benchmarks such as WILDS (Koh et al., 2021) and BREEDS (Santurkar et al., 2021).

The "accuracy-on-the-line" phenomenon has garnered significant interest and excitement, as it suggests that, given access to the slope and bias of the linear correlation, predicting OOD accuracy becomes straightforward. For example, Baek et al. (2022) have shown a related "agreement-on-the-line" phenomenon, observing that the OOD agreement between the predictions of any two pairs of neural networks also exhibits a strong linear correlation with their ID agreement. Furthermore, the slope and bias of OOD vs ID agreement closely match that of OOD vs ID accuracy, thereby enabling the prediction of OOD accuracy with just unlabeled data. This has been a long-standing research problem, highlighting the significance of "accuracy-on-the-line".

In this work, we investigate a common and challenging type of distribution shift known as subpopulation shifts. This phenomenon is frequently observed in real-world applications, such as medical AI models that perform differently when deployed on different sites with different demographics (Wu et al., 2021; Daneshjou et al., 2021).

Our research reveals a nonlinear correlation between in-distribution (ID) and out-of-distribution (OOD) performance under subpopulation shifts (as demonstrated in Figure 1). To gain insight into this phenomenon, we decompose the model's performance into performance on each subpopulation (as shown in Figure 2). We observe a consistent "moon shape" correlation (parabolic up trend curve) between the test performance on the majority subpopulation and the minority subpopulation. These nonlinear correlations are observed across a variety of datasets, models, and training epochs (as depicted in Figure 4), and are also present in multi-subpopulation data (as shown in Figure 6) and under different distribution shift algorithms (Figure 7).

To understand the underlying causes of this nonlinear performance correlation, we conducted an extensive empirical analysis. Our results indicate that the degree of spurious correlations in training data plays a significant role. Spurious correlations refer to connections between variables that appear to be causal but are not (Pearl et al., 2000). We find that datasets with spurious correlations (as shown in Figure 2 top) exhibit more nonlinear performance correlations than datasets without spurious correlations (as shown in Figure 2 bottom). Our controlled study confirms that stronger spurious correlation leads to more nonlinear performance correlation (as depicted in Figure 8).

This research highlights an important issue with state-of-the-art AI models, which often pick up spurious correlations and biases in training data (Liang et al., 2022). These correlations may initially improve performance, but can fail catastrophically when deployed in slightly different environments. Furthermore, our findings indicate that current agreement-based approaches for predicting OOD performance systematically overestimate performance under the presence of spurious correlations (as shown in Figure 10), suggesting a need for new methods to address this problem.

It is worth emphasizing that this work does not contradict, but rather complements and extends previous work. Our work confirms the existence of strong and precise correlations between ID and OOD performance, which have not been fully captured by classical domain adaptation theory. Additionally, we have identified the presence of spurious correlation as a contributing factor to this broader performance correlation phenomenon. Although the correlations exhibit nonlinearity, they remain geometrically simple, opening up opportunities for the development of new methods for predicting OOD performance.

Beyond distribution shifts, the significance of our findings can also be viewed in the context of machine learning (ML) reliability and fairness. It is well-documented that a model can have disparate performances even within different subsets of its training and evaluation data (Eyuboglu et al., 2022b; Liang et al., 2023). Furthermore, these performance disparities can have a cascading effect, leading to decreased user retention and further amplifying the performance gap over time (Hashimoto et al., 2018; Fuster et al., 2017). For example, computer-vision AI models for diagnosing malig-
nant skin lesions performed substantially worse on lesions appearing on dark skin compared to light skin, with the area under the receiver operating curves (AUROC) dropping by 10-15% across skin tones (Daneshjou et al., 2021). Our work shows that ML performances between data subpopulations, albeit disparate, can have much more precise correlations than previously expected from the literature. Furthermore, we also identify certain situations in the presence of spurious correlations where performance improvement for the majority subpopulation leads to alarmingly consistent performance deterioration for the minority subpopulation. As the existence of ML performance disparities across subpopulations sternly undermines the trustworthiness, reliability, and fairness of ML models, our work makes a critical step towards the empirical understanding of how ML performances between data subpopulations are correlated. Concretely, this paper makes the following main contributions:

- To the best of our knowledge, we present the first systematic study on the performance correlation between data subpopulations. We found a nonlinear, “moon shape” correlation between the test performance on the majority subpopulation and the minority subpopulation (Figure 2). This indicates that ML performances between data subpopulations, albeit disparate, can have much more precise correlations than previously expected from the literature.

- In contrast to recent works reporting a near-perfect linear correlation, we found a nonlinear correlation under subpopulation shifts between ID and OOD accuracies (Figure 1). We empirically show that this non-trivial nonlinear correlation holds across model architectures, hyperparameters, training durations, and the imbalance between subpopulations (Figure 4). In addition, our experiments on multi-subpopulation datasets and different distribution shift algorithms beyond ERM further highlights the generality of this phenomenon. We also demonstrate how our findings complement and contrast previous empirical studies under probit-transformed axes (Figure 9). Our findings significantly broaden the scope of the broader correlation phenomenon between ID performance and OOD performance.

- Supported by extensive empirical and theoretical analysis (see Appendix E for detailed theoretical analysis), we identify the degree of spurious correlations in training data as an important cause for this nonlinearity. We demonstrate that datasets with spurious correlations (Figure 2 top) show more nonlinear correlations than datasets without spurious correlations (Figure 2 bottom). We conduct rigorous controlled studies confirming that stronger spurious correlations create more nonlinear performance correlations (Figure 8).

- We demonstrate that current agreement-based approach for predicting OOD performance would systematically overestimate under the existence of spurious correlations (Figure 10). We also identify certain regimes where performance improvement for the majority subpopulation leads alarmingly to consistent performance deterioration for the minority subpopulation, thereby highlighting the significance and implications of our findings for ML reliability and fairness.

Figure 2: A performance breakdown of Figure 1: majority subpopulation vs. minority subpopulation. To gain a deeper understanding of the striking nonlinear correlation between out-of-distribution (OOD) and in-distribution (ID) accuracies observed in Figure 1, we decompose the model’s performance into separate evaluations on the majority and minority subpopulations of the OOD test set. The results reveal a clear and striking nonlinear correlation, which we term the “moon shape” correlation, between the majority subpopulation performance and the minority subpopulation performance. This nonlinearity is particularly pronounced in datasets constructed with spurious correlations, as seen in the top panels (a-c), while datasets without such correlations, shown in the bottom panels (d-f), exhibit more subtle nonlinearity.

2. Experimental Setup

Preliminaries: Machine Learning with Diverse Subpopulations In our study, we investigate the performance of various machine learning (ML) models in the presence of diverse subpopulations in the data distribution. Specifically, the overall data distribution is denoted as \( D = 1, \ldots, D \), where each subpopulation \( d \in D \) corresponds to a fixed data distribution \( P_d \). In our main experiments, we compare the performance of ML models on two different data distributions: (1) the in-distribution (ID), or the training distribution, \( P^{tr} = \sum_{d \in D} r_d^{tr} P_d \), where \( r_d^{tr} \) denotes the mixture probabilities in the training set, and (2) the out-of-distribution (OOD), which is also a mixture of the \( D \) subpopulations, \( P^{ts} = \sum_{d \in D} r_d^{ts} P_d \), where \( r_d^{ts} \) is the mixture probabilities.
in the test distribution, but with a different proportion from the training distribution, i.e., \( r_d^{ts} \neq r_d^{tr} \) for some \( d \in \mathcal{D} \). This setting is known as subpopulation shifts in the literature (Yao et al., 2022; Koh et al., 2021).

**Experimental Procedure** We consider \( D = 2 \) subpopulations for simplicity. For the in-distribution (training distribution), we consider a dominating majority subpopulation (e.g., \( r_d^{tr} = 90\% \)) and an underrepresented minority subpopulation (e.g., \( r_d^{tr} = 10\% \)). As for the out-of-distribution, the majority subpopulation and minority subpopulation are equally representative (e.g., \( r_d^{ts} = 50\% \)). The goal of our paper is to compare the ID performance and the OOD performance across a wide spectrum of ML models. Therefore, for each subpopulation shifts dataset, our experimental procedure follows two steps:

1. Train 500 different ML models independently on the same training set drawn from the training distribution \( P^{tr} \) using the empirical risk minimization (ERM) method by varying the model architectures, training durations, and hyperparameters following the search space of commercial AutoML (AutoGluon). Details of the training process can be found in the appendix.

2. For each trained ML model, evaluate the ID performance on a test set of held-out samples from the training distribution \( P^{tr} \), and the OOD performance on a test set drawn from the out-of-distribution \( P^{ts} \). We then visualize the correlation of ID and OOD performance on a scatter plot.

**Subpopulation Shift Datasets** Based on our survey on the reported cases of ML performance disparity on the minority subpopulation in the wild and prior work (Eyuboglu et al., 2022a; Oakden-Rayner et al., 2020), we identified and evaluated on two important categories of subpopulation shift datasets (Figure 3):

- **Spurious correlation.** In statistics, a spurious correlation refers to a connection between two variables that appear to be causal, but are not. For example, Figure 3 (a) illustrates a scenario where cat images are mostly indoor and dog images are mostly outdoor (as indicated by the red boxes). A spurious correlation exists between the class labels and the indoor/outdoor contexts. To explore this scenario, we have experimented with three existing datasets in the community: MetaShift (Liang & Zou, 2022), Waterbirds (Sagawa et al., 2020b), and Modified-CIFAR4 V1 (Rolf et al., 2021).

- **Rare subpopulation.** ML models can still underperform on subpopulations that occur infrequently in the training set, even without the presence of obvious spurious correlation. To explore this scenario, we have adopted PACS (Li et al., 2017), OfficeHome (Venkateswara et al., 2017), and Modified-CIFAR4 V2 (Rolf et al., 2021).

![Figure 3: Evaluation of subpopulation shift in two dataset configurations: presence or absence of spurious correlations.](image)

**3. The Moon Shape Phenomenon**

In this section, we empirically show the nonlinear correlation between the ID and OOD performance across multiple subpopulation shifts datasets. To understand this phenomenon, we decompose the model’s performance into performance on each subpopulation. We also found nonlinear correlation between the test performance on the majority subpopulation and the minority subpopulation. Moreover, this nonlinearity holds across model architectures, training durations and hyperparameters, and the imbalance between subpopulations.

**3.1. Nonlinear Correlation of ML Performance Across Data Subpopulations**

**Out-of-Distribution vs. In-Distribution** Prior research reports a near perfect linear correlation between the OOD accuracies and the ID accuracies. In contrast, Figure 1 shows the nonlinear correlation between the ID and OOD performance across multiple subpopulation shifts datasets. Moreover, datasets constructed with spurious correlations (Figure 1 Top) occurs more nonlinear compared to the datasets with only rare subpopulations (Figure 1 Bottom), which we further confirm and analyze below.

**Majority vs. Minority** To understand this phenomenon, we decompose the model’s performance into performance on each subpopulation. As shown in Figure 2, there is a
of a commercial AutoML library (AutoGluon), we varied (1) pretrained model architectures, (2) training durations (i.e., training epochs), (3) hyperparameters such as learning rates and batch size. We found that models lie consistently on the same “moon shape”.

- **Training dynamics (Figure 4 (b)).** We further stratify the dots in Figure 2 (a) (i.e. the trained models) by the number of training epochs. We still find a clear moon shape for each fixed training epoch. Moreover, similar moon shapes persist across different training epochs. Results on other datasets are similar (Supp. Figure 11). This finding motivates us to focus our analysis on comparing across different models rather than comparing the subpopulation performance of a single model across training epochs (which is an interesting direction complementary to our scope).

- **Pretrained vs. trained from scratch (Figure 4(c)).** Although fine-tuning pretrained models has become a modern paradigm of ML, we also add an experiment of training from scratch, confirming that moon shape persists even when training from scratch. This shows that the moon shape is not an artifact of ImageNet pre-trained models, but a much broader phenomenon.

### 3.2. Discussion: Why the Moon Shape is not Obvious

Figure 5 illustrates one reason why the non-linear correlation structure, represented by the moon shape, is not obvious. A thought experiment is presented in which two models, A and B (indicated by red circles), are interpolated by flipping a biased coin with probability 

\[
p
\]

If the coin lands heads, classification is performed with model A, and if it lands tails, classification is performed with model B. Varying 

\[
p
\]

in the range [0, 1] generates a line between the two models. This interpolation line represents an achievable region for machine learning models, yet our results demonstrate that all models deviate substantially from this line, resulting in the unexpected moon shape.

In summary, the moon shape is intriguing because it contradicts and extends the near-perfect linear correlation reported

---

**“moon shape” correlation** (parabolic uptrend curve) between the test performance on the majority subpopulation and the minority subpopulation. Since we have decomposed by subpopulations, the nonlinearity becomes much more visually apparent. Figure 2 also confirms that datasets with spurious correlations (Figure 2 Top) show more nonlinearity compared to those without (Figure 2 Bottom), which motivates our further analysis on how spurious correlation affect the correlation nonlinearity (§ 4).

**Converting from Figure 1 to Figure 2:** We clarify that the test set is always balanced, with a 50/50 majority to minority ratio when \( D = 2 \). In our subpopulation shift setting, the correlation between “Majority Subpopulation Accuracy vs. Minority Subpopulation Accuracy” can be directly connected to “In-distribution Accuracy vs. Out-of-distribution Accuracy”. This is because, in our setting, the in-distribution consists of a mixture of 90% majority subpopulation and 10% minority subpopulation, while the test distribution (out-of-distribution) is composed of a 50% majority subpopulation and 50% minority subpopulation. Consequently, we have:

- **In-distribution Accuracy** = 0.9 × Majority Subpopulation Accuracy + 0.1 × Minority Subpopulation Accuracy
- **Out-of-distribution Accuracy** = 0.5 × Majority Subpopulation Accuracy + 0.5 × Minority Subpopulation Accuracy

**Figure 4: Demonstrating the Consistency of the Moon Shape Phenomenon Across Various Factors.** The x-axis of each panel represents the performance of the majority subpopulation, while the y-axis represents the performance of the minority subpopulation. (a) (Metashift) The moon shape is present regardless of the model architecture, hyperparameters, or training duration utilized. (b) (Metashift) The moon shape is evident at each snapshot and persists across different training epochs. (c) (Modified-CIFAR4 (V1)) The moon shape is observed in both models that are pre-trained on ImageNet and models that are trained from scratch.

Furthermore, we demonstrate that the moon shape phenomenon holds across various factors including (Figure 4):

- **Model architectures, training durations and hyperparameters** (Figure 4(a)). Following the search space

---

---
by previous studies, revealing that performance correlation is more nuanced under subpopulation shifts. Additionally, while it would be expected that the dots of a scatter plot would reside in the lower triangular area since machine learning models generally perform worse on the minority subpopulation, our results show that the performance correlation is more concentrated than anticipated, with the dots concentrated on one curve rather than spreading out in the lower triangular area.

Figure 6: Empirical demonstration of the 3D moon shape phenomenon. Results of experiments conducted on the PACS dataset, comprising three subpopulations of images (Cartoon, Photo, and Sketch) are depicted. The figure illustrates that the moon shape phenomenon is not limited to just two subpopulations, but extends to three subpopulations as well. Importantly, it is demonstrated that the distribution of the number of training samples among the subpopulations is not a necessary condition for the emergence of the moon shape phenomenon.

Figure 7: Generalizability of the moon shape phenomenon beyond Empirical Risk Minimization (ERM). Our experiments on MetaShift demonstrate that the moon shape phenomenon, previously observed in models trained via ERM, also holds for models trained with various distribution shift algorithms such as Invariant Risk Minimization, GroupDRO, and VREx. This suggests that the “moon shape” is a general phenomenon in machine learning, rather than being specific to ERM.

3.3. Multi-Subpopulation: 3D Moon Shape

To establish that the moon shape phenomenon is not limited to just two subpopulations, we conducted an additional experiment on the PACS dataset, which comprises three subpopulations of images (Cartoon, Photo, and Sketch). The results, depicted in Figure 6, clearly exhibit a 3D moon shape, providing empirical evidence for the generality of the moon shape phenomenon beyond two subpopulations. Furthermore, it is noteworthy that the three subpopulations in our experiment possess an equal number of samples, thereby demonstrating that the imbalance of training datasets is not a necessary condition for the emergence of nonlinear correlation as represented by the moon shape phenomenon.

3.4. Generalizability of the Moon Shape Phenomenon to Distribution Shift Algorithms

Distribution shift remains a significant challenge in machine learning, leading to the development of various algorithms to address it (Liu et al., 2021). To explore the generality of the “moon shape” phenomenon, we conducted additional experiments on distribution shift algorithms beyond Empirical Risk Minimization (ERM), including Invariant Risk Minimization (IRM) (Arjovsky et al., 2019), GroupDRO (Sagawa et al., 2020a), and VREx (Krueger et al., 2021). We employed the implementation and hyper-parameter range from DomainBed (Gulrajani & Lopez-Paz, 2020) to ensure rigorous and controlled experimental conditions. The results in Figure 7 demonstrate that the moon shape phenomenon also holds for IRM, GroupDRO, and VREx, indicating that it is a general phenomenon across different distribution shift algorithms.

4. The Impact of Spurious Correlation on the Moon Shape

4.1. Controlled Experiments: Spurious Correlation Makes the Moon Shape more Nonlinear

In the previous section (§3), we observed that datasets with spurious correlations exhibit increased nonlinearity compared to those without (as shown in Figure 1 and Figure 2, Top vs Bottom). In this subsection, we conduct well-controlled experiments to quantify the effect of spurious correlation on nonlinearity.

Experiment Design We use Modified-CIFAR4 (V1), a subset of the bird, car, horse, and plane classes from CIFAR-10 created by (Rolf et al., 2021), as our fixed dataset. We manipulate the degree of spurious correlation between the classification target label (air/land) and the spurious feature (vehicle/animal) in the training data by altering the mixture weights, while maintaining a fixed number of training data points in total (10,000), for each class (5,000), and for each spurious feature (6,000 for vehicle, 4,000 for animal). Additional details can be found in the appendix.

Results and Analysis Figure 8 illustrates the results of our experiments with increasingly stronger levels of spurious correlation. As predicted, nonlinearity in performance correlation increases with stronger levels of spurious correlation in the training data. These findings demonstrate that the presence of spurious correlation plays a significant role in shaping the relationship between out-of-distribution and in-distribution performance, an aspect that has been
previously overlooked in the literature.

4.2. Nonlinearity under Probit-Transformed Axes

Previous research has reported a near-perfect linear correlation between in-distribution and out-of-distribution accuracies, with some studies utilizing probit-transformed axes to enhance the linear trend (Miller et al., 2021; Taori et al., 2020). In this work, we use the probit transform, which is the inverse of the cumulative density function of the standard Gaussian distribution, to make our results directly comparable to previous studies.

Our findings reveal that, for datasets with spurious correlations, the performance correlation remains nonlinear even under probit transformation (Figure 9 top). This confirms that the nonlinear correlations we found are not captured by previous research. However, for datasets without spurious correlations, the performance correlation becomes linear after probit-transformation (Figure 9 bottom), as demonstrated by the significant difference in $R^2$ values in the linear fit. This highlights the importance of spurious correlations and how our work complements previous studies.

4.3. Implications of Model Agreements for Out-of-Distribution Performance Prediction

Motivation The ability to accurately predict out-of-distribution (OOD) performance is a valuable application of the accuracy-on-the-line phenomenon, as outlined by Baek et al. (2022). They propose using model agreements, which are calculated by evaluating the consistency of predictions between pairs of models, as a means of achieving this. They observe a strong linear correlation between OOD and in-distribution (ID) performance for model agreements, referred to as the agreement-on-the-line phenomenon. Additionally, they find a precise match between model accuracy and model agreements, which allows for OOD performance prediction using unlabeled data.

The agreement-on-the-line approach proposed by Baek et al. (2022) reveals a fascinating phenomenon related to the agreement between pairs of neural network classifiers. Specifically, when accuracy-on-the-line holds, a strong linear correlation is observed between out-of-distribution (OOD) agreement and in-distribution (ID) agreement for any two pairs of neural networks, regardless of architectural differences. Notably, the linear trend of ID vs. OOD agreement exhibits the same empirical slope and intercept as the linear trend between ID and OOD accuracy. This discovery, referred to as "agreement-on-the-line,” has significant practical implications.

The agreement-on-the-line phenomenon allows for the prediction of OOD accuracy for classifiers without the need for labeled data. OOD agreement can be estimated using only unlabeled data by assessing the disagreement on an unlabeled dataset between pairs of neural networks trained with different sources of randomness. This provides the empirical slope and intercept of ID vs. OOD agreement, which can then be used as the empirical slope and intercept of ID and OOD accuracy.

Inspired by the potential of agreement-based OOD prediction, we conduct experiments on subpopulation shift datasets and present the results using smoothing cubic spline interpolation (Figure 10).

Results Our results indicate that the presence of spurious correlation can significantly impact the effectiveness of the agreement-based approach. In the absence of spurious correlation, the agreement results align almost perfectly with accuracy results, consistent with previous work. However, with spurious correlation, the agreement results deviate from accuracy results, forming a distinct moon-shaped pattern that lies above the accuracy moon shape.

This deviation is alarming as it suggests that naively applying the current agreement-based approach for predicting OOD performance would systematically overestimate performance in the presence of spurious correlation. This can be understood intuitively as the presence of spurious correlation causes models to rely on a variable correlated with the class label for predictions, breaking the independence of each model’s prediction error and leading to increased agreement between models.

5. Related Work

Linear Correlations Between ID and OOD Performances

Existing research mostly reports linear correlations between ID and OOD performances. The linear correlations were first reported in recent dataset reconstruction settings including ImageNet-V2 (Recht et al., 2019), CIFAR-10.1 (Recht et al., 2018), CIFAR-10.2 (Lu et al., 2020), where new test sets of popular benchmarks are collected closely following the original dataset creation process. As there are subtle differences in the dataset creation pipeline, the test performance on the new test set is often lower, but appears to be linearly correlated with the performance on the original test set (Lu et al., 2020; Miller et al., 2020; Recht et al., 2018; 2019; Yadav & Bottou, 2019). Later researchers also found the linear trends in the context of cross-benchmark evaluation (Taori et al., 2020; Miller et al., 2021), and transfer learning (Kornblith et al., 2019; Andreassen et al., 2021), where a model’s ImageNet test accuracy linearly correlates with the transfer learning accuracy. Similar linear trends are also observed in sub-type shifts (Hendrycks & Dietterich, 2019; Santurkar et al., 2021) (e.g., the training data for the “dog” class are all from a specific breed while the test data come from another breed). Different from these studies, we...
(1) focus on subpopulation shifts, where we also present the first systematic study on the performance correlation between data subpopulations, and (2) find nonlinear correlations of ML performance across data subpopulations, which is not captured in previous work. Importantly, we show that for datasets with spurious correlations, the performance correlations still remain nonlinear under probit scale. This confirms that the nonlinear ("moon shape") correlation phenomenon is indeed not captured by previous work.

**ML with Diverse Subpopulations** A major challenge in ML is that a model can have very disparate performances even when it is applied to different subpopulations of its training and evaluation data. Models with low average error can still fail on particular groups of data points (Hashimoto et al., 2018; Buolamwini & Gebru, 2018; Blodgett et al., 2016). For example, (Pfohl et al., 2022) reported that predictive models for clinical outcomes which are accurate on average in a patient population underperform drastically for some subpopulations, potentially introducing or reinforcing inequities in care access and quality. Similar performance disparity has also been observed in radiograph classification (Badgeley et al., 2019; Zech et al., 2018; DeGrave et al., 2021), face recognition (Grother et al., 2011; Buolamwini & Gebru, 2018), speech recognition (Koenecke et al., 2020; Blodgett et al., 2016; Jurgens et al., 2017), academic recommender systems (Sapiezynski et al., 2017), and automatic video captioning (Tatman, 2017), among others. As the
existence of ML performance disparity across subpopulations sternly undermines the trustworthiness, reliability, and fairness of ML models, our work makes a critical step towards the empirical understanding of how ML performances between data subpopulations are correlated.

6. Discussion

In this study, we presented a novel and significant discovery of a nonlinear correlation, which we term the “moon shape” phenomenon, between the performance of models on majority and minority data subpopulations. Through meticulous experimentation and analysis across a variety of datasets, models, and training epochs, we demonstrated that this phenomenon is persistent and has far-reaching implications for model selection and performance evaluation. We emphasize the following key aspects regarding the clarification of implications of the moon shape phenomenon:

Rethinking Accuracy-on-the-Line: Our findings present counterexamples to the previously reported linear correlation between in-distribution (ID) and out-of-distribution (OOD) model performance during distribution shifts. We identify the moon shape phenomenon, which exhibits nonlinear yet precise correlations between ID and OOD accuracies, expanding the conventional understanding and offering new insights (Taori et al., 2020; Miller et al., 2021; Kaplun et al., 2022; Lu et al., 2020; Miller et al., 2020; Recht et al., 2018; 2019; Yadav & Bottou, 2019; Kornblith et al., 2019).

Implications for OOD Performance Estimation: Our results reveal that practitioners relying on a linear trend to predict OOD performance may systematically overestimate model performance under subpopulation shifts, particularly when spurious correlations are present. This finding suggests that alternative methods are needed to accurately estimate OOD performance. One plausible explanation for this observation is that different ML models, regardless of their performance levels, tend to capture similar spurious correlations in the training data to varying degrees. This breaks the independence of each model’s prediction error, leading these models to make similar errors and resulting in higher agreement between them.

Impact on Machine Learning Reliability and Fairness: Our work highlights that ML performance between data subpopulations can display more intricate correlations than previously assumed. Furthermore, we demonstrate situations where, given the presence of spurious correlations, performance improvement for the majority subpopulation coincides with a consistent decline in performance for the minority subpopulation. This observation has significant implications for the reliability and fairness of ML models in real-world applications.

The increasing use of automated machine learning (AutoML) in model building makes selecting models that perform well across diverse subpopulations a paramount challenge. Our results indicate that when there is no spurious correlation, models with higher aggregate performance tend to also perform well on minority subpopulations. However, in the presence of spurious correlation, the situation becomes more complex, with a phase transition point between negative and positive correlation. In settings where subpopulations performance is important (e.g. fairness considerations), we recommend AutoML practitioners to use similar type of scatter plots as our Figure 2 to diagnose model selection.

Subpopulation shift is a ubiquitous phenomenon in machine learning applications, and our work highlights the importance of understanding the nonlinear effects of model improvement on performance in different subpopulations. Further research and analysis of this nonlinear pattern is a crucial direction for future work, as it has the potential to inform the development of more equitable and responsible machine learning models, and contribute to addressing the fairness considerations in ML.

Data and Code Availability

All original data and code has been deposited at Github under https://github.com/yining-mao/Moon-Shape-ICML-2023 and is publicly available as of the date of publication.
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A. Extended Description of Experiment Setups

A.1. Subpopulation Shift Datasets

We categorize our subpopulation shift datasets based on the underlying reason that ML models exhibits degraded performance on the minority subpopulation. Based on our survey and prior work (Eyuboglu et al., 2022a; Oakden-Rayner et al., 2020), we identified two important scenarios and the corresponding datasets as follows:

- **Spurious correlation.** In statistics, a spurious correlation refers to a connection between two variables that appear to be causal but are not. Take the Cat vs. Dog task as an example: With cat images mostly indoor and dog images mostly outdoor, a spurious correlation exists between the class labels and the indoor/outdoor contexts (Liang & Zou, 2022). To explore the scenario of spurious correlation, we experiment with three existing datasets in the community: MetaShift (Liang & Zou, 2022), Waterbirds (Sagawa et al., 2020b), and Modified-CIFAR4 V1 (Rolf et al., 2021). The detailed setups are as follows:

  - **MetaShift-Cat-Dog (Liang & Zou, 2022):** A cat vs. dog binary classification task, where cat images are mostly indoor and dog images are mostly outdoor. We choose indoor context as the majority subpopulation and outdoor context as the minority subpopulation. In the training set, with spurious correlation, 88% of the cat images are indoors, and 88% of the dog images are outdoors. In the ID test set, the two subpopulations are in the same proportion as the train set; in the OOD test set, the two subpopulations are equally represented. Same for the following datasets.

  - **Waterbirds (Sagawa et al., 2020b):** A waterbird vs. landbird binary classification task, with waterbirds (landbirds) more frequently appearing against a water (land) background in the training distribution. Here the majority subpopulation is water background and the minority subpopulation is land background. We select 80% of the waterbird images with water background, and 80% of the landbird images with land background.

  - **Modified-CIFAR4 V1:** Created by (Rolf et al., 2021) based on CIFAR-10, a binary classification task to predict whether the image subject moves primarily by air (plane/bird) or land (car/horse), which is spuriously correlated with whether the image contains an animal (bird/horse) or vehicle (car/plane). Here the majority subpopulation is vehicle domain and the minority subpopulation is animal domain. We select 90% of the air images as “air-vehicle(airplane)”, and 90% of the land images as “land-animal(horse)”.

- **Rare subpopulation.** Without spurious correlation, ML models can still underperform on subpopulation that occur infrequently in the training set (e.g. patients with a darker skin tone, photos taken at night). Since the rare subpopulation will not significantly affect model loss during training, the model may fail to learn to classify examples within these subpopulations. To explore the rare subpopulation scenario (without spurious correlation), we adopted PACS (Li et al., 2017), OfficeHome (Venkateswara et al., 2017), Modified-CIFAR4 V2 (Rolf et al., 2021) for the experiments. For each dataset, we select 2 domains independent of the target $Y$. For example, for PACS, we construct a training set where most of the training images (67%) come from the photo domain, and the rest (33%) come from the cartoon domain, but the domain does not correlate with the class label.

  - **PACS (Li et al., 2017):** An image classification task of 7 classes. Most of the training images (1200 images, 67%) come from the photo domain, and the rest (600 images, 33%) come from the cartoon domain. Here the majority subpopulation is the photo domain, and the minority subpopulation is the cartoon domain.

  - **OfficeHome (Venkateswara et al., 2017):** An object recognition task of 65 classes. Most of the training images (3965 images, 83%) come from the product domain, and the rest (800 images, 17%) come from the clipart domain. Here the majority subpopulation is the product domain, and the minority subpopulation is the clipart domain.

  - **Modified-CIFAR4 V2 (Rolf et al., 2021):** A binary classification task on air vs. land. The majority subpopulation (4500 images, 90% in training) is “air-vehicle(airplane)”, “land-vehicle(automobile)”, and the minority subpopulation (500 images, 10% in training) is “air-animal(bird)”, “land-animal(horse)”.

A.2. Configuration space of different ML models

The goal of our paper is to compare the ID and OOD performance across a wide spectrum of ML models. Therefore, for each subpopulation shifts dataset, we vary the model architectures, training durations, and hyperparameters to explore the performances of different ML models.
Specifically, we follow the search space of AutoGluon, the state-of-the-art commercial AutoML library (AutoGluon), to train 500 different ML models with varying training settings. For each dataset, we implement with 5 model architectures, namely mobilenetv3_small, resnet18_v1b, resnet50_v1, mobilenetv3_large, and resnet101_v2. We set the learning rates to be in the search space of \{0.0001, 0.0005, 0.001, 0.005, 0.01\} and batch sizes in \{8, 16, 32, 64, 128\}. The training durations are set to \{1, 5, 10, 25\} epochs, as we did not find significant improvements from training for more epochs for any dataset. Together with the 5 model architectures, 5 learning rates, 5 batch sizes, and 4 training durations, we train 500 different ML models independently with all the combinations of different model architectures and hyperparameters.

A.3. Implementation and Reproducibility

Our implementation framework is based on MXNet (Chen et al., 2015) and AutoGluon (AutoGluon). Following the training configurations in AutoGluon, we adopt the Nesterov accelerated gradient optimizer with momentum=0.9. Other unspecified parameters are set to the AutoGluon defaults. There is no learning rate decay. All ML models are fine-tuned starting from its ImageNet pre-trained checkpoints. Code and data are available at https://github.com/yining-mao/Moon-Shape-ICML-2023

A.4. Controlled Experiments on Spurious Correlation

Setup Details  The Modified-CIFAR4 (V1) in Figure 8 was created by (Rolf et al., 2021) based on CIFAR-10 by subsetting to the bird, car, horse, and plane classes. This is a binary classification task to predict whether the image subject moves primarily by air (airplane/bird) or land (automobile/horse), which is spuriously correlated with 2 domains where the image contains an animal (bird/horse) or vehicle (automobile/airplane). Here the majority subpopulation is vehicle domain as indicated by \( Z = 1 \) in Figure 8; the minority subpopulation is animal domain as indicated by \( Z = 0 \) in Figure 8.

We modulate the degree of spurious correlations between the classification target label (air/land) and spurious feature (vehicle/animal) in the training data by changing the mixture weights in the training data. The \( 2 \times 2 \) table in each panel in Figure 8 indicates the dataset construction procedure. Specifically, we ensure that the dataset is class-balanced: i.e., 5,000 images for both \( Y = 0 \) and \( Y = 1 \), and fixed the ratio of spurious feature vehicle \( Z = 1 \) (60% in training, i.e., 6,000 images) and spurious feature animal \( Z = 0 \) (40% in training, i.e., 4,000 images). We increase the level of the spurious correlation between the classification target label (air/land) and spurious feature (vehicle/animal) by increasing the number of samples in air-vehicle(airplane)” and “land-animal(horse)” as indicated by the red boxes in Figure 8. Formally, since we fix (1) the total number of data points in the training set (10,000), (2) the ratio of data point number in each class \( P(Y=1) = 0.5, P(Y=0) = 0.5 \), and (3) the ratio of data point number in each spurious features \( P(Z=1) = 0.6, P(Z=0) = 0.4 \), there is effectively only one degree of freedom left, which we vary to change the level of spurious correlation.

B. Additional Experimental Results

Training dynamics. We show that the moon shape persists both across and within different training epochs in Figure 4 (b). Results on other datasets are similar as shown in Supp. Figure 11.

C. Extended Related Work

Linear correlations between ID and OOD performances  Existing research mostly reports linear correlations between ID and OOD performances. The linear correlations were first reported in recent dataset reconstruction settings including ImageNet-V2 (Recht et al., 2019), CIFAR-10.1 (Recht et al., 2018), CIFAR-10.2 (Lu et al., 2020), where new test sets of popular benchmarks are collected closely following the original dataset creation process. As there are subtle differences in the dataset creation pipeline, the test performance on the new test set is often lower, but appears to be linearly correlated with the performance on the original test set (Lu et al., 2020; Miller et al., 2020; Recht et al., 2018; 2019; Yadav & Bottou, 2019). Later researchers also found the linear trends in the context of cross-benchmark evaluation (Taori et al., 2020; Miller et al., 2021), and transfer learning (Kornblith et al., 2019; Andreassen et al., 2021), where a model’s ImageNet test accuracy linearly correlates with the transfer learning accuracy. Similar linear trends are also observed in sub-type shifts (Hendrycks & Dietterich, 2019; Santurkar et al., 2021) (e.g., the training data for the “dog” class are all from a specific breed while the test data come from another breed). Different from these studies, we (1) focus on subpopulation shifts, where we also present the first systematic study on the performance correlation between data subpopulations, and (2) find nonlinear correlations.
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Figure 11: The moon shape persists across different training epochs. Results on other datasets similar to Figure 4. We stratify Figure 2 based on the number of training epochs. The x-axis indicates majority subpopulation performance. The y-axis indicates minority subpopulation performance. Most of the models have converged after 10 epochs. The moon shape is apparent in each snapshot and persists across training epochs.

of ML performance across data subpopulations, which is not captured in previous work. Importantly, we show that for datasets with spurious correlations, even with probit-transformed axes as used by several prior work (Miller et al., 2021; Recht et al., 2019; Taori et al., 2020), the performance correlations still remain nonlinear. This confirms that the nonlinear (“moon shape”) correlation phenomenon is indeed not captured by previous work.

ML with diverse subpopulations A major challenge in ML is that a model can have very disparate performances even when it’s applied to different subpopulations of its training and evaluation data. Models with low average error can still fail on particular groups of data points (Hashimoto et al., 2018; Buolamwini & Gebru, 2018; Blodgett et al., 2016). For example, predictive models for clinical outcomes that are accurate on average in a patient population are reported to underperform drastically for some subpopulations, potentially introducing or reinforcing inequities in care access and quality (Pfohl et al., 2022). Similar performance disparity, have also been observed in radiograph classification (Badgeley et al., 2019; Zech et al., 2018; DeGrave et al., 2021), face recognition (Grother et al., 2011; Boulamwini & Gebru, 2018), speech recognition (Koennecke et al., 2020; Blodgett et al., 2016; Jurgens et al., 2017), academic recommender systems (Sapiezynski et al., 2017), and automatic video captioning (Tatman, 2017), among others. Worse, as model accuracy affects user retention, the minority group might shrink and thus even amplifies the performance disparity over time (Hashimoto et al., 2018; Fuster et al., 2017). These case studies highlight the importance of understanding the ML performance disparity across subpopulations.

D. Extended Analysis: Simulation Studies

TLDR: a simulation study where we concatenate the real features with spurious features to simulate spurious correlation.

Related to: Moon shape, training dynamics.
Figure 12: We present a simple simulation study which successfully replicates the moon shape phenomenon. Moon-shape trend holds in synthetic dataset and persists across hyper parameters.

Possible figures.
Absolutely.

Following the simulation study in this figure: An Investigation of Why Overparameterization Exacerbates Spurious Correlations (Sagawa et al., 2020c) "overparameterization—increasing model size well beyond the point of zero training error—can hurt test error on minority groups despite improving average test error when there are spurious correlations in the data."

Simulation Data distribution. We construct a synthetic dataset that replicates the "moon shape" phenomenon in section 3. The label $y \in \{1, -1\}$ is spuriously correlated with a spurious attribute $a \in \{1, -1\}$.

Inspired by (Sagawa et al., 2020c), we divide our training data into two groups: majority group of size $n_{\text{maj}}$ with $a = y$, and minority group of size $n_{\text{min}}$ with $a = -y$. Both of majority and minority group have their own distribution over input features $x = [x_{\text{core}}, x_{\text{spu}}] \in \mathbb{R}^{d_{\text{core}}+d_{\text{spu}}}$ comprising core features $x_{\text{core}} \in \mathbb{R}^{d_{\text{core}}}$ generated from the label/core attribute $y$, and spurious features $x_{\text{spu}} \in \mathbb{R}^{d_{\text{spu}}}$ generated from the spurious attribute $a$, and the core and spurious features are both balanced in each group:

$$
\begin{align*}
    x_{\text{core}} &\mid y \sim \mathcal{N}(y1, \sigma_{\text{core}}^2 I_d) \\
    x_{\text{spu}} &\mid a \sim \mathcal{N}(a1, \sigma_{\text{spu}}^2 I_d).
\end{align*}
$$

We fix (1) the total number of training points $n$ as 3000, (2) $\sigma_{\text{core}} = 10$, (3) $\sigma_{\text{spu}} = 1$, and (4) the training model as logistic regression model with different hyper parameters to train on the synthetic dataset. We test the performance on the majority group and the minority group separately, and conduct several controlled experiments to study the moon shape phenomenon and the effect of the spurious correlation on synthetic dataset.

Experiments and Results We find the moon shape trend as we observe on real datasets, which indicates the crucial role of the existence of spurious correlation in shaping the moon shape trend. And the moon shape correlation holds across hyperparameters. (Figure 12)

We draw the dots when the models have converged in Figure 13. Different from the real datasets, the dots do not perform the moon shape when the models have converged, but centralize at the top right corner under the synthetic dataset setting since both of majority and minority accuracy have converged to 1. And there are also some dots overlapping with the same majority and minority accuracy, which makes the dots fewer than the number of trials. This shows the difference between the synthetic datasets and the real datasets.

In Figure 14 , we conduct multiple controlled experiments on the synthetic dataset to explore the effect of the level of spurious correlation on moon shape, which is discussed in section 3.2. We define spurious-core dimension ration (SDR) as $d_{\text{c}}/d_{\text{core}}$, and define $n = n_{\text{maj}} + n_{\text{min}}$ as the total number of training points, with $p_{\text{maj}} = n_{\text{maj}}/n$ as the ratio of majority group. Both of SDR and $p_{\text{maj}}$ can reflect the level of the spurious correlation. The higher it is, the stronger spurious correlation there is in the train dataset. The results show the increasing of spurious correlation results in the increasing curvature in the moon shape.
Summary  In this section, we present a simple simulation study which successfully replicates the moon shape phenomenon in section 3. In addition, stronger spurious correlation again leads to more non-linear performance correlations. This indicates that the moon shape phenomenon we found might be a very general phenomenon. However, one distinct difference between the simulation study and our results on the real world datasets is on the training dynamics: On real-world datasets, we found that the moon shape persists within and across different training epochs (Figure 4), while in the simulation study, models converges to the top-right corner (Supp. Figure 4). Our finding on the real-world datasets motivates us to focus our analysis on comparing across different models rather than comparing the subpopulation performance of a single model across training epochs. Meanwhile, our simulation study indicates that comparing the subpopulation performance of a single model across training epochs is an interesting direction of future work that is complementary to our scope of our main paper.
E. Theoretical analysis of the accuracy gap across subpopulations

We rigorously study the effect of the spurious correlation on the accuracy gap between the majority and minority subpopulations in a binary classification setting. Our theoretical result shows that the accuracy gap becomes larger when there is a strong spurious correlation between subpopulations and labels and explain why multiple models form the moon shape curve through the ROC curve analysis. This is aligned with the theoretical models in the previous literature that spurious correlations can lead to poor accuracy in minority groups (Sagawa et al., 2020c).

For $d_X \in \mathbb{N}$, we denote an input space by $\mathcal{X} \subseteq \mathbb{R}^{d_X}$ and denote an input and an output random variable by $X$ and $Y$, respectively. We denote a random variable for a subpopulation by $Z$, where $Z = 1$ indicates the majority subpopulation\(^1\), otherwise $Z = 0$. We assume that the underlying data generating mechanism is $Z \rightarrow Y \rightarrow X$. This implies that $X$ and $Z$ are conditionally independent given $Y$, i.e., $X \perp Z \mid Y$. We suppose a conditional distribution of $X$ given $Y$ is given as follows.

$$X \mid Y = 0 \sim F_0, \quad X \mid Y = 1 \sim F_1,$$

for some arbitrary distributions $F_0$ and $F_1$, and we assume

$$\mathbb{P}(Z = 1 \mid Y = 1) = \pi_1, \quad \mathbb{P}(Z = 1 \mid Y = 0) = \pi_0.$$ 

It is noteworthy that $\pi_1 = \pi_0$ is a necessary and sufficient condition for $Y \perp Z$ because $Y$ and $Z$ are Bernoulli random variables. In this respect, the level of spurious correlation can be expressed as $|\pi_1 - \pi_0|$. With these notations, the subclass accuracy gap for a model $g : \mathcal{X} \rightarrow \{0, 1\}$ is expressed as follows:

$$|\mathbb{E}[\mathbbm{1}(Y = g(X)) \mid Z = 1] - \mathbb{E}[\mathbbm{1}(Y = g(X)) \mid Z = 0]|.$$ 

In the following theorem, we explicitly show that the subclass accuracy gap is proportional to the level of spurious correlation $|\pi_1 - \pi_0|$.

**Theorem E.1** (The higher the level of spurious correlation, the larger the accuracy gap). *The subclass accuracy gap for a classifier $g : \mathcal{X} \rightarrow \{0, 1\}$ is expressed as follows.*

$$\text{Accuracy Gap} = \frac{\mathbb{P}(Y = 1)\mathbb{P}(Y = 0)}{\mathbb{P}(Z = 1)\mathbb{P}(Z = 0)} |\pi_1 - \pi_0| |\text{TPR} - \text{TNR}|,$$

where TPR and TNR denote the true positive rate $\mathbb{E}(g(X) = 1 \mid Y = 1)$ under $F_1$ and the true negative rate $\mathbb{E}(g(X) = 0 \mid Y = 0)$ under $F_0$, respectively.

Theorem E.1 shows that the subclass accuracy gap is expressed as a function of $|\pi_1 - \pi_0|$ and $|\text{TPR} - \text{TNR}|$. A direct consequence is that the accuracy gap gets larger when the level of spurious correlation $|\pi_1 - \pi_0|$ increases. It is possible to keep $\mathbb{P}(Z = 1)$ and $\mathbb{P}(Y = 1)$ as constants while the spurious correlation $|\pi_1 - \pi_0|$ changes. In particular, it occurs when $\pi_1$ and $\pi_0$ are related as $\pi_1 = (\mathbb{P}(Z = 1) - \mathbb{P}(Y = 0)\pi_0)/\mathbb{P}(Y = 1)$, which captures the setting of Figure 8. Specifically, $\mathbb{P}(Y = 1)$ and $\mathbb{P}(Z = 1)$ are fixed to 0.5 and 0.6 respectively, yet the experimental result shows that the accuracy gap increases once $|\pi_1 - \pi_0|$ increases, which is supported by our theoretical result.

**Remark E.2** (Models on the similar ROC curve). Suppose that there is a trained binary classification model and its ROC curve is not a straight line, which is typically the case. We can think of different points on the ROC curve as different models whose predicted probability outputs are only different by constant shifts. Given that a point on the ROC curve is described as $(1 - \text{TNR}, \text{TPR})$, TPR changes nonlinearly with respect to TNR. Hence, the $|\text{TPR} - \text{TNR}|$ changes nonlinearly, and so does the accuracy gap by Theorem E.1. This can provide one explanation for our experimental observations that different models form the moon shape curve.

The setting considered in this remark is admittedly simplified to provide some intuition. In practice, different models (with different architectures and hyperparameters) may not correspond to different points on one ROC curve. However, if the different models do approximately trace out an ROC curve, then the intuition here can apply.

\(^1\)Whether $\mathbb{P}(Z = 1) \geq 1/2$ or not is not critical in our theoretical analysis, but in terms of our notations, one sufficient condition for $\mathbb{P}(Z = 1) \geq 1/2$ is $\pi_1 \geq 1/2$ and $\pi_0 \geq 1/2$. 
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E.1. Proof of Theorem E.1

Proof of Theorem E.1. For any $z \in \{0, 1\}$, we have

$$
\mathbb{E}[\mathbb{I}(Y = g(X)) \mid Z = z] = \sum_{y=0}^{1} \mathbb{E}[\mathbb{I}(y = g(X)) \mid Z = z, Y = y] \mathbb{P}(Y = y \mid Z = z)
$$

$$
= \sum_{y=0}^{1} \mathbb{E}[\mathbb{I}(y = g(X)) \mid Y = y] \mathbb{P}(Y = y \mid Z = z)
$$

$$
= \text{TPR} \times \mathbb{P}(Y = 1 \mid Z = z) + \text{TNR} \times \mathbb{P}(Y = 0 \mid Z = z).
$$

Here, the second equality is due to $X \perp Z \mid Y$. Therefore, the accuracy gap between the two subpopulations is expressed as follows.

Accuracy Gap $= \left| \mathbb{E}[\mathbb{I}(Y = g(X)) \mid Z = 1] - \mathbb{E}[\mathbb{I}(Y = g(X)) \mid Z = 0] \right|

= \left| \text{TPR} \times (\mathbb{P}(Y = 1 \mid Z = 1) - \mathbb{P}(Y = 1 \mid Z = 0)) + \text{TNR} \times (\mathbb{P}(Y = 0 \mid Z = 1) - \mathbb{P}(Y = 0 \mid Z = 0)) \right|

= \left| \mathbb{P}(Y = 1 \mid Z = 1) - \mathbb{P}(Y = 1 \mid Z = 0) \right| \times | \text{TPR} - \text{TNR} |.

By the Bayes’ theorem

$$
\mathbb{P}(Y = 1 \mid Z = 1) = \frac{\pi_1 \mathbb{P}(Y = 1)}{\mathbb{P}(Z = 1)}, \quad \mathbb{P}(Y = 1 \mid Z = 0) = \frac{(1 - \pi_1) \mathbb{P}(Y = 1)}{\mathbb{P}(Z = 0)},
$$

we have

$$
\mathbb{P}(Y = 1 \mid Z = 1) - \mathbb{P}(Y = 1 \mid Z = 0) = \frac{\pi_1 \mathbb{P}(Y = 1)}{\mathbb{P}(Z = 1)} - \frac{(1 - \pi_1) \mathbb{P}(Y = 1)}{\mathbb{P}(Z = 0)}
$$

$$
= \frac{\pi_1 \mathbb{P}(Y = 1) \mathbb{P}(Z = 0) - (1 - \pi_1) \mathbb{P}(Y = 1) \mathbb{P}(Z = 1)}{\mathbb{P}(Z = 1) \mathbb{P}(Z = 0)}
$$

$$
= \frac{\{\mathbb{P}(Z = 0) - (1 - \pi_1)\} \mathbb{P}(Y = 1)}{\mathbb{P}(Z = 1) \mathbb{P}(Z = 0)}.
$$

Since $\mathbb{P}(Z = 0) = 1 - (\pi_1 \mathbb{P}(Y = 1) + \pi_0 \mathbb{P}(Y = 0)) = 1 - \pi_1 + (\pi_1 - \pi_0) \mathbb{P}(Y = 0)$, we have

Accuracy Gap $= \frac{\mathbb{P}(Y = 1) \mathbb{P}(Y = 0)}{\mathbb{P}(Z = 1) \mathbb{P}(Z = 0)} |\pi_1 - \pi_0| \times | \text{TPR} - \text{TNR} |.

It concludes a proof. \qed