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Abstract

Weight oscillation is an undesirable side effect of quantization-aware training, in which quantized weights frequently jump between two quantized levels, resulting in training instability and a sub-optimal final model. We discover that the learnable scaling factor, a widely-used de facto setting in quantization aggravates weight oscillation. In this study, we investigate the connection between the learnable scaling factor and quantized weight oscillation and use ViT as a case driver to illustrate the findings and remedies. In addition, we also found that the interdependence between quantized weights in query and key of a self-attention layer makes ViT vulnerable to oscillation. We, therefore, propose three techniques accordingly: statistical weight quantization (StatsQ) to improve quantization robustness compared to the prevalent learnable-scale-based method; confidence-guided annealing (CGA) that freezes the weights with high confidence and calms the oscillating weights; and query-key reparameterization (QKR) to resolve the query-key intertwined oscillation and mitigate the resulting gradient misestimation. Extensive experiments demonstrate that these proposed techniques successfully abate weight oscillation and consistently achieve substantial accuracy improvement on ImageNet. Specifically, our 2-bit DeiT-T/DeiT-S/Swin-T algorithms outperform the previous state-of-the-art by 9.8%/7.7%/4.64%, respectively. Code and models are available at: https://github.com/nbasyl/OFQ

1. Introduction

Deep neural networks have enjoyed tremendous success in numerous applications, ranging from computer vision (He et al., 2016; Dosovitskiy et al., 2021) to natural language processing (Vaswani et al., 2017; Kenton & Toutanova, 2019). However, the prohibitive model size and resource-intensive computation restrict the feasibility of deploying large models on resource-constrained devices. Among many methods that study the compression and acceleration of neural networks (Liu et al., 2019; Wu et al., 2019; Zhou et al., 2016), quantization-based approaches have stood out due to their high compression ratio and remarkable reduction in throughput time by adopting efficient bitwise operations (Zhu et al., 2020; Zhang et al., 2018a).

Despite the efficacy of quantization, there is still a non-negligible accuracy gap between quantized models and their full-precision counterparts. The accuracy drop comes from several aspects, including but not limited to the discrete nature of quantization and its limited representational capability (Liu et al., 2022; Zhang et al., 2018a; Li et al., 2020; Miyashita et al., 2016), difficulty in gradient approximation to the non-differentiable quantization function (Gong et al., 2019; Liu et al., 2018), and quantization oscillation that hinders optimization (Nagel et al., 2022). The last, relatively under-explored, is the primary focus of this study.

In this study, we choose the quantized ViT as the driver for investigating the cause of oscillation. Previous work (Nagel et al., 2022) assumes the scaling factors are fixed in quantization, while this is not the case as most of the prevalent quantization methods adopt learnable scaling factors, including (Nagel et al., 2022). Surprisingly, we found that the learnable scaling factor exacerbates the oscillation, leading to unstable quantization-aware training and often results in sub-optimal models. The learnable scaling factor is updated with noisy gradients and determines quantization thresholds. Thus, the intertwined oscillation between the noisy learnable threshold and the weights near the threshold makes training unstable.

We visualize the composition of the oscillating weights and observe that they are position-agnostic, meaning that there are no such weights that would persistently stay within the oscillation region during optimization. But the current optimizer fails to prevent new weights from entering the oscil-
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We demonstrate that the proposed techniques are complementary and capable of working collaboratively to achieve oscillation-free quantized ViTs with consistent improvements over the previous state-of-the-art on ImageNet. Specifically, our quantization method produces 2-bit DeiT-T and DeiT-S that improve the ImageNet top-1 accuracy by 9.88% and 7.72% respectively, compared to previous SoTA, and we show for the first time that 3-bit DeiT-T and DeiT-S can achieve comparable accuracy as the full-precision models.

2. Related Works

Model quantization can be categorized into post-training quantization (PTQ) (Liu et al., 2021c; Nagel et al., 2020; Banner et al., 2019; Nagel et al., 2019) and quantization-aware training (QAT) (Zhou et al., 2016; Choi et al., 2018; Gong et al., 2019). In general, PTQ provides a faster quantization pipeline than QAT, as PTQ relies on calibration data without re-training; on the other hand, QAT is more suitable for precision-sensitive scenarios at the cost of lengthier training time. This work focuses on QAT.

Prior literature has tried to ameliorate QAT from different aspects. Some proposed increasing the quantization representation ability by replacing uniform quantization with non-uniform quantization, such as (Liu et al., 2022; Li et al., 2020; Zhang et al., 2018a). Another line of research suggests reducing the gradient misestimation caused by the non-differentiable rounding function by approximating the discrete quantization with a differentiable function (Gong et al., 2019; Zhou et al., 2016). Moreover, several works have delved into searching for the optimal scaling factor. For instance, (Zhou et al., 2016) incorporates a non-linear function for scaling the weights to restrict their value range. (Choi et al., 2018) introduces a trainable clipping parameter to sort out the suitable quantization scale automatically. Lately, (Esser et al., 2020) introduced a simple, intuitive, yet effective method that resolves around the learnable scaling factor and has been widely adopted as the de facto approach for quantization-aware training.

Recently, (Nagel et al., 2022) points out that weight oscillation seriously impacts QAT, mainly rooted in depth-wise convolution (DW-Conv) and the batch normalization (BN) layers. It uses convolution neural networks (CNNs) for the case study. In our study, we found that in vision transformers (ViTs), despite the absence of DW-Conv and BN, the oscillation still exists, which motivates us to choose ViT as a case driver to investigate quantized weight oscillation. In addition, previous work (Nagel et al., 2022) assumed the quantization threshold to be static but neglected the intertwined relation between the learnable scaling factor and weight oscillation. To this end, we delve into studying the entangled relationship between the ViT structure and the oscillation of the quantized weights and understanding the impact of learnable scaling factors on aggravating such oscillation.

3. Preliminary

3.1. Quantization-Aware Training

In quantization-aware training (QAT), the scaling factor is crucial to striking a good trade-off between the representation value range and the quantization step size, especially in low-bit quantization. Previous works (Zhou et al., 2016; Choi et al., 2018; Esser et al., 2020) extensively studied the solution for obtaining a good scaling factor to bridge the accuracy gap between the quantized models and their full precision counterparts. Among these methods, LSQ (Esser et al., 2020) has become the most prevalent method due to its simplicity and effectiveness in learning the scaling factors. Therefore, in this work, we use (Esser et al., 2020) to study the impact of the learnable scaling factor on the oscillation of QAT.

In LSQ (Esser et al., 2020), the quantization function is formulated as:

$$\hat{W}_q^{i} = \alpha \cdot \text{Clip} \left( \frac{W_q^{i}}{\alpha}, Q_n, Q_p \right)$$  \hspace{1cm} (1)$$

where $W_q$ and $W$ denote the quantized weights and real-valued weights, respectively, and the superscript $i$ denotes the $i^{th}$ entry. $\alpha$ is the learnable scaling factor, and $Q_n$, $Q_p$ represents the quantization range.

To approximate the gradient through the non-differentiable round function, straight through estimator (STE) (Bengio et al., 2013) is adopted:

$$\frac{\partial L}{\partial W_q^{i}} \approx \frac{\partial L}{\partial \hat{W}_q^{i}} \cdot 1_{Q_n^i \leq W_q^{i}/\alpha \leq Q_p}$$  \hspace{1cm} (2)$$

where 1 represents the indicator function that outputs 1 if $W_q^{i}/\alpha$ is in the inside clipping range and 0 otherwise.
3.2. Quantized ViT Architecture

The main characteristic that differs vision transformer (ViT) from convolutional neural networks (CNNs) is the transformer layer structure, comprising two sub-modules: Multi-head Self-Attention layer (MHSA) and Feed-Forward Network (FFN), which heavily utilize the fully-connected (FC) layers. We adopted row-wise granularity for quantizing weights and activations in FC layers and for quantized activation-activation multiplication in attention layers:

\[
X_q \cdot Y_q^T = \alpha_{X_q} \alpha_{Y_q} \odot (\hat{X}_q \odot \hat{Y}_q^T)
\]

where \(X_q\) and \(Y_q\) denote the quantized tensors, \(\odot\) denotes the integer matrix multiplication and \(\odot\) denotes the high-precision scalar-tensor multiplication. Note that, the scaling factor should align with the multiplication direction to make Eq. 3 established and facilitate low-cost integer matrix multiplication acceleration (Esser et al., 2020; Xiao et al., 2022). For example, when input \(X_q \in \mathbb{R}^{N \times D_1}\) and \(Y_q \in \mathbb{R}^{D_2 \times D_1}\), we have the scaling factor vector \(\alpha_{X_q} \in \mathbb{R}^N\) and \(\alpha_{Y_q} \in \mathbb{R}^{D_2}\). We denote this as quantizing along the last dimension, where the scaling factor is shared along the last dimension. Specifically, in ViTs, weight and activation matrices are all quantized along the last dimension, except for the value matrix \(V \in \mathbb{R}^{N \times D}\) in multiplication with the attention matrix \(\text{Attn} \in \mathbb{R}^{N \times N}\), where \(V\) is quantized along the sequence length dimension \(N\) and has a scaling factor vector \(\alpha_{V_q} \in \mathbb{R}^D\).

4. Oscillation in QAT

4.1. Oscillation and Learnable Scaling Factor

Despite the prevalence of learnable scaling factor in QAT, its negative impact on training stability is rarely studied. We illustrate the issues by proposing a toy example with three weights \(W = \{W^{(1)}, W^{(2)}, W^{(3)}\}\) and a scaling factor \(\alpha\) determining the quantization threshold for all the three weights, following Eq. 1. The optimization objective is a 3D regression problem minimizing the \(l2\)-loss between the target optimal floating-point weight \(W_{\ast} \in \mathbb{R}^3\) and quantized weight \(W_q\) in weighting the data vector \(X \in \mathbb{R}^3:\)

\[
\min \mathcal{L}(W) = \mathbb{E}_{X \sim U} \left[ \frac{1}{2} (XW_{\ast} - XW_q)^2 \right].
\]

Here \(X\) are sampled from a uniform distribution \(U\) on the interval \([0, 1]\). We follow Eq. 1 to optimize the weight.

We observe that the weight oscillation caused by quantization’s discrete nature can be greatly amplified by the presence of a learnable scaling factor. In the absence of learnable scaling factors, weights farther from their optimal values tend to be updated more towards the target, while weights close to the optima remain stable. However, we found that this is not the case when learnable scaling factors are present.

As shown in Fig. 1 (b) and (c), weights \(W^{(2)}\) and \(W^{(3)}\) initialized close to their target values are influenced by the learnable scaling factor and end up oscillating around the quantization threshold. Note that the scaling factor determines the threshold according to Eq. 1. The cause of this phenomenon is the existence of an outlier weight \((W^{(1)})\) that is initialized far from its optima \((W^{(1)}_{\ast})\). The outlier weight contributes more to the gradient of the learnable scaling factor, driving it towards an optimal value for this outlier, and resulting in the oscillation of the other two weights that are initially set near their optimal values. This observation aligns with the gradient derivation of LSQ (Esser et al., 2020): Weights within the range of \([Q_n, Q_p]\) have limited influence on the scaling factor gradient, with values restricted to between -0.5 and 0.5. On the other hand, weights outside of this range contribute significantly more to the gradient of the scaling factor, e.g. scaled weights that are larger than \(Q_p\) contribute \(Q_p\) to the gradient of the scaling factor.

More catastrophically, once the weights interweave with the learnable thresholds, as highlighted by the red frame in
We take one step further and inspect the average gradient direction change of weights close to the quantization threshold. This phenomenon also indicates that the oscillation of the learnable scaling factor will contribute to weight oscillation. Fig. 3 evidences this by showing clear patterns of a large portion of weights clustered around the threshold.

The latter, in turn, changes the quantization threshold and aggravates the weight oscillation. This vicious cycle of interaction makes the oscillation hard to subside.

4.2. Oscillations in Quantized ViTs

The aggravation of weight oscillation caused by the learnable scaling factor does not just exist in the toy example. It is a common problem in real-world scenarios. In this section, we choose the vision transformer (ViT) as a case study for quantization oscillations. We analyze weight oscillation in the quantized ViT and examine how the learnable scaling factor exacerbates the oscillation.

4.2.1. The Effect of Learnable Quantization on Quantized ViTs

Throughout the training, we visualize the trajectory of three learnable scaling factors $\alpha$ from the $1^{\text{st}}/6^{\text{th}}/11^{\text{th}}$ transformer blocks in a 2-bit DeiT-T. The y-axis represents the value of $\alpha$. The fluctuation of learnable scaling factor persists throughout the training.

Fig. 1 weight oscillation will introduce noise to the gradient of the learnable scaling factor and cause it to oscillate. The latter, in turn, changes the quantization threshold and aggravates the weight oscillation. This vicious cycle of interaction makes the oscillation hard to subside.

Figure 2: Trajectory of three learnable scaling factors $\alpha$ from the $1^{\text{st}}/6^{\text{th}}/11^{\text{th}}$ transformer blocks in a 2-bit DeiT-T. The y-axis represents the value of $\alpha$. The fluctuation of learnable scaling factor persists throughout the training.

We take one step further and inspect the average gradient direction change of weights close to the quantization threshold. We define the term “Boundary Range (BR)” as a range that includes all weights $\hat{W}_q$ within the distance $x$ to the nearest quantization threshold where $\hat{W}_q = W/\alpha$ is the rescaled $W$ before rounding. Fig. 4 clearly shows that the closer the weight entry is to the quantization threshold, the more frequently its gradient direction flips, and such a phenomenon occurs consistently across all modules in ViT. This phenomenon validates that during oscillation, the gradients of weights near the threshold constantly change directions, push the underlying real value weights to cross the threshold, make the quantized weights jump between two quantized values, and prevent the network from well-converging.

4.2.2. Noise Injection Analysis

To further verify our hypothesis that the final quantized network lands at a sub-optima due to weight oscillation within a certain boundary range close to the thresholds, we perform a series of noise injection analyses on quantized
DeiT-T. Consider BR\(_{0.005}\) as an example. We first inject random noise to weights within BR\(_{0.005}\) and train the model for one epoch. The results in Table 1 demonstrated that, surprisingly, randomly injecting noise to weights within BR\(_{0.005}\) does not lead to any accuracy degradation on 2-bit and 3-bit models but even improves the model accuracy in the best cases, suggesting that the final model is just a random snapshot of the model in oscillation, and there are abundant better solutions near the weight oscillation region.

Further, to examine if arbitrarily injecting noises to all the weights will have the same effect, we inject random noise to the same proportion of the total weights uniformly, instead of just weights within the BR. Predictably, this setting results in a severe accuracy drop, specifically in 2-bit and 3-bit settings. We also observe that there exist fewer weights in the oscillation boundary for models with higher bit-width, and that randomly injecting noise to weights either within BR\(_{0.005}\) or at arbitrary positions would result in a slight precision drop on the 4-bit DeiT-T, implying that the oscillation severity is anti-correlated to the bit-width. Based on the above discussion, we can confidently conclude that those oscillating weights are the primary factor that keeps the model from converging to good local optima.

### 4.2.3. Composition of the Oscillating Weights

Out of curiosity, we wanted to understand the composition of the oscillating weights, i.e., whether some specific positions in a weight tensor are prone to vibration or oscillation weights are position agnostic. Following the rationale of our previous settings, we tracked weights that were initially within BR\(_{0.005}\) in the last few epochs in DeiT-T training. In Fig 5, we notice that the number of tracked weights which continue to stay within BR\(_{0.005}\) gradually declines, while the total number of weights within BR\(_{0.005}\) is not reduced. This implies that although weights initially in the oscillation region gradually escape during optimization, new weights also enter the boundary region, preventing the network from getting rid of oscillation. This observation also suggests that the oscillating weights are position agnostic, and if we can prevent new weights from entering the boundary range, the oscillation will subside once all the weights are optimized to be outside the oscillation region. This naturally leads to our confidence-guided annealing solution in Sec. 5.2.

### 4.2.4. Bottleneck of Quantized ViTs

Previous literature has observed that quantizing self-attention operations brings the worst accuracy drop compared to other modules (Li & Gu, 2022; Li et al., 2022a;b). However, none of those works provides a concrete explanation for that. In the investigation, we found the most quantization-sensitive part of the self-attention lies in the multiplication between quantized query (\(X_{Qq}\)) and key (\(X_{Kq}\)):

\[
X_{Qq}X_{Kq}^T = F_q(F_q(X)F_q(W_{Qq}^T)) \cdot F_q(F_q(W_{Kq})F_q(X^T)) \quad (5)
\]

Here \(F_q\) denotes the quantization function, and \(X\) denotes the input to the attention block. The corresponding back-propagation is formulated as follows:

\[
\frac{\partial L}{\partial W_K} \approx \frac{\partial L}{\partial X_{out}} \cdot (F_q(F_q(X)F_q(W_{Kq}^T)) \cdot F_q(X^T)) \quad (6)
\]

where \(X_{out} = X_{Qq} \cdot X_{Kq}\). For simplicity, the terms \(1_{Q_q \leq F_q(W_{Kq})F_q(X^T)/\alpha \leq Q_p}\) and \(1_{Q_{Kq} \leq W_{Kq}/\alpha \leq Q_p}\) are omitted.
5. Conquering Oscillation in Quantized ViT

We propose three novel techniques to abate quantization oscillations based on the above observations.

5.1. Statistical Weight Quantization

To eliminate the disproportionate influence from outlier weights to learnable scaling factors and reduce the oscillation interweave in between weights and scales, we propose statistic-based weight quantization StatsQ:

\[
W_q = \alpha_s \cdot (\left\lfloor \frac{W}{\alpha_s} - 1, 1 \right\rfloor \cdot n - 0.5) \cdot \frac{1}{n} + 0.5
\]

where \( \alpha_s = 2 \cdot \|W\|_1 / \|W\| \), \( n = 2^{b-1} \)

Inspired by (Liu et al., 2022), \( \alpha_s \) is calculated based on the maximum information entropy theory that when the quantized weights are evenly distributed in quantized levels, the highest entropy is preserved. Furthermore, the Clip function disregards the outliers in scaled weights, and the statistical calculation of scaling factor \( \alpha_s \) equally counts the contribution from each weight in the update.

We further visualize the statistical scaling factor \( \alpha_s \) throughout training in Fig. 6. In comparison to Fig. 2, we clearly see that \( \alpha_s \) presents a much smoother progression and is almost steady toward the end of the training, demonstrating fewer fluctuations compared to the learnable scaling factors, and improves the overall QAT stability.

5.2. Confidence-Guided Annealing

Calming oscillations requires weights outside the volatility region to stop entering while optimizing out the weights that oscillate initially. Therefore, we propose confidence-guided annealing (CGA), which fine-tunes the final model by freezing weights outside the oscillation region and only updating the weights inside. The weight freezing happens every iteration, and once the weights escape the oscillation region, they are frozen, i.e., not updated anymore. CGA is employed for \( n \) fine-tuning epochs following the completion of the regular training phase. The detailed implementation of CGA is summarized in Alg. 1.

The confidence level of a quantized weight is proportional to the distance of its real-valued latent weights to the closest threshold. Weights far from the quantization threshold are considered as possessing "high confidence", while those oscillating weights close to the threshold are in "low confidence". In this sense, CGA freezes the "high confident" weights so that the "less confident" weights can be optimized with those fixed anchors as a prerequisite and gradually get out of the oscillation boundary. In comparison, the iterative freezing method proposed by (Nagel et al., 2022) freezes oscillating weights instead of the non-oscillating weights. We have tried iterative freezing on quantized DeiT-T and do not see any significant accuracy improvement. Thus, we argue that "high confident" weights should be frozen before the "low confident" weights, not the other way around, to facilitate better update direction estimation for the oscillating weights.

To further validate this point, we visualize the trajectories of two scaling factors \( \alpha_s \) from the 1st/8th transformer block in a 2-bit DeiT-T throughout the confidence-guided annealing period. Fig. 7 depicts that the fluctuation of the scaling factor \( \alpha_s \) ceases after a certain number of iterations. Since \( \alpha_s \) is calculated with the statistics of the entire weight tensor, the cooling down of \( \alpha_s \) reflects that all weights have successfully escaped the boundary range and are frozen, resulting in an oscillation-free model. Moreover, the top-1 accuracy of a 2-bit quantized DeiT-T is improved from 62.17% to 64.33% on ImageNet 1K by applying the CGA, which demonstrates the effectiveness of the proposed method.

5.3. Query-Key Reparameterization

Finally, we propose query-key reparameterization (QKR) to decouple the negative mutual-influence between quantized query and key weights \( (W_{Q,q}, W_{K,q}) \) oscillation. Simple but non-trivially, we reorder the multiplication of \( X_Q \) and
Then with the multiplication reordering, the quantization in the forward pass and estimates more accurate gradients in the backward pass. From Eq. 9, which lessens the information loss resulting from discretization in the forward pass and estimates more accurate gradients in the backward pass.

6. Experiments

In this section, we evaluate our proposed methods on the DeiT-tiny, DeiT-small ([Touvron et al., 2021]) and Swin-tiny ([Liu et al., 2021a]) architectures on ILSVRC12 ImageNet classification dataset ([Krizhevsky et al., 2017]).

6.1. Implementation Details

We utilize the official implementation of DeiT and Swin ([https://github.com/facebookresearch/deit](https://github.com/facebookresearch/deit) and [https://pytorch.org/vision/0.13/models/swin_transformer.html](https://pytorch.org/vision/0.13/models/swin_transformer.html)).

Our quantized models are trained for 300 epochs with knowledge distillation using the corresponding full-precision models as the teacher models and as initialization. For quantized DeiT-T, 2-bit DeiT-S and 2-bit Swin-T, the training setting follows that of DeiT ([Touvron et al., 2021]) while without mixup/cutmix ([Zhang et al., 2018b] [Yun et al., 2019]) data augmentation. For 3-bit/4-bit quantized DeiT-S and Swin-T, we follow the training recipe in ([Li et al., 2022a,b]).

The number of annealing epochs is set to 25 for fine-tuning the optimized model with CGA. We apply 8-bit quantization for the first (patch embedding) layer and the last (classification and distillation) layers following ([Esser et al., 2020] [Li et al., 2022a]).

6.2. Main Results

We name the combination of our methods Oscillation-Free Quantization (OFQ) and present the overall performance on DeiT-T, DeiT-S and Swin-T and compare the result with baseline LSQ ([Esser et al., 2020]), Mix-QViT ([Li et al., 2022b]) which proposed a mix-precision quantized ViT, and QViT ([Li et al., 2022a]) in 2/3/4-bit quantization.

From Table 2, we can first observe that the performance degradation is more severe in lower bit quantization, that is, from real value to 2-bit quantization, the accuracy decreases by 17.57%, 11.9% and 10.8%, respectively on DeiT-T, DeiT-S and Swin-T using the baseline LSQ quantization. In addition, quantized DeiT-T suffers a greater performance drop compared to quantized DeiT-S and Swin-T. The above two observations are consistent with ([Nagel et al., 2022])’s finding that models of smaller sizes and with lower bit-width exhibit a more severe accuracy drop due to oscillation. In comparison, the proposed OFQ eliminates the oscillation in the final model and thus substantially improves previous SoTAs and narrows the accuracy gap between the quantized model and their full-precision counterparts. Specifically, the 2-bit DeiT-S/Swin-T quantized with OFQ achieves 7.05%/4.64% higher accuracy than the previous state-of-the-art QViT ([Li et al., 2022a]), reducing the gap with real-valued models to only 4.18%/2.68%. Similarly, the 3-bit OFQ DeiT-T/DeiT-

---

**Algorithm 1 Confidence-Guided Annealing**

**Given:** Weight Matrix $W$, Boundary Range $BR_k$, Annealing Iterations $n$

**for** $j = 1$ to $n$

Calculate gradient $G_j = \frac{\partial L_j}{\partial W}$

$G_j' = G_j - 1_{W_j \in BR_k}$

where $W_j = \text{Clip}(\frac{W_j}{\alpha_s}, -1, 1) \cdot n - 0.5$

Update $W$ with $G_j'$

**end for**

---

Figure 7: Trajectory of statistical scaling factors from the 1st/8th transformer block in a 2-bit DeiT-T throughout the Confidence-Guided Annealing training period. The y-axis represents the value of $\alpha_s$. After a certain number of iterations, statistical scaling factors stop fluctuating, suggesting all weights have escaped the boundary range and are frozen.

For the first (patch embedding) layer and the last (classification and distillation) layers following ([Esser et al., 2020] [Li et al., 2022a,b]).

---

**Table 2**

<table>
<thead>
<tr>
<th>Model</th>
<th>DeiT-T</th>
<th>DeiT-S</th>
<th>Swin-T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>58.6%</td>
<td>74.6%</td>
<td>83.5%</td>
</tr>
<tr>
<td>LSQ</td>
<td>52.4%</td>
<td>69.5%</td>
<td>80.5%</td>
</tr>
<tr>
<td>Mix-QViT</td>
<td>51.2%</td>
<td>68.7%</td>
<td>79.8%</td>
</tr>
<tr>
<td>QViT</td>
<td>51.2%</td>
<td>68.7%</td>
<td>79.8%</td>
</tr>
<tr>
<td>OFQ</td>
<td>58.1%</td>
<td>74.0%</td>
<td>83.2%</td>
</tr>
<tr>
<td>OFQ+CGA</td>
<td>60.0%</td>
<td>75.5%</td>
<td>83.8%</td>
</tr>
</tbody>
</table>

---

We see the quantized model is a more accurate model in terms of performance degradation compared to the baseline.

---

---

---
Table 2: Comparison of the proposed OFQ to previous ViT quantization methods on the ImageNet-1K dataset.

<table>
<thead>
<tr>
<th>Network</th>
<th>Method</th>
<th>Bit-width</th>
<th>Top-1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Precision</td>
<td>W32A32</td>
<td>72.02</td>
</tr>
<tr>
<td>DeiT-T</td>
<td>LSQ (Esser et al., 2020)</td>
<td>W2A2</td>
<td>54.45</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W2A2</td>
<td>64.33</td>
</tr>
<tr>
<td></td>
<td>QViT (Li et al., 2022a)</td>
<td>W2A2</td>
<td>50.37</td>
</tr>
<tr>
<td></td>
<td>Mix-QViT (Li et al., 2022b)</td>
<td>~W3A3</td>
<td>69.62</td>
</tr>
<tr>
<td></td>
<td>QViT* (Li et al., 2022a)</td>
<td>W3A3</td>
<td>67.12</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W3A3</td>
<td>72.72</td>
</tr>
<tr>
<td></td>
<td>LSQ (Esser et al., 2020)</td>
<td>W4A4</td>
<td>72.46</td>
</tr>
<tr>
<td></td>
<td>Mix-QViT (Li et al., 2022b)</td>
<td>~W4A4</td>
<td>72.79</td>
</tr>
<tr>
<td></td>
<td>QViT* (Li et al., 2022a)</td>
<td>W4A4</td>
<td>71.63</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W4A4</td>
<td>75.46</td>
</tr>
</tbody>
</table>

DeiT-S

<table>
<thead>
<tr>
<th>Network</th>
<th>Method</th>
<th>Bit-width</th>
<th>Top-1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Precision</td>
<td>W32A32</td>
<td>79.9</td>
</tr>
<tr>
<td></td>
<td>LSQ (Esser et al., 2020)</td>
<td>W2A2</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W2A2</td>
<td>75.72</td>
</tr>
<tr>
<td></td>
<td>QViT (Li et al., 2022a)</td>
<td>W2A2</td>
<td>68.67</td>
</tr>
<tr>
<td></td>
<td>Mix-QViT (Li et al., 2022b)</td>
<td>~W3A3</td>
<td>78.08</td>
</tr>
<tr>
<td></td>
<td>QViT* (Li et al., 2022a)</td>
<td>W3A3</td>
<td>78.45</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W3A3</td>
<td>79.57</td>
</tr>
<tr>
<td></td>
<td>LSQ (Esser et al., 2020)</td>
<td>W4A4</td>
<td>79.66</td>
</tr>
<tr>
<td></td>
<td>Mix-QViT (Li et al., 2022b)</td>
<td>~W4A4</td>
<td>80.11</td>
</tr>
<tr>
<td></td>
<td>QViT* (Li et al., 2022a)</td>
<td>W4A4</td>
<td>80.33</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W4A4</td>
<td>81.10</td>
</tr>
</tbody>
</table>

Swin-T

<table>
<thead>
<tr>
<th>Network</th>
<th>Method</th>
<th>Bit-width</th>
<th>Top-1 %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Precision</td>
<td>W32A32</td>
<td>81.2</td>
</tr>
<tr>
<td></td>
<td>LSQ (Esser et al., 2020)</td>
<td>W2A2</td>
<td>70.40</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W2A2</td>
<td>78.52</td>
</tr>
<tr>
<td></td>
<td>QViT (Li et al., 2022a)</td>
<td>W2A2</td>
<td>73.88</td>
</tr>
<tr>
<td></td>
<td>Mix-QViT (Li et al., 2022b)</td>
<td>~W3A3</td>
<td>79.45</td>
</tr>
<tr>
<td></td>
<td>QViT* (Li et al., 2022a)</td>
<td>W3A3</td>
<td>80.06</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W3A3</td>
<td>81.09</td>
</tr>
<tr>
<td></td>
<td>LSQ (Esser et al., 2020)</td>
<td>W4A4</td>
<td>80.47</td>
</tr>
<tr>
<td></td>
<td>Mix-QViT (Li et al., 2022b)</td>
<td>~W4A4</td>
<td>80.59</td>
</tr>
<tr>
<td></td>
<td>QViT* (Li et al., 2022a)</td>
<td>W4A4</td>
<td>81.29</td>
</tr>
<tr>
<td></td>
<td>OFQ (Ours)</td>
<td>W4A4</td>
<td>81.88</td>
</tr>
</tbody>
</table>

S/Swin-T significantly outperform the 3-bit models in QViT (Li et al., 2022a) and Mix-QViT (Li et al., 2022b).

In the 4-bit setting, we observe that LSQ can achieve comparable or even higher accuracy than full-precision counterparts, and most previous methods have already surpassed the full-precision models, which implies that the negative effect of oscillation in the 4-bit setting is less detrimental due to higher resolution of the model. Although the room for improvement becomes smaller, OFQ still consistently outperforms all previous works and the accuracy of full-precision models by 3.24%, 1.2%, and 0.68% on DeiT-T, DeiT-S, and Swin-T respectively.

6.3. Ablation Study

In this section, we first examine the solitary effectiveness of each of the three proposed methods (i.e., StatsQ, CGA, and QKR) on DeiT-S quantization. As shown in Table 3, simply replacing (Esser et al., 2020) with StatsQ improves the accuracy by 6.3%, 0.8% and 1.0% in 2/3/4-bit settings, respectively. Moreover, QKR and CGA, when applied with StatsQ, can provide non-negligible improvement across bit-widths. For example, adding QKR improves 0.7% / 0.59% and adding CGA improves 0.77% / 0.44% in 2/3-bit settings, respectively. All three methods work collaboratively, and the final model with a combination of three methods boosts the accuracy by 7.72% on 2-bit quantized DeiT-S compared to the baseline LSQ.

We then investigate the robustness of boundary range (BR) selection in CGA on 2-bit quantized DeiT-S with 4 different settings [BR0.003, BR0.005, BR0.007, BR0.01]. In Table 4, we observe that BR0.005 brings the biggest accuracy improvement of 0.72% while BR0.003, BR0.007 and BR0.01 improve the accuracy by ~ 0.6%. We further plot the trajectories of the statistical scaling factor with different BR settings, and Fig. 8 illustrates that the larger the boundary...
we wish to investigate the oscillation phenomenon in more weight quantization (Appendix. 9.1 for the visualization of 3/4-bit DeiT-S. The result implies that if BR is too narrow, part of the “low confident” weights will be frozen, which restricts the effectiveness of CGA on updating oscillating weights. We empirically set the boundary range approximated to the average gradient in the optimized model, and Table 4 shows that CGA is pretty robust to the BR selections as long as BR is not set too aggressively.

7. Conclusion
In this work, we use Vision Transformer (ViT) as a study case for investigating quantization oscillation. We uncover the negative influence of learnable scaling factors on escalating weight oscillation. Moreover, we find that the quantized query and key of self-attention in ViT has a negative mutual influence that intensifies the weight oscillation collectively. In light of our observations, we introduce statistical weight quantization (StatsQ), confidence-guided annealing (CGA), and query-key reparameterization (QKR) to mitigate the oscillation of quantized weights. With StatsQ and QKR, quantization-aware training becomes more stable and converges to a better local minima; with CGA, oscillation is further subsided towards the end of the training and ultimately arrives at an oscillation-free model. For future work, we wish to investigate the oscillation phenomenon in more variety of DNNs on diverse applications to examine the effectiveness and generalizability of the proposed methods.
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9. Appendix

9.1. Progression of $\alpha_s$ in CGA with Different BR_x

In this section, we provide the trajectory visualization of statistical scaling factors $\alpha_s$ from the 10th transformer blocks throughout confidence-guided annealing (CGA) period with different boundary ranges $[\text{BR}_0, 0.003, \text{BR}_0, 0.005, \text{BR}_0, 0.007, \text{BR}_0, 0.01]$ and compare their different behaviors in 2/3/4-bit DeiT-S. From Fig. 9-11, CGA demonstrates its capability of successfully guiding models to become oscillation-free regardless of model bit-widths and BR_x. Moreover, it is evident that more training iterations are required for all the weights to exit a larger boundary range across different bit-widths. Additionally, we can observe that fewer training iterations are needed for all the weights to stop oscillating in a 4-bit model than 2-bit/3-bit models, e.g., $\sim$250 iterations for 4-bit DeiT-S, $\sim$1500 iterations for 3-bit DeiT-S and $\sim$700 iterations for 2-bit DeiT-S. This observation aligns with our findings that oscillation is less detrimental in the 4-bit setting due to the higher resolution of the model.

Figure 9: Trajectory of statistical scaling factors $\alpha_s$ from the 10th transformer blocks in a 2-bit DeiT-S throughout CGA with 4 different boundary ranges $[\text{BR}_0, 0.003, \text{BR}_0, 0.005, \text{BR}_0, 0.007, \text{BR}_0, 0.01]$. The y-axis represents the value of $\alpha_s$.

Figure 10: Trajectory of statistical scaling factors $\alpha_s$ from the 10th transformer blocks in a 3-bit DeiT-S throughout CGA with 4 different boundary ranges $[\text{BR}_0, 0.003, \text{BR}_0, 0.005, \text{BR}_0, 0.007, \text{BR}_0, 0.01]$. The y-axis represents the value of $\alpha_s$.

Figure 11: Trajectory of statistical scaling factors $\alpha_s$ from the 10th transformer blocks in a 4-bit DeiT-S throughout CGA with 4 different boundary ranges $[\text{BR}_0, 0.003, \text{BR}_0, 0.005, \text{BR}_0, 0.007, \text{BR}_0, 0.01]$. The y-axis represents the value of $\alpha_s$. 