Abstract
While efficient distribution learning is no doubt behind the groundbreaking success of diffusion modeling, its theoretical guarantees are quite limited. In this paper, we provide the first rigorous analysis on approximation and generalization abilities of diffusion modeling for well-known function spaces. The highlight of this paper is that when the true density function belongs to the Besov space and the empirical score matching loss is properly minimized, the generated data distribution achieves the nearly minimax optimal estimation rates in the total variation distance and in the Wasserstein distance of order one. Furthermore, we extend our theory to demonstrate how diffusion models adapt to low-dimensional data distributions. We expect these results advance theoretical understandings of diffusion modeling and its ability to generate verisimilar outputs.

1. Introduction
Diffusion modeling, also called score-based generative modeling (Sohl-Dickstein et al., 2015; Song & Ermon, 2019; Song et al., 2020; Ho et al., 2020; Vahdat et al., 2021) has achieved state-of-the-art performance in image (Song et al., 2020; Dhariwal & Nichol, 2021), video (Ho et al., 2022), and audio (Chen et al., 2020; Kong et al., 2020).

Borrowing explanation from the unifying framework of Song et al. (2020), diffusion modeling first gradually adds noise to the data distribution, and transforms the distribution to a predefined noise distribution. This time evolution, called the forward process, can be formulated as a stochastic differential equation (SDE) that is data independent. On the other hand, we can consider the time-reversal of the SDE, and by following this so-called backward process, one can generate data from noise. Importantly, the drift term of the backward process is dependent on the data distribution, specifically on the gradient of the logarithmic density (score) at each time of the forward process.

In practice, however, we have only access to the true distribution through a finite number of sample. For this reason, the score of the diffusion process from the empirical distribution is utilized instead (Vincent, 2011; Sohl-Dickstein et al., 2015; Song & Ermon, 2019). Moreover, for computational efficiency, the empirical score is further replaced by a neural network (score network) that is close to the empirical score in terms of some loss function using score matching techniques (Hyvärinen & Dayan, 2005; Vincent, 2011). In this way, diffusion modeling implicitly learns the true distribution via learning of the empirical score.

Then the following natural question immediately arises: Is diffusion modeling a good distribution estimator? In other words, how can the estimation error of the generated data distribution be explicitly bounded by the number of the training data and in a data structure dependent way?

On the effect of score approximation errors Existing literature has analyzed the estimation error with either of the two assumptions on the accuracy of score approximation. (i) One popular assumption is that the error of the loss function in score matching is sufficiently small, which was first used by Song et al. (2020) to bound the Kullback–Leibler (KL) divergence for continuous-time dynamics via Girsanov theorem. Recently, the polynomial bound has appeared in discrete-time, meaning that the polynomial order of the error in score estimate at each step and number of steps suffice to obtain the final estimation error in the total variation (TV) distance (Lee et al., 2022b). Lee et al. (2022b) assumed the smoothness and log-Sobolev inequality (LSI) for the true density, and Chen et al. (2023b) and Lee et al. (2022a) eliminated the LSI but still with the smoothness. Also, following Song et al. (2020), Pidstrigach (2022) considered the true distribution on a manifold. (ii) Another assumption is to bound the difference between the score and the network at each time and point. De Bortoli et al. (2021) (also with dissipativity) and De Bortoli (2022) (under the manifold hypothesis) derived non-polynomial bounds in TV and in the Wasserstein distance of order one ($W_1$), respectively.

Generalization error analyses However, most of the literature assumes availability of the true score, and thus whether...
the score is appropriately approximated with a finite number of sample has been unaddressed, and therefore a doubt in reality of the above assumptions undermines the value of the resulting estimation error bounds. As the only exception, De Bortoli (2022) derived the $n^{-1/d}$ bound in $W_1$ for $n$ data and a $d$-dimensional distribution. However, in their analysis, the neural network is assumed to almost perfectly fit the empirical score and the estimation bound depends on the convergence rate of the empirical distribution to the true one (Weed & Bach, 2019). Because of the same lower bound for the convergence of empirical measures (Dudley, 1969), their $n^{-1/d}$ bound is essentially unimprovable with any structural assumption on the data distribution. Therefore, it is impossible to extend their result to formal density estimation problems, where the faster convergence rates depending on the smoothness of the true density are expected. We also mention generalization error analysis mainly on the unknown Rademacher hypothesis class well approximates the true score.

Thus, the fundamental question on the performance of diffusion models as a distribution learner largely remains open.

1.1. Our contributions

In this paper, we establish a statistical learning theory for diffusion modeling. The convergence rate of the estimation error is derived assuming that the true density belongs to well-known function spaces and deep neural network is employed as an estimator. Surprisingly, we find that diffusion modeling can achieve the nearly minimax estimation rates. The contributions of this paper are detailed as follows:

(i) We give the explicit form of approximation of the score with a neural network and derive the error bound in $L^2(p_t)$ at each $t$, where the initial density is supported in $[-1, 1]^d$ in the Besov space $B^s_{p,q}([-1, 1]^d)$, and smooth in the boundary.

(ii) We convert the approximation error analysis into the estimation error bounds. We derive the bound of $n^{-\frac{s+d+1}{s+d+2}}$ in TV. Moreover, the rate of $n^{-\frac{s+d+1}{s+d+2}}$ in $W_1$ is derived for an arbitrary fixed $\delta > 0$ under the modified score matching, via careful discussion of stochastic calculus. As a result, the obtained estimation rates are nearly minimax optimal, theoretically proving the success of diffusion models.

(iii) By extending our theory, we also demonstrate that the diffusion models avoid the curse of dimensionality under the manifold hypothesis, considering when the true data is distributed over the low-dimensional plane. This is a special case of De Bortoli (2022) but our bound is by far tight in this case.

1.2. Other related works

Recently, minimax estimation rates in the Wasserstein distance have been investigated by several works (empirical distribution (Weed & Bach, 2019; Singh & Póczos, 2018; Lei, 2020); smooth density (Liang, 2017; Singh et al., 2018; Schreuder et al., 2021)); Besov space (Niles-Weed & Berthet, 2022)). Niles-Weed & Berthet (2022) utilized the wavelet basis for the Besov space, while Liang (2017) used neural networks as an estimator motivated by Generative Adversarial Networks (GAN) (Goodfellow et al., 2020).

We would like to emphasize that our work is not replacement of wavelet expansion of Niles-Weed & Berthet (2022) with neural networks. In diffusion modeling, we first minimize the squared-error-like score matching loss, and then consider the estimation error. This makes existing sharp bounds in $W_1$ unavailable. Contrary to the analysis of GAN, where the minimax problem of the final goal directly relates to $W_1$, analysis of diffusion models requires conversion of the score approximation error to the estimation error. What we are built on is rather the theory of function estimation with deep neural networks in $L^p$ norms (Barron, 1993; Yarotsky, 2017; Petersen & Voigtlaender, 2018; Suzuki, 2018; Schmidt-Hieber, 2020; Hayakawa & Suzuki, 2020). Our approximation result can be seen as an extension of the B-spline basis expansion used in Suzuki (2018). On the other hand, our generalization bound relies on Schmidt-Hieber (2020); Hayakawa & Suzuki (2020).

2. Preliminaries

**Diffusion modeling** We basically follow the notation of De Bortoli (2022). $(B_t)_{t \in [0,T]}$ and $\beta_t : [0,T] \rightarrow \mathbb{R}^+$ denote $d$-dimensional Brownian motion and a weighting function. We use $p_t$ for the distribution of $X_t$, and therefore $p_0$ is the data distribution. As a forward process $(X_t)_{t \in [0,T]}$ in $\mathbb{R}^d$, we consider the following Ornstein-Uhlenbeck (OU) process:

$$dX_t = -\beta_t X_t dt + \sqrt{2}\beta_t dB_t, \quad X_0 \sim p_0.$$ 

Then we have that $X_t|X_0 \sim \mathcal{N}(m_t X_0, \sigma_t)$, where $m_t = \exp(-\int_0^t \beta_s ds), \sigma_t^2 = 1 - \exp(-2\int_0^t \beta_s ds)$. Note that $1 - m_t \simeq t \wedge 1$ and $\sigma_t \simeq \sqrt{t} \wedge 1$. Under mild assumptions on $p_0$ (Haussmann & Pardoux, 1986), valid for our setting, the backward process $(Y_t)_{t \in [0,T]}$ with $Y_t = X_{T-t}$ satisfies

$$dY_t = \beta_{T-t} (Y_t + 2\nabla \log p_{T-t}(Y_t)) dt + \sqrt{2/\beta_{T-t}} dB_t, \quad Y_0 \sim p_T.$$ 

$\nabla \log p_t(x)$ is called the score, which is replaced by the score network $\hat{s}(x, t)$ trained with finite sample. Also, because $p_t$ approaches $\mathcal{N}(0, I_d)$, we take $T = \mathcal{O}(1)$ and replace the initial noise distribution of $Y_0$ by $\mathcal{N}(0, I_d)$. Then the modified backward process $(\hat{Y}_t)_{t \in [0,T]}$ is defined as
We remark that our results for Fully-connected Neural Network (FNN) is easily translated into other architectures. For example, variants of U-Net (Ronneberger et al., 2015) used in practice (Song & Ermon, 2019; Ho et al., 2020; Ramesh et al., 2022) are a kind of Convolutional Neural Network (CNN) and we can utilize rich literature on converting the approximation results for FNN into those for CNN (Oono & Suzuki, 2019; Zhou, 2020; Petersen & Voigtlaender, 2020).

Density estimation in the Besov space. As a class of the true density, the Besov space is introduced via the modulus of smoothness. We assume that Ω be a cube in $\mathbb{R}^d$.

Definition 2.2. For a function $f \in L^p(\Omega)$ for some $p \in (0, \infty]$, the $r$-th modulus of smoothness of $f$ is defined by

$$w_r,f(t) = \sup_{||h||_2 \leq t} ||\Delta_h^r(f)||_p,$$

where $\Delta_h^r(f) = (f * h^r)(x) - f(x)$.

Definition 2.3 (Besov space $B_{p,q}^s(\Omega)$). For $0 < p, q \leq \infty, s > 0, r := [s] + 1$, let the seminorm $||f||_{B_{p,q}^s}$ be

$$||f||_{B_{p,q}^s} = \left\{ (\int_0^\infty (t^{-sp}w_r,f(t))^q \frac{dt}{t})^{\frac{1}{q}} : (q < \infty), \\ sup_{t > 0} t^{-sp}w_r,f(t) = \infty (q = \infty) \right\}.$$

The norm of the Besov space $B_{p,q}^s(\Omega)$ is defined by

$$||f||_{B_{p,q}^s} = ||f||_p + ||f||_{B_{p,q}^s},$$

and we have $B_{p,q}^s = \{ f \in L^p(\Omega) : ||f||_{B_{p,q}^s} < \infty \}$.

Class of neural networks. As usual in approximation with neural networks (Yarotsky, 2017; Liang, 2017), the hypothesis $S$ set in score matching is a class of deep neural network with the ReLU activation $ReLU(x) = \max\{0, x\}$ (operated element-wise for a vector) (Nair & Hinton, 2010; Glorot et al., 2011) with a sparsity constraint (on the number of non-zero parameters). The score network is a function from $(x,t) \in \mathbb{R}^d \times \mathbb{R}_+$ to $y \in \mathbb{R}^d$.

Definition 2.1. A class of neural networks $\Phi(L,W,S,B)$ with height $L$, width $W$, sparsity constraint $S$, and norm constraint $B$ is defined as $\Phi(L,W,S,B) := \{ (A^{(L)}, b^{(L)}) \circ \cdots \circ (A^{(1)}, x + b^{(1)}) : A^{(i)} \in \mathbb{R}^{W_i \times W_{i+1}}, b^{(i)} \in \mathbb{R}^{W_i}, \sum_{i=1}^L ||A^{(i)}||_0 + ||b^{(i)}||_0 \leq S, max_i ||A^{(i)}||_\infty \leq B \}$.

We remark that our results for Fully-connected Neural Network (FNN) is easily translated into other architectures. For example, variants of U-Net (Ronneberger et al., 2015) used in practice (Song & Ermon, 2019; Ho et al., 2020; Ramesh et al., 2022) are a kind of Convolutional Neural Network (CNN) and we can utilize rich literature on converting the approximation results for FNN into those for CNN (Oono & Suzuki, 2019; Zhou, 2020; Petersen & Voigtlaender, 2020).
2.1. Assumptions

Here we formally state our minimal assumptions. Let $d$ be a dimension of the space, $n$ be a number of sample, and $0 < p, q \leq \infty, s > 0$ with $s > (1/p - 1/2)_1$ be parameters of the Besov space. Our main assumption is as follows.

**Assumption 2.4.** The true density $p_0$ is supported on $[-1, 1]^d$, upper and lower bounded by $C_f$ and $C_f^{-1}$ on the support, respectively. Also, $p_0$, when limited to $[-1, 1]^d$, belongs to $U(B^s_{p,q}([−1,1]^d);C)$ for some constant $C$.

$U(\cdot;C)$ denotes the ball of radius $C$, sometimes written as $U(\cdot)$ by omitting a constant $C$. We additionally make two technical assumptions. One is the smoothness of $\beta_t$.

**Assumption 2.5.** $\beta_t : [0, T] \rightarrow \mathbb{R}_+ (t \mapsto \beta_t)$ satisfies $0 < \beta_t \leq \beta \leq \overline{\beta}$ and $\beta_t \in U(C^\infty([0,T]);1)$ as a function of $t \in [0,T]$.

The other is the smoothness of the true density $p_0$ on the boundary region. Let $a_0$ be a sufficiently small value defined later, for example, $a_0 \approx n^{-\frac{\pi^2}{2\sigma_1^2}}$ in Theorem 4.3.

**Assumption 2.6.** $p_0$, when limited to $[-1,1]^d \setminus [1+a_0,1-a_0]^d$, belongs to $U(C^\infty([-1,1]^d \setminus [-1+a_0,1-a_0]^d))$.

This is to construct the score network in the region where $p_t$ is not lower bounded. This is necessarily because in density estimation lower boundedness is typically assumed (Tsybakov, 2009) and without lower boundedness the minimax optimal rates sometimes get worse than otherwise (Niles-Weed & Berthet, 2022). This assumption can be replaced by sufficiently slow decay of the density, such as LSI used in Lee et al. (2022b). We also note that this modification does not harm the minimax rate.

3. Approximation of the true score

In this section, we consider approximating the true score $\nabla \log p_t$ via a deep neural network and derive the approximation error bound. Throughout this section, we fix $\delta > 0$ arbitrarily and take $N \gg 1$ as a parameter that determines the size of the network. We assume Assumption 2.6 with $a_0 = N^{-\frac{1}{2d}}$ and take $T = \text{poly}(N^{-1})$, and $T \approx \log N$.

The main contribution of this section is the following.

**Theorem 3.1.** There exists a neural network $\phi_{\text{score}} \in \Phi(L,W,S,B)$ that satisfies, for all $t \in [T,T]$,

$$\int p_t(x)\|\phi_{\text{score}}(x,t) - s(x,t)\|^2 dx \lesssim \frac{N^{-\frac{d}{2}} \log(N)}{\sigma_1^2}.$$  

Here, $L, W, S$ and $B$ are evaluated as $L = \mathcal{O}(\log^{d} N), \|W\|_{\infty} = \mathcal{O}(N \log^6 N), S = \mathcal{O}(N \log^8 N),$ and $B = \exp(\mathcal{O}(\log N \cdot \log \log N))$. Moreover, we can take $\phi_{\text{score}}$ satisfying $\|\phi_{\text{score}}(\cdot, t)\|_{\infty} = \mathcal{O}(\sigma_1^{-1} \log^2 N)$.

The formal proof can be found in Appendix B.
We name $D_{k,j}$ as the *diffused B-spline basis* and $E_{k,j}$ as the tensor product *diffused B-spline basis*. We show that there exists a neural network that approximates $D_{k,j}$ and $E_{k,j}$ very efficiently. Our construction then goes as follows. We construct networks approximating $m_t$ and $\sigma_t$.

**Lemma 3.3** (See also Lemma B.1). Under Assumption 2.6, there exists neural networks $\phi_m(t), \phi_\sigma(t) \in \Phi(L, W, B, S)$ that approximates $m_t$ and $\sigma_t$ up to $\varepsilon$ for all $t \geq 0$, where $L = \mathcal{O}(\log^2(\varepsilon^{-1})), ||W||_\infty = \mathcal{O}(\log^2(\varepsilon^{-1})), S = \mathcal{O}(\log^3(\varepsilon^{-1})), B = \mathcal{O}(\log(\varepsilon^{-1}))$.

Next we clip the integral interval of $D_{k,j}$ and approximate the integral by a rational function of $(x, m_t, \sigma_t)$. Then the following is obtained as an informal version of Lemma B.3.

**Lemma 3.4.** For $\varepsilon > 0$, there exists a neural network $\phi_{TDB} : \mathbb{R}^d \times \mathbb{R}^+ \rightarrow \mathbb{R}^d$ that satisfies $\|\phi_{TDB}(x, t) - E_{k,j}(x, t)\|_\infty \leq \varepsilon$. Here, $\phi_{TDB} \in \Phi(L, W, S, B)$ with $L = \mathcal{O}(\log^2(\varepsilon^{-1})), ||W||_\infty = \mathcal{O}(\log^2(\varepsilon^{-1})), S = \mathcal{O}(\log^3(\varepsilon^{-1})), B = \mathcal{O}(\log(\varepsilon^{-1}) \log^2(\varepsilon^{-1})))$.

Here $\phi_{TDB}$ approximates $E_{k,j}(x, t)$ given $(x, m_t, \sigma_t)$. Then we use $\phi_{TDB}(x, \phi_m(t), \phi_\sigma(t))$ as the approximation of $E_{k,j}(x, t)$, and $p_t(x)$ is finally approximated. Similar approximation can also be made for $\nabla p_t(x)$, and the score is finally approximated together with $\nabla \log p_t(x) = \frac{\nabla p_t(x)}{p_t(x)}$ and we obtain the bound as in Theorem 3.1.

We remark that the bounds on the network class parameters given above are slightly larger than that for the B-spline basis (Suzuki (2018)) because approximating integrals and exponential functions (Appendix F.3) and rational functions (Appendix F.2) is more difficult than realizing the B-spline basis via polynomials. Especially, $B = \exp(\mathcal{O}(\log^{-1} \log \log^{-1} \varepsilon^{-1}))$ is from approximation of exponential functions. Because $B$ affects the generalization error only in a log $B$ term (see Lemma 4.2), this super-polynomial scaling does not much affects the final estimation errors.

We also remark that, in this construction, the approximation error for $\nabla p_t(x)$ is amplified in the area where $p_t(x) \ll 1$. This is why we need the higher-order smoothness of $p_0$ in the area with distance less than $\mathcal{O}(\sqrt{t})$ from the edge of the support (Assumption 2.6). This approach is used during $t \in [T, 3N^{-\frac{4}{3-d}}]$, and it suffices to set $a_0$ to $a_0 = N^{-\frac{4-d}{3}}$.

**Utilizing the smoothness induced by the noise** The above approach enables approximation of the score in $t \ll 1$, when the score is highly non-smooth, by using the structure of $p_t$. On the other hand, after a certain period of time, the shape of $p_t$ gets almost like a Gaussian, very smooth and easy to be approximated. This paragraph extends the previous approach and gives an alternative approximation based on the smoothness induced by the noise, yielding a tighter bound.

We begin with evaluating the derivatives of $p_t$ w.r.t. $t$.

**Lemma 3.5.** For any $k \in \mathbb{Z}_+$, there exists a constant $C_k$ depending only on $k, d, \sigma_t$ such that

$$\left| \partial x_1 \partial x_2 \cdots \partial x_n p_t(x) \right| \leq \frac{C_k}{\sigma_t^k}$$

We have that $\|p_t\|_{W^k} = \mathcal{O}(t^{-\frac{d}{2}})$ for $t > 0$ from this, and that $W^k \rightarrow B^k_{\sigma_t \infty}$. For $t > t_*$, consider $p_t$ as the diffused distribution from $p_{t_*}$, instead of $p_0$. We can show that $\nabla \log p_t$ can be approximated with a neural network with the size $N'$, with an $L^2$ error of $\mathcal{O}\left(\frac{N'^{-2k/d}}{\sigma_t^k} \cdot t_*^{-k}\right)$. If $N'$ and $k$ are sufficiently large, this is tighter than the previous bound of $\frac{N^{-2k/d}}{\sigma_t^k}$. This argument is formalized as follows. In Appendix B, this is presented as Lemma B.7.

**Lemma 3.6.** Let $N \gg 1$ and $N' \geq t_*^{-d/2} N^{3/2}$. Suppose $t_* \geq N^2(-2\delta)/d$. Then there exists a neural network $\phi'_{score} \in \Phi(L, W, S, B)$ that satisfies

$$\int_x \int_s \int_x \int_y \|\phi'_{score}(x, t) - s(x, t)\|_2^2 \, dx \leq \frac{N^{-2\delta/4} + 1}{\sigma_t^2}$$

for $t \in [t_*, T]$. Specifically, $L = \mathcal{O}(\log^2(N)), ||W||_\infty = \mathcal{O}(N), S = \mathcal{O}(N'),$ and $B = \exp(\mathcal{O}(\log N \log \log N))$.

Setting $t_* = N^{-\frac{d}{4-d}}$ and $N' = N$ in this lemma, we obtain the bound in Theorem 3.1 after $t \gtrsim t_*$, without Assumption 2.6. Moreover, further exploiting this lemma later plays an important role for achieving the minimax optimal estimation rate in the $W_1$ distance.

4. Generalization of the score network

This section converts Theorem 3.1 into the generalization bound of the score network. We assume $n \gg 1$ and Assumption 2.6 with $a_0 = n^{-\frac{d}{4-d}}$, and take $N = n^{-d/(d+2a)}$, $T = \text{poly}(N^{-1}) = \text{poly}(n^{-1})$, and $T \simeq \log N \simeq \log n$.

The formal proofs are found in Appendix C. We begin with the following fact (Lemma C.3; Vincent (2011)).

**Lemma 4.1.** The following holds for all $s(x, t)$ and $t > 0$:

$$\int_x \int_y \|s(x, t) - \nabla \log p_t(x|y)\|_2^2 p_t(x|y)p_0(y)dydx = \int_x \|s(x, t) - \nabla \log p_t(x)\|_2^2 p_t(x)dx + C_t.$$ 

Here $C_t$ is a constant depending on $p_t$. According to this, minimizing (1) is equivalent to minimizing the difference between the network and the score in $L^2(p_t)$. Let us define

$$\ell(x) = \int_t T \int x \int \|s(x, t) - \nabla \log p_t(x|y)\|_2^2 p_t(x|y)dxdt,$$
so that the expected loss (1) and the empirical loss are written as \( E_{x \sim p_0}(\ell(x)) \) and \( \frac{1}{n} \sum_{i=1}^{n} \ell(x_i) \), respectively. For the hypothesis \( S \) which we specify later, we define \( L = \{ \ell_s \mid s \in S \} \). Define the empirical loss minimizer \( \hat{s} \in \arg\min_{s \in S} \frac{1}{n} \sum_{i=1}^{n} \ell_s(x_i) \). This section evaluates the difference between the empirical loss and (1) for \( \hat{s} \). To evaluate the difference, we need to bound (i) \( \| \ell \|_\infty \) uniformly over \( L \) and (ii) the covering number of \( L \).

(i) Bounding sup-norm According to Theorem 3.1, \( \hat{s}(x,t) \) can be taken so that \( \| \hat{s}(\cdot,t) \|_\infty \leq \frac{\log^2 N}{\sigma_t} \). Then, Appendix C.1 shows that,

\[
S := \{ \phi \in L^2(W, S, B) \mid \| \phi(\cdot,t) \|_\infty \leq \frac{\log^2 n}{\sigma_t} \}.
\]

(ii) Covering number evaluation By Lemma 3 of Suzuki (2018) and the fact that \( \| \hat{s}_s \|_\infty \) is bounded by \( \| s \|_\infty \) up to \( \text{poly}(n) \), we obtain the following.

**Lemma 4.2.** The covering number of \( L \) is evaluated by

\[
\log N(L, \| \cdot \|_{L^\infty([-1,1]^d)}, \epsilon) \leq SL \log(\epsilon^{-1} L\|W\|_{\infty} BN)\]

The proof is found in Appendix C.2. Applying this to Theorem 3.1, the covering number is bounded by

\[
\log N \lesssim N(\log^{10} N + \log^{12} N \log^{-1} \epsilon).
\]

According to the above discussion, we finally obtain the following.

**Theorem 4.3.** The minimizer of the empirical score selected from \( S \) satisfies that

\[
\mathbb{E}_{(x_i)_i} \left[ \int_x \int T \| \hat{s}(x,t) - \nabla \log p_t(x) \|_2^2 p_t(x) \, dx \, dt \right] \leq \inf_{s \in S} \int_x \int T \| s(x,t) - \nabla \log p_t(x) \|_2^2 p_t(x) \, dx \, dt + \sup_{s \in S} \| \hat{s}_s \|_\infty \log N \frac{n}{\sigma_t} + \delta.
\]

The first term is bounded by \( N^{-2/\alpha} \frac{n}{\sigma_t} \log(T/T) \), according to Theorem B.8. Applying \( \sup_{s \in \Phi} \| \ell_s \|_\infty \leq \log^2 n \) and \( N \log N \leq N(\log^{14} N + \log^{12} N \log^{-1} \epsilon) \) for the second term and setting \( N = \epsilon = n^{-d/(2s+d)} \) yield that

\[
(\alpha) \lesssim n^{-2/\alpha} \log^{16} n.
\]

4.1. Sampling \( t \) and \( x_t \) instead of taking expectation

Since our main interest lies in the sample complexity, and for simple presentation, we have considered the situation where \( \ell(x) \) can be exactly evaluated. However, in usual implementation (Sohl-Dickstein et al., 2015; Song & Ermon, 2019), two expectations in (2) with respect to \( t \) and \( x_t \) are also replaced by sampling for computational efficiency. Here we also introduce two ways to replace the expectation by a finite sample of \( t \) and \( x_t \).

**Approximation via polynomial-size sample** Let us sample \( (i_j, t_j, x_j) \) from \( i_j \sim \text{Unif}\{1, 2, \ldots, n\}, \ t_j \sim \text{Unif}(\overline{T}, T), \) and \( x_j \sim p_t(x|x_{0,i}) \). Then we let \( \hat{s} \) as

\[
\arg\min_{s \in S} \frac{1}{M} \sum_{j=1}^{M} \| s(x_j, t_j) - \nabla \log p_t(x_j|x_{0,i}) \|_2^2
\]

and evaluate the difference between

\[
\frac{1}{n} \sum_{i=1}^{n} \ell_s(x_i) - \arg\min_{s \in S} \frac{1}{n} \sum_{i=1}^{n} \ell_s(x_i).
\]

The complete proof and formal statement can be found in Theorem C.6 of Appendix C.4, and here we provide the proof sketch. We first show that \( \| s(x_j, t_j) - \nabla \log p_t(x_j|x_{0,i}) \| \) is sub-Gaussian (Lemma C.5). Here, we simply interpret this as

\[
\| s(x_j, t_j) - \nabla \log p_t(x_j|x_{0,i}) \| = \tilde{O}(t_j^{-\frac{2}{d}}) \lesssim \tilde{O}(T^{-\frac{2}{d}})
\]

with high probability to proceed. Then, by a similar argument that derived Theorem 4.3, we can bound (5) by \( \tilde{O}(\frac{L^{-1} \log N}{M}) \). Here, \( N \) satisfies \( \log N \lesssim n^{-2/\alpha} \log^8 n \). In order to make (5) as small as (4), we need to take \( M \geq n \cdot T^{-1} \). Thus, for each \( x_{0,i} \), \( \tilde{O}(T^{-1}) = \text{poly}(n^{-1}) \) sample of \( (t_j, x_j|x_{0,i}) \) should be considered.

We remark that the reason why we need polynomial-size sample is mainly due to the scale of \( \| s(x_j, t_j) - \nabla \log p_t(x_j|x_{0,i}) \| \).
$\nabla \log p_t(x_j|x_{0,i_j})|^3 = \tilde{O}(t_j^{-1})$ and that $\lambda(t_j) \lesssim 1/t_j$.
In this way of sampling, we let $s$ as
\begin{align*}
\argmin_{s \in S} \frac{1}{M} \sum_{j=1}^M \lambda(t_j) [s(x_j,t_j) - \nabla \log p_t(x_j|x_{0,i_j})]^2
\end{align*}
and evaluate the difference (5). Finally, using a similar argument for Theorem 4.3, we again obtain that (5) is bounded by $\tilde{O}(\log \frac{N}{M}) \lesssim \tilde{O}(\frac{n^{3/4}}{M^2})$. Taking $M = n$ suffices to make this difference as small as (4).

5. Estimation error analysis

This section finally evaluates the goodness of diffusion modeling as a density estimator. As a small modification, if $\|Y_{T^{-}}\|_{\infty} \geq 2$, then we let it to $\tilde{Y}_{T^{-}} = 0$. This does not increase the estimation error because $\|X_0\|_{\infty} \leq 1$ a.s..

We introduce $(\tilde{Y}_t)_{t=0}^{T^{-}}$, that replaces $\tilde{Y}_0 \sim \mathcal{N}(0,I_d)$ in the definition of $(\tilde{Y}_t)_{t=0}^{T^{-}}$ by $\tilde{Y}_0 \sim p_t$.

5.1. Estimation rates in TV

First, we consider the bound in the total variation distance in the same manner as Song & Ermon (2019); Chen et al. (2023b). Formal proofs are found in Appendix D.2. The estimation error in TV is decomposed as
\begin{align*}
\mathbb{E}[TV(X_0, \tilde{Y}_{T^{-}})] & \lesssim \mathbb{E}[TV(X_0, X_{T^{-}})] \\
 & + \mathbb{E}[TV(X_{T^{-}}, \mathcal{N}(0,I_d))] + \mathbb{E}[TV(Y_{T^{-}}, Y_{T^{-}})].
\end{align*}
The first term comes from truncation of the backward process and is bounded by $\sqrt{T}n^{O(1)}$ according to Theorem 2.2. The second term corresponds to truncation of the forward process or the difference between $\tilde{Y}_{T^{-}}$ and $Y_{T^{-}}$ and is bounded by $\exp(-T)$ due to Lemma D.3. For the final term, Girsanov’s theorem with some modification (Proposition D.1) bounds the third term by
\begin{align*}
\mathbb{E}(x_{0,i})_{n=1}^n \sqrt{\int_{t=T}^{\infty} \mathbb{E}_{x \sim p_t}[||\tilde{s}(x,t) - \nabla \log p_t(x)||^2] dt (6)}.
\end{align*}
The convexity of $\sqrt{\cdot}$ and the generalization bound of the score network (4) yields (6) $\lesssim n^{-\frac{3}{2(2s+d)}} \log^6 n$. Now, we formalize our estimation error bound.

Theorem 5.1. Let $T = n^{O(1)}$ and $T = \frac{s \log n}{d+2s}$. Then,
\begin{align*}
\mathbb{E}[TV(X_0, \tilde{Y}_{T^{-}})] \lesssim n^{-s/(2s+d)} \log^6 n.
\end{align*}

On the other hand, we can show that the estimation problem in the Besov space has the following lower bound. The proof is found in Proposition D.4.

Proposition 5.2. For $0 < p,q \leq \infty$, $s > 0$, and $s \geq \max\{d(\frac{1}{p} - \frac{1}{2}), 0\}$, we have that
\begin{align*}
\inf \sup_{\mu \in B_{p,q}^s} \mathbb{E}[TV(\hat{\mu},p)] \gtrsim n^{-s/(2(2s+d))},
\end{align*}
where $\hat{\mu}$ runs over all estimators based on $n$ observations.

Therefore, we have proved that diffusion modeling achieves the minimax estimation rate for the Besov space $B_{p,q}^s$ in the total variation distance up to the logarithmic factor.

5.2. Estimation rates in $W_1$

We also consider the estimation rate in $W_1$. Because both $X_0$ and $\tilde{Y}_{T^{-}}$ have bounded supports, Theorem 5.1 directly yields the convergence rate of $n^{-s/(2s+d)} \log^6 n$. However, it is known from Niles-Weed & Berthet (2022) that the minimax estimation rate in $W_1$ is faster than this.

Proposition 5.3 (Niles-Weed & Berthet (2022)). Let $p,q \geq 1$, $s > 0$ and $d \geq 2$.
\begin{align*}
\inf \sup_{\mu \in B_{p,q}^s} \mathbb{E}[W_1(\hat{\mu},p)] \gtrsim n^{-s/(s+1)(2s+d)},
\end{align*}
where $\hat{\mu}$ runs over all estimators based on $n$ observations. Moreover, if $1 \leq p < \infty$, $1 \leq q \leq \infty$, $s > 0$, and $d \geq 3$, there exists an estimator $\hat{\mu}_s$ that achieves this minimax rate.

Then are diffusion models sub-optimal in this case? In the following, we show the surprising fact that diffusion modeling also achieves the nearly minimax optimal rate, if some modification applied.

Theorem 5.4. For any fixed $\delta > 0$, we can train the score network with $n(\gg 1)$ sample and with that we have
\begin{align*}
\mathbb{E}[W_1(X_0, \tilde{Y}_{T^{-}})] \lesssim n^{-\frac{(s+1)-2\delta}{s+2d}}.
\end{align*}
Appendix D.2 proves this theorem. The $n^{\frac{2s+d}{s+2d}}$ term, an arbitrarily small difference from the optimal rate of $n^{-\frac{s+1}{s+2d}}$, appears because in Lemma 3.6 score approximation at time $t$ requires the network size $N^t$ to be slightly larger than $t^{-d/2}$. This slight difference should be $n^{O(\delta)}$, yielding the $n^{\frac{2s+d}{s+2d}}$ term. While $\hat{\mu}_s$ in Proposition 5.3 is the wavelet estimator that explicitly approximates $p_0$, diffusion models estimate the score at different time to implicitly learn $p_0$, making the analysis more difficult and requiring us to use this term. Removing this term is future work.

Switching score networks We now sketch our strategy. First, let us carefully consider where we lose the estimation rate, going back to the approximation error analysis Section 3. Although we used Theorem 3.1 for all $T \leq t \leq T$, Lemma 3.6 tells us that if $t \gtrsim N^{-\frac{2s+d}{s}} \approx n^{-\frac{2s+d}{s+2d}}$, we can make the approximation error smaller than $N^{-\frac{2s+d}{s+2d}} \lesssim n^{-\frac{2s+d}{s+2d}}$ with a smaller network of size
$N' \leq N$. This means that we have used a sub-optimal network for $t \gtrsim n^{-\frac{2-d}{d+2}}$ in terms of both approximation and generalization errors.

Based on this discussion, we divide the time into $t_0 = T < t_1 = 2n^{-\frac{2-d}{d+2}} < \ldots < t_{K_s} = T - T$ with $t_{i+1}/t_i$ constant $\leq 2$ ($i \geq 1$). The number of intervals amounts to $K_s = O(\log n)$. We consider to train a tailored network for each time interval $[t_i, t_{i+1}]$ and to switch them for different intervals. Lemma 3.6 yields that for $i \geq 1$ these exists a network $s_i \in \Phi(L_i, W_i, S_i, W_i')$ such that

$$
\mathbb{E}_{x \sim p_t} [||s_i(x, t) - \nabla \log p_t(x)||^2] \lesssim n^{-\frac{2(s+1)}{d+2}} \sigma^2_t, (t \in [t_i, t_{i+1}]),
$$

with $L = O(\log^4(N)), ||W||_{\infty} = O(N), S = O(t_i^{-d/2}N^{\delta/2})$, and $B = \exp(O(\log^4 N))$. Therefore, we choose a sequence of score networks $\tilde{s}_i$ so that $\tilde{s}_i$ minimizes the score matching loss restricted to $[t_i, t_{i+1}]$:

$$
\frac{1}{n} \sum_{j=1}^n \mathbb{E}_{x \sim \rho_t(x_{t_i, t_{i+1}})} [||s_i(x, t) - \nabla \log p_t(x_{t_i, t_{i+1}})||^2].
$$

Similarly to Theorem 4.3, Theorem 4.4 yields that the following generalization error bound for $i \geq 1$:

$$
\mathbb{E}_{x \sim \rho_t} \left[ \int_{t_i}^{t_{i+1}} \mathbb{E}_x \left[ ||\tilde{s}_i(x, t) - \nabla \log p_t(x)||^2 dt \right] \right]
\leq \left( n^{-\frac{2(s+1)}{d+2}} + \frac{t_i^{-d/2}n^{\delta_d}}{n} \log^{10} n \right) \cdot \mathcal{O}(t_i/\sigma^2_t).
$$

For $t \lesssim n^{-\frac{2-d}{d+2}}$, we use a network trained via the score matching loss restricted to $[t_i, t_{i+1}]$. Thus, (7) for $i = 0$ is bounded by $\mathcal{O}(n^{-\frac{2-d}{d+2}})$ similarly to (4).

One may think that the above improvement would be useless because the error caused at $t \leq n^{-\frac{2-d}{d+2}}$ has the $n^{-2s/(d+2)s}$ rate and dominates the estimation error. However, another important observation is that the Wasserstein distance is a transportation distance. The score estimation error at time closer to $t = 0$ less contributes to the estimation error, because the distance how much each path evolves is small from that time. As we will see, the idea of improving accuracy for large $t$ indeed yields the minimax optimal rate in $W_1$.

To utilize this observation, let us consider a sequence of stochastic processes. Let $(Y_t)_{0 \leq t \leq T} = (Y_t^{(0)})_{0 \leq t \leq T}$, and for $i \geq 1$, let $(\tilde{Y}_t^{(i)})_{0 \leq t \leq T}$ be a stochastic process which uses the true score during $[0, T-t_i]$ and the estimated score $\tilde{s}$ during $[T-t_i, T-[T]$ and $Y_0^{(i)} \sim p_T$. Then, we have that

$$
\mathbb{E}[W_1(X_0, \tilde{Y}_T - T)] \leq \mathbb{E}[W_1(X_0, X_T)] + \mathbb{E}[W_1(\tilde{Y}_T - T, \tilde{Y}_T - T)].
$$

The first term is bounded by $\sqrt{T}$ due to (91) and the second term is bounded by $\exp(-T)$ due to Lemma D.6. The last term $\mathbb{E}[W_1(\tilde{Y}_T^{(i)} - T, \tilde{Y}_T^{(i)} - T)]$ is upper bounded by $\sum_{i=1}^{K_s} \mathbb{E}[W_1(\tilde{Y}_T^{(i)} - T, \tilde{Y}_T^{(i)} - T)]$. Then, we use the following lemma, an informal version of Lemma D.7.

**Lemma 5.5.** For $i = 1, 2, \ldots, K_s$, we have that

$$
W_1(\tilde{Y}_T^{(i)} - T, \tilde{Y}_T^{(i)} - T) \leq \mathcal{O}(1) \cdot 
\sqrt{t_i^{-1} \mathbb{E}_{x_{0,i}} \left[ \int_{t_i}^{t_{i+1}} \mathbb{E}_x [||\tilde{s}(x, t) - \nabla \log p_t(x)||^2 dt] \right]}.
$$

RHS is decomposed to the two factors: the score matching loss during $[t_i, t_{i+1}]$ and $\sqrt{T_i}$. The latter corresponds to how much $Y_t$ moves from $t = T - t_i$ to $T - T_i$. This bound represents that, as $t_i \to 0$, while score matching gets more difficult, its contribution to the $W_1$ error is reduced. The formal proof requires construction of a path-wise transportation map; see the proof for Lemma D.7.

Putting it all together, we finally yields Theorem 5.4, the nearly minimax optimal rate in $W_1$. Specifically, if we ignore logarithmic factors, (8) is bounded by

$$
\sqrt{T} + \exp(-T) + \sqrt{t_0 n^{-\frac{2-d}{d+2}}}
+ \sum_{i=2}^{K_s} \sqrt{T_i} \sqrt{n^{-\frac{2(s+1)}{d+2}}} + \frac{t_i^{-d/2}n^{\delta_d}}{n} \lesssim n^{-\frac{s+1-\delta_d}{d+2}},
$$

where we set $T = n^{-\frac{2(s+1)}{d+2}}$ and $T_i = \frac{(s+1)\log n}{2(d+2)}$.

**Remark 5.6.** Although we used differently optimized multiple networks, it is also possible that such modification is implicitly made in reality. The first evidence is implicit regularization, where sparsity of the solution is induced by learning procedures (Gunasekar et al., 2017; Arora et al., 2019; Soudry et al., 2018). When the sub-networks for different time intervals are learned in parallel via the score matching at once (1), these theory suggests the good score network is obtained without explicit regularization like our switching procedure. Another evidence is that in practice the weight function $\lambda(t)$ sometimes increases as $t$ gets large (Song & Ermon, 2019; Song et al., 2020), suggesting that the quality of the score network at larger $t$ is more emphasized.

### 5.3 Discussion on the discretization error

Although the continuous time SDE is mainly focused on for simple presentation, we can also take the discretization error into consideration. We here only provide the summary, and the details are presented in Appendix D.3. Let $t_0 = T < t_1 < \ldots < t_{K_s} = T$ be the time steps with $\eta \equiv t_{k+1} - t_k$.

We train the score network as the minimizer of

$$
\sum_{i=1}^{K_s} \sum_{k=0}^{n-K_s-1} \eta \mathbb{E}[[||s(x_{t_k}, t_k) - \nabla \log p_{T-t_k}(x_{t_k}, X_{t_k})||^2]].
$$


Here the expectation is taken with respect to $x_{T-t_k} \sim \mathcal{P}_{T-t_k}(x_{T-t_k}|x_{0,i})$. Then consider the following process $(Y^d_t)_{t=0}^T$ with $Y^d_0 \sim \mathcal{N}(0, I_d)$ for $t \in [T-t_k, T-t_{k+1})$:

$$dY^d_t = \beta_1(Y^d_t + 2\delta(Y^d_{T-t_k} - t_k)) dt + \beta_2 dB_t$$

This is just replacement of the drift term at $t$ by that at the last discretized step, and we can obtain $\hat{Y}_{nk}$ as easy as the classical Euler-Maruyama discretization because $\hat{Y}_{nk}$ is easy as the classical Euler-Maruyama discretization because $\hat{Y}_{nk}$ is a Gaussian. This is also adopted in De Bortoli (2022); Chen et al. (2023b). However, De Bortoli (2022) requires $\eta_i \leq \exp(-nO(1))$ and Chen et al. (2023b) assumes Lipschitzness of the score, which does not necessarily hold in our setting.

We can show the following discretization error bound:

**Theorem 5.7.** Let $T = n^{-O(1)}$ and $T = \frac{a}{2^{s+1}}$. Then,

$$\mathbb{E}[TV(X_0, Y^d_{T-\tau})] \lesssim O\left(\eta^2T^{-3} + n^{-\frac{s}{2s+d}}\right).$$

Thus, taking $\eta = \frac{\sqrt{\log n} n^{-s/[(2s+d)]}}{\sqrt{\log n} n^{-s/[(2s+d)]}} = \text{poly}(n^{-1})$ suffices to ignore the discretization error.

### 6. Error analysis with intrinsic dimensionality

Although the obtained rates in Section 5 are minimax optimal, they still suffer from the curse of dimensionality: the exponent of the convergence rates depend on $d$. In statistics, one approach to avoid this curse of dimensionality is to assume mixed or anisotropic smoothness (Ibragimov & Khas’minskii, 1984; Meier et al., 2009; Suzuki, 2018; Suzuki & Nitanda, 2021), and our theory directly applies to them. On the other hand, the manifold hypothesis, that the distributions of real-world data lie in low dimensional manifolds, has been proposed (Tenenbaum et al., 2000; Ferman et al., 2016), and this is another assumption that can avoid the curse of dimensionality: convergence rates dependent not on the dimension $d$ of the space itself but on the manifold’s dimension $d'$ can be derived Schmidt-Hieber (2019); Nakada & Imaizumi (2020).

As for the diffusion models, despite its statistical importance, none of the literature has shown that diffusion models can ease the curse of dimensionality; in the first place, the density estimation problem itself has never been considered.

We introduce several recent works that investigated the convergence of diffusion modeling under the manifold hypothesis. Pidstrigach (2022) discussed the effects of the score approximation, but their bounds are not quantitative and does not consider the estimation rate. De Bortoli (2022) considered the estimation rates, but the approximation error should be exponentially small with respect to the desired estimation rate. Batzolis et al. (2022) experimentally showed that diffusion modeling learns the dimension of the underlying manifold and the dimension of the manifold can be estimated from the trained diffusion models.

From now, we define the specific class of density function with intrinsic dimensionality and show the estimation rate. Let $d' \leq d$ be an integer and $A \in \mathbb{R}^{d \times d'}$ be a matrix made of orthogonal column vectors with the norm one. We consider the $d'$-dimensional subspace $V := \{y \in \mathbb{R}^d \mid \exists x \in \mathbb{R}^d \text{ s.t. } y = Ax\}$ where the true density has its support, i.e., $d'$ represents the intrinsic dimensionality. Together with Assumption 2.5, we assume the followings.

**Assumption 6.1.** The true density $p_0$ is a probability measure that is absolutely continuous with respect to the Lebesgue measure on the sub-space $V$. Its probability density function as a function on the canonical coordinate system of the subspace $V$ is denoted by $q$.

**Assumption 6.2.** $q$ is upper and lower bounded by $C_f$ and $C_f^{-1}$, respectively. Moreover, $q$ belongs to $U(B_{p,q}^s([-1,1]^d), [1,1]^d)$.

**Assumption 6.3.** $q$ belongs to $U(C^\infty([-1,1]^d \setminus [-1 + a_0, 1 - a_0])^d + a_0 = n^{-\frac{2s}{s+d}}$. We now state our result as follows:

**Theorem 6.4.** For any fixed $\delta > 0$, we can train the score network with $n(\gg 1)$ sample so that

$$\mathbb{E}[W_1(X_0, \hat{Y}_{T-\tau})] \lesssim n^{-\frac{\delta(1-s)}{s+2d}}.$$ 

Appendix E provides the complete proof. Contrary to Theorem 5.1, the upper bound here depends on $d'$ (not on $d$). Thus, we can conclude that the diffusion models can avoid the curse of dimensionality.

### 7. Conclusion

This paper analyzed diffusion modeling as a distribution learner from the viewpoint of statistical learning theory and derived several estimation rates. When the true density belongs to the Besov space and deep neural networks are appropriately minimized, diffusion modeling can achieve nearly minimax optimal estimation rates in TV and $W_1$.

To approximate the score, the novel basis is introduced, which we call the diffused B-spline basis. The bound in $W_1$ is derived by carefully balancing the difficulty in score matching and how much the error in score matching at each time affects the $W_1$ distance. We also demonstrated that diffusion models can avoid the curse of dimensionality under the manifold hypothesis.

This paper did not discuss any optimization aspect of diffusion modeling. We leave this problem as future work.
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Additional remarks

Remark on the concurrent work of Chen et al. (2023a) After the submission of this paper to ICML 2023 (deadline: Jan. 26, 2023) and Me-FoMo (ICLR 2023 workshop, deadline: Feb. 3, 2023), the preprint named as Approximation, Estimation and Distribution Recovery of Diffusion Models on Low-Dimensional Data (Chen et al., 2023a) appeared on arXiv on Feb. 14. They consider generalization errors of diffusion modeling in a somewhat similar setting to our Section 6. They assume that $q$ is Lipschitz and sub-Gaussian, and \( \mathbb{E} \log \left[ \int q(y) \frac{1}{\sigma^2(t_x)} \exp \left( -\frac{\|x-m_y\|}{2\sigma_t} \right) \mathrm{d}y \right] \) is also Lipschitz over all $t \in [T, \overline{T}]$, and derived the estimation error rate of $n^{-1/(d+\nu)}$ in $W_1$.

We would like to note several distinction between Chen et al. (2023a) and ours. First, that directly assumed the smoothness of the score over all $t$, while our assumptions on the data are made only about the true data distribution. In other words, they make an assumption on the intermediate distribution along the way of the diffusion process. Therefore, their assumptions are not verified solely on the true data distribution, which makes it unclear what functions are included in their setting. Under their assumptions, they divided $\mathbb{R}^d \times [T, \overline{T}]$ into a mesh, and, on each of the small hypercube, they locally approximate the score by its value on the center. On the other hand, we treated $x$ and $t$ differently and established a tailored basis decomposition to efficiently approximate the score function based solely on the structure of the initial distribution $p_0$, which is crucial to obtain the nearly minimax optimal estimation rates in our analysis.

Also, while they derived the rate of $n^{-1/(d+\nu)}$ in $W_1$, that is sub-optimal in their setting. Indeed, this is weaker than De Bortoli (2022) of $n^{-1/d}$, which was derived without considering generalization of deep neural networks. Instead, the rate of $n^{-1/d}$ was derived by perfectly fitting the score network to the diffusion process from the empirical distribution and then just considering the convergence of the empirical distribution to the true data distribution Weed & Bach (2019).

Furthermore, in this paper, Section 6 derived the rate of $n^{-s/(d+s)}$ under the $s$-th order of smoothness (in a rough expression), by considering generalization of deep neural networks. This rate gets faster as $s$ increases.

Reemark on

A. Several high-probability bounds on the backward paths

One of the difficulties in the analysis is the unboundedness of the space and the value of the score. This subsection aims to provide several treatments for such issues. These inequalities allow us to focus on the score approximation within the bounded region. We note that, however, some of the following bounds still depend on the time $t$, and therefore the level of difficulty for approximation and estimation of the score differs with respect to $t$.

In the following, we define several constants $C_{n,i}$. Other than in this section, we simply denote them as $C_n$ for simplicity.

A.1. Bounds on $\|Y_t\|$ and $\|\Delta Y_t\|$ with high probability

We first provide several high-probability bounds, which guarantee that most of the paths travel within some bounded region.

**Lemma A.1 (Bounds on $\|Y_t\|$ and $\|\Delta Y_t\|$ with high probability).** There exists a constant $C_{n,1}$ such that

\[
\mathbb{P} \left[ \|Y_t\| \leq m_{T-t} + C_{n,1} \sigma_{T-t} \sqrt{\log(\epsilon^{-1} T^{-1} T)} \text{ for all } t \in [0, T - T] \right] \geq 1 - \epsilon.
\]

Moreover, for an arbitrarily fixed $0 < \tau \leq 1$,

\[
\mathbb{P} \left[ \|Y_t - Y_{t+\tau}\|_{\infty} \leq C_{n,1} \sqrt{\tau \log(\epsilon^{-1} T^{-1} T)} \text{ for all } t \in [0, \overline{T} - \tau] \right] \geq 1 - \epsilon.
\]

**Proof.** Remind that $Y_t = X_{T-t}$. Thus we discuss bounding $X_t$ in the following.

We begin with the first assertion. Let $t_1, t_2, \cdots, t_K$ be time steps satisfying $T = t_1 < t_2 < \cdots < t_K = \overline{T}$ with

\footnote{Although the original version of De Bortoli (2022) requires the bounded support in contrast to the sub-Gaussian assumption in Chen et al. (2023a), we can easily approximate a sub-Gaussian distribution with a distribution with bounded support.}
$t_i - t_{i-1} = \Delta t$ that is some scaler value specified later. We first show the following for some constant $C_1$:

$$
\mathbb{P}\left[ \|X_t\|_\infty \leq m_t + C_1 \sigma_t \sqrt{\log \varepsilon^{-1}} \text{ for all } t = t_i \ (i = 1, 2, \cdots, K) \right] \geq 1 - \varepsilon K. \tag{9}
$$

Remind that $X_t|X_0$ follows $\mathcal{N}(m_tX_0, \sigma_t^2)$ and $\|X_0\|_\infty \leq 1$. Lemma F.12 yields that

$$
\mathbb{P}\left[ \|X_t\|_\infty \leq m_t + C_1 \sigma_t \sqrt{\log \varepsilon^{-1}} \text{ for some fixed } t = t_i \right] \geq 1 - \varepsilon,
$$

which immediately yields (9).

Then we consider how far each particle $X_t$ moves from $t = t_{i-1}$ to $t_i$. Equivalently, we consider $X_t$ and decompose it into

$$
X_t = \exp \left( - \int_{s=t_{i-1}}^{t_i} \beta_s \, ds \right) X_{t_{i-1}} + B_1 - \exp(-2 \int_{s=t_{i-1}}^{t_i} \beta_s \, ds), \tag{10}
$$

where $B_s$ denotes a $d$-dimensional Brownian motion. This is obtained by considering the Ornstein-Uhlenbeck process starting from $t = t_{i-1}$. By Lemma F.13, with probability at least $\varepsilon$, the following holds uniformly over $t \in [t_{i-1}, t_i]$:

$$
\|X_t\|_\infty \leq \exp \left( - \int_{s=t_{i-1}}^{t_i} \beta_s \, ds \right) \|X_{t_{i-1}}\|_\infty + \sqrt{1 - \exp(-2 \int_{s=t_{i-1}}^{t_i} \beta_s \, ds) \cdot 2 \sqrt{3} \log d \varepsilon^{-1}}
$$

$$
\leq \exp \left( - \int_{s=t_{i-1}}^{t_i} \beta_s \, ds \right) \|X_{t_{i-1}}\|_\infty + \sqrt{2 \beta \Delta t \cdot 2 \sqrt{3} \log d \varepsilon^{-1}}.
$$

If $\|X_{t_{i-1}}\|_\infty \leq m_{t_{i-1}} + C_1 \sigma_{t_{i-1}} \sqrt{\log \varepsilon^{-1}}$, this is further bounded by

$$
\|X_t\|_\infty \leq m_{t_{i-1}} + C_1 \sigma_{t_{i-1}} \sqrt{\log \varepsilon^{-1}} + \sqrt{\Delta t \cdot 4 \sqrt{3} \beta \log d \varepsilon^{-1}}.
$$

Because we can check that $\sigma_t \simeq \sqrt{t} \wedge 1 \geq \sqrt{T}$ holds, if we take $\Delta \leq T$, then we have that

$$
C_1 \sigma_{t_{i-1}} \sqrt{\log \varepsilon^{-1}} + \sqrt{\Delta t \cdot 4 \sqrt{3} \beta \log d \varepsilon^{-1}} \leq C_2 \sigma_{t_{i-1}} \sqrt{\log \varepsilon^{-1}} \tag{11}
$$

for all $t \in [t_{i-1}, t_i]$, with some constant $C_2$.

Therefore, with probability $1 - 2K\varepsilon$ we have (9), and (11) for all $i$. We need to take $K = \mathcal{O}(T/T)$ to satisfy $\Delta \leq T$. We reset $\varepsilon$ as a new $\varepsilon$ and adjust $C_2$ accordingly. Now the first assertion is proved.

Next, we consider the second assertion. Let us consider a different time discretization $t_0 = 0, t_1 = \tau, t_2 = 2\tau, \cdots, t_K = K\tau$ with $K = \min\{i \in \mathbb{N} | \tau K \geq T\}$. Then, from the first argument, we have that $\|X_t\|_\infty \leq m_t + C_2 \sigma_t \sqrt{\log \varepsilon^{-1} \tau^{-1} T}$ holds with probability at least $1 - \varepsilon$, for all $t = t_0, t_1, \cdots, t_K$. We condition the event conditioned by this. By (10), we have that, for $t \geq t_{i-1}$,

$$
X_t - X_{t_{i-1}} = \left[ \exp \left( - \int_{s=t_{i-1}}^{t_i} \beta_s \, ds \right) - 1 \right] X_{t_{i-1}} + B_1 - \exp(-2 \int_{s=t_{i-1}}^{t_i} \beta_s \, ds),
$$

which yields that

$$
\|X_t - X_{t_{i-1}}\|_\infty \leq \left[ \exp \left( - \int_{s=t_{i-1}}^{t_i} \beta_s \, ds \right) - 1 \right] \|X_{t_{i-1}}\|_\infty + \|B_1 - \exp(-2 \int_{s=t_{i-1}}^{t_i} \beta_s \, ds)\|_\infty \leq \tau \beta (m_{t_{i-1}} + C_2 \sigma_{t_{i-1}} \sqrt{\log \varepsilon^{-1} \tau^{-1} T}) + \|B_1 - \exp(-2 \sum_{s=t_{i-1}}^{t_i} \beta_s \, ds)\|_\infty
$$

We bound the last term over $t \in [t_{i-1}, t_i]$. With probability at least $1 - \frac{\varepsilon}{K}$, that is bounded by $\sqrt{\frac{2\beta}{(2\tau)^2}} \cdot 2 \sqrt{\beta \log d \varepsilon^{-1}}$ according to Lemma F.13. To summarize, with probability at least $1 - 2\varepsilon$,

$$
\sup_{t \in [t_{i-1}, t_i]} \|X_t - X_{t_{i-1}}\|_\infty \leq \tau \beta (m_{t_{i-1}} + C_2 \sigma_{t_{i-1}} \sqrt{\log \varepsilon^{-1} \tau^{-1} T}) + \sqrt{\frac{2\beta}{(2\tau)^2}} \cdot 2 \sqrt{\beta \log d \varepsilon^{-1}}.
$$
We then give upper and lower bounds on $x / t$. Then, for any $t$, there exists $i$ such that $t \leq t_i \leq t + \tau$. Thus, with probability $1 - 2\varepsilon$, $\|X_t - X_{t+i}\|_\infty \leq \|X_t - X_{t+1}\|_\infty + \|X_t - X_{t+i}\|_\infty + \|X_{t+i} - X_t\|_\infty$ is bounded by $3C_3 \sqrt{\tau/\log \varepsilon^{-1} \tau^{-1} T}$ for all $t$. Setting $2\varepsilon$ to $\varepsilon$ yields the second assertion.

**A.2. Bounds on $p_t(x)$**

We then give upper and lower bounds on $p_t(x)$.

**Lemma A.2** (Upper and lower bounds on the density $p_t(x)$). The following upper and lower bounds on $p_t(x)$ holds for a constant $C_{a,2}$ depending on $C_f$ and $d$:

$$C_{a,2}^{-1} \exp \left(-\frac{d(\|x\|_\infty - m_t)^2}{\sigma_t^2} \right) \leq p_t(x) \leq C_{a,2} \exp \left(-\frac{(\|x\|_\infty - m_t)^2}{2\sigma_t^2} \right). \quad \text{(for all $t$)}$$

**Proof.** We first consider the case when $x \in [-m_t, m_t]^d$. The upper bound is relatively easy. $f(y) \leq C_f \mathbb{I}[y \in [-1, 1]^d]$ means

$$p_t(x) = \int \frac{1}{\sigma_t^d(2\pi)^{\frac{d}{2}}} f(y) \exp \left(-\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) \, dy \leq \int \frac{C_f \mathbb{I}[y \in [-1, 1]^d]}{\sigma_t^d(2\pi)^{\frac{d}{2}}} \exp \left(-\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) \, dy = \frac{2^d C_f}{\sigma_t^d(2\pi)^{\frac{d}{2}}}.$$

At the same time, we have that

$$p_t(x) \leq \int \frac{C_f}{\sigma_t^d(2\pi)^{\frac{d}{2}}} \exp \left(-\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) \, dy = \frac{C_f}{m_t^d}. \quad \text{(13)}$$

Thus, according to (12) and (13), $p_t(x)$ is bounded by $\min \left\{ \frac{2^d C_f}{\sigma_t^d(2\pi)^{\frac{d}{2}}} \cdot \frac{C_f}{m_t^d} \right\}$. This is further bounded by a constant that depends only on $C_f$ and $d$, because $m_t^2 + \sigma_t^2 = 1$ holds for all $t$.

The lower bound can be understood as follows. We have

$$p_t(x) = \int \frac{C_f^{-1}}{\sigma_t^d(2\pi)^{\frac{d}{2}}} f(y) \exp \left(-\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) \, dy \geq \frac{1}{(2\pi)^{\frac{d}{2}}} \int f(x/m_t - \sigma_t y) \exp \left(-\frac{\|m_t y\|^2}{2} \right) \, dy \quad \text{(by letting $(x - m_t y)/\sigma_t \mapsto m_t y$).} \quad \text{(14)}$$

Since $x \in [-m_t, m_t]^d$, we have $x/m_t \in [-1, 1]^d$. Thus, $|\{y \in [-1, 1]^d | \, x/m_t - \sigma_t y \in [-1, 1]\}| \geq 1$. Moreover, $\exp \left(-\|m_t y\|^2/2 \right) \geq \exp(-d^2/2)$ in $y \in [-1, 1]^d$. Therefore, the integral (14) is lower bounded by $\exp(-d^2/2)$.

We then consider the case when $x \notin [-m_t, m_t]^d$. For such $x$, let $r = (\|x\|_\infty - m_t)/\sigma_t$ and choose $i^*$ from $\{1, 2, \ldots, d\}$.
such that $|x^*| = \|x\|_\infty = m_t + r/\sigma_t$ holds. Then, we have the upper bound of $p_t(x)$ as

$$p_t(x) = \int \frac{1}{\sigma_t^d(2\pi)^{\frac{d}{2}}} f(y) \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) dy$$

$$\leq C_f \prod_{i=1}^d \int_{-1 \leq y_i \leq 1} \frac{1}{\sigma_t(2\pi)^{\frac{1}{2}}} \exp \left( -\frac{(x_i - m_t y_i)^2}{2\sigma_t^2} \right) dy_i$$

$$\leq C_f \int_{y_i \in [-1, 1]} \frac{1}{\sigma_t(2\pi)^{\frac{1}{2}}} \exp \left( -\frac{(x_i - m_t y_i)^2}{2\sigma_t^2} \right) dy$$

(15) (because $\int_{-1 \leq y_i \leq 1} \frac{1}{\sigma_t(2\pi)^{\frac{1}{2}}} \exp \left( -\frac{(x_i - m_t y_i)^2}{2\sigma_t^2} \right) dy_i$ for $i \neq i^*$ is bounded by $O(1)$, as $p_t(x)$ for $x \in [-m_t, m_t]^d$.)

$$\leq \frac{C_f}{m_t} \int_{a=r/\sqrt{2}}^{\infty} \frac{1}{\sqrt{\pi}} \exp \left( -a^2 \right) da$$

(by $a = x_i^* - m_t y_i^*/\sqrt{2}\sigma_t$)

$$\leq \frac{C_f}{m_t} \exp \left( -\frac{r^2}{2} \right) = \frac{C_f}{m_t} \exp \left( -\frac{\|x\|_\infty - m_t}{2\sigma_t^2} \right)$$

where we used $\int_{-\infty}^{\infty} e^{-a^2} \, da \leq e^{-x^2}$ (see, e.g. Chang et al. (2011)) for the last inequality. Also, (15) is alternatively bounded by $\frac{2C_f}{\sigma_t(2\pi)^{\frac{1}{2}}} \exp \left( -\frac{\|x\|_\infty - m_t}{2\sigma_t^2} \right)$. Because $m_t^2 + \sigma_t^2 = 1$ means that $\min\{m_t, \sigma_t\} \geq 1$, it holds that $p_t(x) \leq C_f \exp \left( -\frac{\|x\|_\infty - m_t}{2\sigma_t^2} \right)$.

On the other hand,

$$p_t(x) = \int \frac{1}{\sigma_t^d(2\pi)^{\frac{d}{2}}} f(y) \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) dy$$

$$\geq C_f^{-1} \prod_{i=1}^d \int_{y_i \in [-1, 1]} \frac{1}{\sigma_t(2\pi)^{\frac{1}{2}}} \exp \left( -\frac{(x_i - m_t y_i)^2}{2\sigma_t^2} \right) dy_i$$

(a)

$$= C_f^{-1} \left( \int_{y_i \in [-1, 1]} \frac{1}{\sigma_t(2\pi)^{\frac{1}{2}}} \exp \left( -\frac{(x_i^* - m_t y_i)^2}{2\sigma_t^2} \right) dy_i \right)^d$$

(because (a) is minimized when $i = i^*$)

$$\geq C_f^{-1} \left( \int_{a=r/\sqrt{2}}^{r/\sqrt{2}+\sqrt{2}m_t/\sigma_t} \frac{1}{\sqrt{\pi}} \exp \left( -a^2 \right) dy \right)^d$$

(by $(x_i^* - m_t y_i^*)/\sqrt{2}\sigma_t$)

$$\geq C_f^{-1} \left( \int_{a=r/\sqrt{2}}^{r/\sqrt{2}+\sqrt{2}m_t/\sigma_t} \frac{1}{\sqrt{\pi}} \exp \left( -a^2 \right) dy \right)^d$$

(by lower bounding $\exp(-a^2)$ in the integral interval and just multiplying the width of the interval)

$$\geq C_f^{-1} \left( \frac{\sqrt{2}m_t}{\sqrt{\pi}} \exp \left( -(r/\sqrt{2} + \sqrt{2}m_t)^2 \right) \right)^d$$

$$\geq C_f^{-1} \left( \frac{\sqrt{2}m_t}{\sqrt{\pi}} \exp \left( -(r^2 - 4) \right) \right)^d$$

$$\geq C_f^{-1} \frac{2^{d/2}}{\sqrt{\pi}^{d/2}} \exp \left( -d r^2 \right),$$

which gives the lower bound on $p_t(x)$. 

\[\square\]
A.3. Bounds on the derivatives of \( p_t(x) \) and the score

This subsection evaluates the derivatives of \( p_t(x) \) and the score. On the one hand, straightforward argument yields that the derivatives of \( p_t(x) \) is bounded by \( \mathcal{O}(1/\sigma_t^k) = \mathcal{O}(t^{-k/2}) \). On the other hand, as for the score, \( \sup_{x \in \mathbb{R}^d} \| \nabla \log p_t(x) \| = \infty \) holds in general, which prevents us to construct an approximation of the score with neural networks. This is because \( \nabla \log p_t(x) = \frac{\nabla p_t(x)}{p_t(x)} \) and \( p_t(x) \) can be arbitrarily small as \( \| x \| \to \infty \). Nevertheless, using Lemma A.2, we can show the bounds on the score dependent on \( x \) and \( t \), in the next Lemma A.3. In Lemma A.4, Lemma A.3 is used to show that the decay of \( p_t \) is so fast that the approximation error in the region with small \( p_t(x) \) (that can be \( \gg 1 \) in some \( x \)) does not much affects the \( L^2(p_t) \) approximation error bound; we can show that \( \| \nabla \log p_t(x) \| = \mathcal{O}(1/\sigma_t) = \mathcal{O}(1 \lor 1/\sqrt{t}) \) with high probability (when \( x \sim p_t \)).

**Lemma A.3** (Boundedness of derivatives). For \( k \in \mathbb{Z}_+ \), there exists a constant \( C_{a,3} \) depending only on \( k, d, \) and \( C_f \) such that

\[
|\partial_{x_1} \partial_{x_2} \cdots \partial_{x_k} p_t(x)| \leq \frac{C_{a,3}}{\sigma_t^k}. \tag{16}
\]

Moreover, we have that

\[
\| \nabla \log p_t(x) \| \leq \frac{C_{a,3}}{\sigma_t} \left( \frac{\| x \|_{\infty} - m_t}{\sigma_t} + 1 \right), \tag{17}
\]

and that for \( i \in \{1, 2, \ldots, d\} \),

\[
|\partial_{x_i} \nabla \log p_t(x)| \leq \frac{C_{a,3}}{\sigma_t^2} \left( \frac{\| x \|_{\infty} - m_t}{\sigma_t} + 1 \right). \tag{18}
\]

and that

\[
\| \partial_t \nabla \log p_t(x) \| \leq \frac{C_{a,3}}{\sigma_t^3} \| \partial_t \sigma_t \| + \| \partial_t m_t \| \left( \frac{\| x \|_{\infty} - m_t}{\sigma_t} + 1 \right)^2. \tag{19}
\]

**Proof.** First, we consider (16). Let \( g_1(x) = p_t(x) = \int \frac{1}{\sigma_t (2\pi)^{d/2}} f(y) \exp \left( -\frac{\| x - my \|^2}{2\sigma_t^2} \right) \, dy \). For \( s \in \mathbb{Z}_+^d \), we abbreviate the notation as \( g_1^{(s)}(x) = \partial_{x_1}^{s_1} \partial_{x_2}^{s_2} \cdots \partial_{x_d}^{s_d} g_1(x) \). For \( s \in \mathbb{Z}_+^d \), we define \( B_s = \{ s' \in \mathbb{Z}_+^d : s' \leq s \} \) and a constant \( c_s \) such that

\[
\partial_{x_1}^{s_1} \partial_{x_2}^{s_2} \cdots \partial_{x_d}^{s_d} e^{-\| x \|^2/2} = \sum_{s' \in B_s} c_s \partial_{x_1}^{s'_1} x_2^{s'_2} \cdots x_d^{s'_d} e^{-\| x \|^2/2}
\]

holds. Then, because of \( \partial_{x_i} = \frac{1}{\sigma_t} \partial_{x_i} \), we can write \( g_1^{(s)}(x) \) as

\[
g_1^{(s)}(x) = \sum_{s' \in B_s, c_{s'}} \prod_{i=1}^d \left( \frac{x_i - my_i}{\sigma_t} \right)^{s'_i} \frac{1}{\sigma_t (2\pi)^{d/2}} f(y) \exp \left( -\frac{\| x - my \|^2}{2\sigma_t^2} \right) \, dy. \tag{20}
\]

Note that \( \sum_{s' \leq k} \sum_{s'' \in B_s} c_{s''} \partial_{x}^{s''} \) is bounded by a constant that only depends on \( k \). Thus we focus on the evaluation of (a). When \( t \leq 1 \), (a) in (20) can be bounded by \( \mathcal{O}(1/m_t^k) \sim \mathcal{O}(1) \) (we hide dependency on \( \sum_{i=1}^d s'_i \leq k \) and \( C_f \)). This is because \( m_t \sim 1 \) and \( f(y) \leq C_f \). On the other hand, when \( t \geq 1 \), \( \sigma_t \geq 1 \) holds, we can bound (a) by \( \mathcal{O}(1) \) by noting that \( f(y) \neq 0 \) only for \( y \in [-1, 1]^d \). Now, the first statement (16) has been proven.

We then consider \( \nabla \log p_t(x) \) and its derivatives. We can focus on \( \nabla \log p_t(x) \), and all the other coordinates of the score are bounded in the same way. Let

\[
g_2(x) = \sigma_t \nabla \log p_t(x) = -\int \frac{x_i - my_i}{\sigma_t (2\pi)^{d/2}} f(y) \exp \left( -\frac{\| x - my \|^2}{2\sigma_t^2} \right) \, dy,
\]

and define \( g_2^{(s)}(x) \) in the same way as that for \( g_1^{(s)} \).

We can see that

\[
\nabla \log p_t(x) = \frac{1}{\sigma_t} \frac{g_2(x)}{g_1(x)}, \quad \nabla x_i \nabla \log p_t(x) = \frac{1}{\sigma_t} \partial_{x_i} g_2(x) \frac{g_1(x)}{g_1(x)} - \frac{1}{\sigma_t} g_2(x) \partial_{x_i} g_1(x) \frac{g_1(x)}{g_1(x)}. \tag{21}
\]
Moreover,

\[
g_2(x) = \frac{1}{g_1(x)} \left. \frac{x_i - m_i y_i}{\sigma_t^2} \right|_{i=1}^{d} f(y) \exp \left( -\frac{\|x-m_y\|^2}{2\sigma_t^2} \right) dy
\]

(22)

In order to bound them, we consider the following quantity with \(\sum_{i=1}^{d} s_i \leq 2\). Also, let \(\varepsilon\) be a scaler value specified later, with which we assume \(p_t(x) \geq \varepsilon\) holds for the moment.

\[
\int A^x \prod_{i=1}^{d} \left( \frac{x_i - m_i y_i}{\sigma_t} \right)^{s_i} \frac{1}{\sigma_t^d (2\pi)^{d/2}} f(y) \exp \left( -\frac{\|x-m_y\|^2}{2\sigma_t^2} \right) dy
\]

(25)

According to Lemma F.9, we have that

\[
\left| \int A^x \prod_{i=1}^{d} \left( \frac{x_i - m_i y_i}{\sigma_t} \right)^{s_i} \frac{1}{\sigma_t^d (2\pi)^{d/2}} f(y) \exp \left( -\frac{\|x-m_y\|^2}{2\sigma_t^2} \right) dy \right| \leq \frac{\varepsilon}{2}
\]

where \(A^x = \prod_{i=1}^{d} a_t^i\) with \(a_t^i = \left[ \frac{x_i - m_i}{\sigma_t} - \frac{\alpha C_i}{m_t} \sqrt{\log 2\varepsilon - 1}, \frac{x_i - m_i}{\sigma_t} + \frac{\alpha C_i}{m_t} \sqrt{\log 2\varepsilon - 1} \right]\). Note that \(C_t\) only depends on \(\sum_{i=1}^{d} s_i\), \(d\), and \(C_f\).

Therefore, when \(p_t(x) = g_1(x) \geq \varepsilon\),

\[
(25) \leq 2 \int A^x \prod_{i=1}^{d} \left( \frac{x_i - m_i y_i}{\sigma_t} \right)^{s_i} \frac{1}{\sigma_t^d (2\pi)^{d/2}} f(y) \exp \left( -\frac{\|x-m_y\|^2}{2\sigma_t^2} \right) dy
\]

(23)

\[
\leq 2 \int A^x \prod_{i=1}^{d} \left( \frac{x_i - m_i y_i}{\sigma_t} \right)^{s_i} \frac{1}{\sigma_t^d (2\pi)^{d/2}} f(y) \exp \left( -\frac{\|x-m_y\|^2}{2\sigma_t^2} \right) dy + \frac{2 \cdot \frac{\varepsilon}{2}}{\varepsilon}
\]

(note that the denominator is larger than \(\varepsilon\))

\[
\leq 2 \max_{y \in A^x} \left[ \int A^x \prod_{i=1}^{d} \left( \frac{x_i - m_i y_i}{\sigma_t} \right)^{s_i} \right] + 1
\]

(24)

\[
\leq 2 \left( C_t^2 \log \varepsilon^{-1} \right) (\sum_{i=1}^{d} s_i)/2 + 1.
\]

(26)

Applying this bound to (22), (23), and (24), \(\frac{g_2(x)}{g_1(x)}\), \(\frac{\partial x, g_1(x)}{g_1(x)}\), and \(\frac{\partial x, g_2(x)}{g_1(x)}\) are bounded by

\[
\log^{1/2} \varepsilon^{-1}, \log^{1/2} \varepsilon^{-1}, \text{ and } \log \varepsilon^{-1}
\]
Therefore, we apply this to (21) and obtain that

$$\|\nabla \log p_t(x)\| \lesssim \frac{\log^{1/2} \sigma^{-1}}{\sigma^2 t}$$

and,

$$\|\partial_x \nabla \log p_t(x)\| \lesssim \frac{\log \sigma^{-1}}{\sigma^2 t}.$$

Now we replace $\varepsilon$ with a specific value. Remember that $\varepsilon$ should satisfy $\varepsilon \leq p_t(x)$. According to Lemma A.2, we have

$$C^{-1}_{a,2} \exp \left(\frac{-d(\|x\|_{\infty} - m_t)^2}{\sigma_t^2}\right) \leq p_t(x),$$

which yields that

$$\|\nabla \log p_t(x)\| \leq C_{a,3} \frac{\|x\|_{\infty} - m_t}{\sigma_t} \lor 1,$$

and

$$\|\partial_x \nabla \log p_t(x)\| \leq C_{a,3} \frac{(\|x\|_{\infty} - m_t)^2}{\sigma_t^2} \lor 1,$$

with $C_{a,3}$ depending on $k, d$, and $C_f$. Thus, we obtain (17) and (18).

Finally, we consider $\partial_t \nabla \log p_t(x)$.

$$\partial_t \nabla \log p_t(x) = \partial_t \left( \frac{1}{\sigma_t} \cdot \frac{g_2(x)}{g_1(x)} \right) = \left( \partial_t \frac{1}{\sigma_t} \right) \frac{g_2(x)}{g_1(x)} - \frac{1}{\sigma_t} \left( \partial_t \frac{g_1(x)}{g_1(x)} \right) \cdot \frac{g_2(x)}{g_1(x)} + \frac{1}{\sigma_t} \cdot \frac{\partial_t g_2(x)}{g_1(x)}$$

$$= \left( -\frac{\partial_t \sigma_t}{\sigma_t} \right) \nabla \log p_t(x)$$

$$- \frac{1}{\sigma_t} \int \frac{1}{\sigma_t^2} f(y) \exp \left( -\frac{\|x - m_t y\|^2}{2 \sigma_t^2} \right) dy$$

$$+ \frac{1}{\sigma_t} \int \frac{1}{\sigma_t^2} f(y) \exp \left( -\frac{\|x - m_t y\|^2}{2 \sigma_t^2} \right) dy$$

By carefully decomposing this into the sum of (25), and then applying (26) and Lemma A.2, we have the final bound (19).

Now, based on Lemma A.3 we show that we only need to approximate $\nabla \log p_t(x)$ on some bounded region and on $x$ where $p_t(x)$ is not too small.

**Lemma A.4** (Error bounds due to clipping operations). Let $t \geq T$. There exists a constant $C_{a,4}$ depending on $d$ and $C_f$, we have

$$\int_{\|x\|_{\infty} \geq m_t + C_{a,4} \sigma t \sqrt{\log \varepsilon^{-1} T^{-1}}} p_t(x) \|\nabla \log p_t(x)\|^2 dx \leq \varepsilon, \quad (27)$$

$$\int_{\|x\|_{\infty} \geq m_t + C_{a,4} \sigma t \sqrt{\log \varepsilon^{-1} T^{-1}}} p_t(x) dx \leq \varepsilon \quad (28)$$

for all $t \geq T$.

Moreover, there exists a constant $C_{a,5}$ depending on $d$ and $C_f$ and, for $x$ such that $\|x\|_{\infty} \leq m_t + C_{a,4} \sigma t \sqrt{\log \varepsilon^{-1}}$, we have

$$\|\nabla \log p_t(x)\| \leq \frac{C_{a,5}}{\sigma_t} \sqrt{\log \varepsilon^{-1}}.$$

Therefore,

$$\int_{\|x\|_{\infty} \leq m_t + C_{a,4} \sigma t \sqrt{\log \varepsilon^{-1} T^{-1}}} p_t(x) 1_{\|\nabla \log p_t(x)\| \leq \varepsilon} dx \leq \varepsilon \cdot C_{a,5} \varepsilon \sqrt{\log \varepsilon^{-1}} \cdot \frac{d + 2}{d - 2} \left( \varepsilon^{-1} T^{-1} \right), \quad (29)$$

$$\int_{\|x\|_{\infty} \leq m_t + C_{a,4} \sigma t \sqrt{\log \varepsilon^{-1} T^{-1}}} p_t(x) dx \leq \varepsilon \leq C_{a,5} \varepsilon \cdot \log^{\frac{d+2}{d-2}} \left( \varepsilon^{-1} T^{-1} \right).$$

(30)
We begin with construction of sub-networks that approximate \( m_t \) and \( \sigma_t \). Indeed, in our construction, each diffused B-spline basis is approximated as a rational function of \( x \) and the score \( \nabla \log p_t(x) \) also depends on \( m_t \) and \( \sigma_t \). Here, \( m_t \) and \( \sigma_t \) are as important as \( x \), because we use exponentiation of \( m_t \) and \( \sigma_t \), as well as that of \( x \), while exact values of \( m_t \) and \( \sigma_t \) are unavailable. In other words, because approximation errors of \( m_t \) and \( \sigma_t \) are amplified via such exponentiation, approximating \( m_t \) and \( \sigma_t \) with high accuracy is necessary for obtaining tight bounds. Therefore, in this subsection, we construct sub-networks for efficient approximation of \( m_t \) and \( \sigma_t \). The following is the formal version of Lemma 3.3.

### B. Approximation of the score function

In this section, we analyze approximation error for the (ideal) score matching loss minimization. We construct a neural network that approximates \( \nabla \log p_t(x) \) and bound the approximation error at each time \( t \). Throughout this section, we take a sufficiently large \( N \) as a parameter that determines the size of the neural network, and \( T = \text{poly}(N^{-1}) \) and \( T = O(\log N) \).

#### B.1. Approximation of \( m_t \) and \( \sigma_t \)

We begin with construction of sub-networks that approximate \( m_t \) and \( \sigma_t \). In addition to the true data distribution \( p_0(x) \), the score \( \nabla \log p_t(x) \) also depends on \( m_t \) and \( \sigma_t \).
Lemma B.1. Let $0 < \varepsilon < \frac{1}{2}$. Then, there exists a neural network $\phi_m(t) \in \Phi(L, W, B, S)$ that approximates $m_t$ for all $t \geq 0$, within the additive error of $\varepsilon$, where $L = O(\log^2 e^{-1})$, $\|W\|_\infty = O(\log^2 e^{-1})$, $S = O(\log^3 e^{-1})$, and $B = O(\log e^{-1})$.

Also, there exists a neural network $\phi_o(t) \in \Phi(L, W, B, S)$ that approximates $\sigma_t$ for all $t \geq \varepsilon$, within the additive error of $\varepsilon$, where $L = O(\log^2 e^{-1})$, $\|W\|_\infty = O(\log^2 e^{-1})$, $S = O(\log^3 e^{-1})$, and $B = O(\log e^{-1})$.

Proof. First we consider $m_t = \exp(-\int_0^t \beta_s ds)$. Since $\beta \geq \beta_i$, $\int_0^t \beta_s ds \geq \log e^{-1}$ for all $t \geq A := \log e^{-1}/\beta$. We limit ourselves within $[0, A]$. Then, from Assumption 2.5, at each $s = 0, 1, \ldots, [A] - 1$, we can expand $\beta_t$ as

$$\beta_t = \sum_{i=0}^{k-1} \frac{\beta^{(s)} (t-s)^i}{i!} + \frac{\beta^{(s,k)} (t-s)^k}{k!}$$

with $|\beta^{(i)}| \leq 1$ and $0 < \theta < 1$. Therefore, we obtain

$$\left| \int_0^t \beta_s ds - \int_0^s \beta_s ds - \int_{s}^{t} \frac{\beta^{(s,k)} (u-s)^k}{k!} \right| \leq \frac{1}{(k+1)!} \leq \frac{2^{k+1}}{(k+1)!}$$

for $s \leq t \leq s+2$. We take $k = \max \{5, [\log e^{-1}] \}$ so that we have $\frac{2^{k+1}}{(k+1)!} \leq \frac{1}{(k+1)/2)^{\frac{k-1}{4}}} \leq \frac{1}{\sqrt{2\pi}}$. The constant term $\int_0^s \beta_s ds$ is at most $O(A) = O(\log e^{-1})$, and each $\int_0^t \beta^{(s,k)} (u-s)^k du = \frac{\beta^{(s,k)} (t-s)^k}{k!}$ can be realized as $\phi_{mult}(; i+1)$ with an additive error up to $\frac{1}{(k+1)!}$ by the neural network with $L = O(\log^2 e^{-1})$, $\|W\|_\infty = O(\log e^{-1})$, $S = O(\log^2 e^{-1})$, $B = O(1)$, using Lemma F.6. We sum up this approximation over all $i = 0, 1, \ldots, k$ to obtain the network that approximates $\int_0^t \beta_s ds$ within $s \leq t \leq s+2$, with the additive error of at most $\frac{1}{\sqrt{2\pi}}$. The structure of the network is evaluated as $L = O(\log^3 e^{-1})$, $\|W\|_\infty = O(\log^2 e^{-1})$, $S = O(\log^3 e^{-1})$, $B = O(\log e^{-1})$, by Lemma F.3.

We then approximate $e^{-t}$ within $(0 \leq) s \leq t \leq s+2$. We have $e^{-t} = e^{-(t-s)-s} = e^{-s} \sum_{i=0}^{K} \left( \frac{1}{i!} (t-s)^i + \frac{1}{(i+1)!} (\theta(t-s))^k \right)$ with $0 \leq \theta \leq 1$. Therefore, in the same way as above, we approximate each monomial $\frac{1}{i!} (t-s)^i$ and sum up to obtain the approximation of $e^{-t}$. We take $k' = O(\log e^{-1})$. By following the above argument we obtain a network that approximates $e^{-t}$ for $s \leq t \leq s+2$ with an additive error of $\frac{1}{\sqrt{2\pi}}$, where $L = O(\log^3 e^{-1})$, $\|W\|_\infty = O(\log^3 e^{-1})$, $S = O(\log^3 e^{-1})$, $B = O(\log e^{-1})$.

We concatenate these approximations of $\int_0^t \beta_s ds$ and $e^{-t}$ by Lemma F.1 to obtain a network $\phi_s$, that is valid for $s \leq t \leq s+2$. Finally, we obtain the following approximation of $m_t$:

$$\phi_{mult}(\phi_{swit}^1(t; 1, 2); \phi_0(t)) + \sum_{s=1}^{[A]-1} \phi_{mult}(\phi_{swit}(t; s+1, s+2), \phi_{swit}^2(t; s, s+1), \phi_s(t)).$$

We set $\varepsilon = O(\varepsilon/A), C = 1$ in Lemma F.6 to bound the multiplication error by $\frac{1}{\sqrt{2\pi}}$. This requires that each $\phi_{mult}$ has $L = O(\log^3 e^{-1})$, $\|W\|_\infty = O(1)$, $S = O(\log e^{-1})$, and $B = O(1)$.

Finally, we clip the input with $[0, A]$ of the above network, because from the definition of $A$ we can easily check that $e^{-A} \leq \frac{1}{\sqrt{2\pi}}$ holds. Then we obtain the neural network $\phi_m$ of the desired size, which approximates $m_t = \exp(-\int_0^t \beta_s ds)$ with an additive error of $\frac{1}{\sqrt{2\pi}}$, and $\|W\|_\infty = O(1)$, $S = O(\log e^{-1})$, and $B = O(1)$.

Similarly, we can approximate $\sigma_t^2 = 1 - \exp(-2\int_0^t \beta_s ds)$ with an additive error of $O(\varepsilon^2)$ using a neural network with $L = O(\log^2 e^{-1})$, $\|W\|_\infty = O(\log^2 e^{-1})$, $S = O(\log^3 e^{-1})$, $B = O(\log e^{-1})$. Since $t \geq \varepsilon$, we have $\sigma_t^2 = 1 - \exp(-2\int_0^t \beta_s ds) \geq c\varepsilon$ for some constant $c$ depending on $\beta$. The only difference that needs to be mentioned is that we also need to consider $\sqrt{\sigma}$ to obtain $\sigma$ from $\sigma_t^2$. However, this can be made in a similar way as we approximated $e^{-t}$ for each $s \leq t \leq s+2$ above. We approximate $\sqrt{\sigma}$ for each $\sigma_{t\leq u}^2 \leq x \leq \sigma_{t\leq u}^2$ where $t_u$ is defined so that $2^{-u} = \sigma_{t_u}^2$ and $t_0 = \infty$. We need at most $O(\log(e^{-1}))$ of different $t_u$ to cover all $x \leq t$. Note that $\sigma_{t_u}^2/\sigma_{t_u}^2 \approx 1$ holds for all $u$ and therefore we can approximate $\sqrt{\sigma}$ within each interval similarly to the case of $e^{-t}$. By switching the approximations, we finally obtain the approximation of $\sqrt{\sigma}$ for all $x \geq \sigma_{t_u}^2$, with the same orders of $L$, $\|W\|_\infty$, $S$, and $B$ as those for $e^{-t}$, within the additive error of $\varepsilon$. Concatenating the networks corresponding to $\sigma_t^2$ and $\sqrt{\sigma}$, we obtain the desired network. The error is bounded by $O(\varepsilon)$, because we can approximate $\sigma_t^2$ with an accuracy of $O(\varepsilon^2)$ and the approximation of $\sqrt{\sigma}$ has an error at most $O(\varepsilon)$. \hfill $\Box$
B.2. Approximation via the diffused B-spline basis

This subsection introduces the approximation via the diffused B-spline basis and the tensor-product diffused B-spline basis, which enable us to approximate the score \( \nabla \log p_t(x) \) in the space of \( \mathbb{R}^d \times [\mathcal{T}, \mathcal{T}] \). Although we consider the function approximation in a \((d + 1)\)-dimensional space, the obtained rate (Theorem 3.1) is the typical one for a \( d \)-dimensional space. This is because our basis decomposition can reflect the structure of \( p_0 \) for \( t > 0 \). Before beginning the formal proof, we provide extended proof outline about the approximation via the diffusion B-spline basis and tensor-product diffused B-spline basis, which is more detailed than that in Section 3.

Remind that the cardinal B-spline basis of order \( l \) can be written as

\[
N_m(x) = \frac{1}{l!} \mathbb{1} [0 \leq x \leq l + 1] \sum_{l'=0}^{l} (-1)^{l+1} C_{l'}(x - l')!
\]

(see Eq. (4.28) of Mhaskar & Micchelli (1992) for example) and the function in the Besov space can be approximated by a sum of \( M_{k, j}^d(x) \)

\[
M_{k, j}^d(x) = \prod_{i=1}^{d} N_m(2^k x_i - j_i)
\]

where \( k \in \mathbb{Z}_+^d \) and \( j \in \mathbb{Z}^d \).

Therefore, the denominator and numerator of the score

\[
\nabla \log p_t(x) = \frac{\nabla p_t(x)}{p_t(x)} = -\frac{1}{\sigma_t} \cdot \int \frac{x - m_t y}{\sigma_{t+1}^d (2\pi)^{\frac{d}{2}}} f(y) \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) dy
\]

are decomposed into the sum of

\[
E_{k, j}^{(1)}(x, t) := \int \frac{1}{\sigma_{t+1}^d (2\pi)^{\frac{d}{2}}} \mathbb{1} \left[ \|y\|_\infty \leq C_{b, 1} \right] M_{k, j}^d(y) \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) dy \tag{31}
\]

and

\[
E_{k, j}^{(2)}(x, t) := \int \frac{x - m_t y}{\sigma_{t+1}^d (2\pi)^{\frac{d}{2}}} \mathbb{1} \left[ \|y\|_\infty \leq C_{b, 1} \right] M_{k, j}^d(y) \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) dy, \tag{32}
\]

respectively. This corresponds to what we called the tensor-product diffused B-spline basis in Section 3. Here \( E_{k, j}^{(1)}(x, t) \) is the same as \( E_{k, j}(x, t) \) in Section 3, except for the term of \( \|y\|_\infty \leq C_{b, 1} \). Note that \( C_{b, 1} \) be a scaler value adjusted later.

We then approximate each of the denominator and numerator of \( \nabla \log p_t(x) \) combining sub-networks that approximates each \( E_{k, j}^{(1)}(x, t) \) or \( E_{k, j}^{(2)}(x, t) \).

Here we briefly remark why \( \mathbb{1} \left[ \|y\|_\infty \leq C_{b, 1} \right] \) appears. Let us assume \( C_{b, 1} = 1 \) and approximate \( p_t(x) \) based on basis decomposition of \( p_0(x) \), although later we need to consider other situations. If we use basis decomposition as \( p_0(x) \approx f_N(x) = \sum M_{k, j}^d(x) \), existing results such as Lemma F.11 only assure that the approximation is valid within \([-1, 1]^d\) and do not guarantee anything outside the region. This might harm the approximation accuracy when we integrate the approximation of \( p_t(x) \) over all \( \mathbb{R}^d \). Therefore, we need to force \( f_N(x) = 0 \) if \( \|x\|_\infty > 1 \) by the indicator function.

From now, we realize the (modified) tensor-product diffused B-spline basis with neural networks. We take \( E_{k, j}^{(1)} \) as an example, and the procedures for \( E_{k, j}^{(2)} \) is essentially the same. Remind that in Section 3 we decomposed \( E_{k, j} \) into the product of the diffused B-spline basis:

\[
D_{k, j}(x_i, t) = \int \frac{N(2^k x_i - j_i)}{\sigma_t \sqrt{2\pi}} \exp \left( -\frac{(x_i - m_t y_i)^2}{2\sigma_t^2} \right) dx_i.
\]
Although the way we proceed is essentially the same as that in Section 3, here, more formally, we first truncate the integral intervals. We clip the integral interval as

$$E_{k,j}^{(1)}(x,t) = \int_{y \in A_{x,t}} \frac{1}{\sigma_i^t(2\pi)^{d/2}} \mathbb{1}[|y| \leq C_{b,1}] M_{k,j}^d(y) \exp \left(-\frac{||x-m_y||^2}{2\sigma_i^t}\right) dy$$

$$(33)$$

where $A_{x,t} = \prod_{i=1}^d a_i^{x_i,t}$ with $a_i^{x_i,t} = [\frac{x_i}{m_i} - \frac{\sigma_i}{m_i} \sqrt{\log \varepsilon^{-1}}, \frac{x_i}{m_i} + \frac{\sigma_i}{m_i} \sqrt{\log \varepsilon^{-1}}]$, $C_i = \mathcal{O}(1)$, and $0 < \varepsilon < 1$. This clipping causes the error at most $\mathcal{O}(\varepsilon)$ according to Lemma F.9 and the observation $\mathbb{1}[|y| \leq C_{b,1}] M_{k,j}^d(y) \leq ((l+1)^{d}+1)^d$. In summary, owing to the fact that $M_{k,j}^d(x)$ is a product of univariate functions of $x_i (i = 1, 2, \ldots, d)$, the integral over $\mathbb{R}^d$ is now decomposed into the integral with respect to only one variable over the bounded region, which is a truncated version of the diffused B-spline basis $D_{k,j}$ introduced in Section 3.

We now begin the formal proof with the following lemma. We approximate

$$\int_{y_i \in a_i^{x_i,t}} \frac{1}{\sigma_i(2\pi)^{d/2}} \mathbb{1}[|y_i| \leq C_{b,1}] \mathbb{1}[0 \leq 2^k y_i - j_i \leq l + 1](2^k y_i - l' - j_i)_+ \exp \left(-\frac{(x_i - m_y y_i)^2}{2\sigma_i^2}\right) dy_i$$

(remind (33)). Note that $\mathbb{1}[|y_i| \leq C_{b,1}] \mathbb{1}[0 \leq 2^k y_i - j_i \leq l + 1] \equiv 0$ or $\mathbb{1}[a \leq 2^k y_i \leq b]$ holds with $a, b$ satisfying

$$-C2^k - l \leq \min_j j_i \leq j_i \leq a < b \leq j_i + 1 + \max_j j_i + l + 1 \leq C2^k + l + 1,$$

(35)

if we assume $\text{supp}(p_h) = [-C, C]^d$ (see Lemma F.11). Based on (35), (34) (if $\mathbb{1}[|y_i| \leq C_{b,1}] \mathbb{1}[0 \leq 2^k y_i - j_i \leq l + 1](2^k y_i - l' - j_i)_+ \neq 0$) can alternatively written as

$$\int_{y_i \in a_i^{x_i,t}} \frac{1}{\sigma_i(2\pi)^{d/2}} \mathbb{1}[\frac{1}{2} \leq 2^k y \leq \frac{1}{2}](2^k y - j'_i)_+ \exp \left(-\frac{(x_i - m_y y_i)^2}{2\sigma_i^2}\right) dy_i,$$

with $j, j' \in \mathbb{R}$, $j - l - 1 \leq j' \leq j$, $-C2^k - l \leq j', \frac{1}{2} \leq j \leq C2^k + l + 1$. (36)

In the following lemma, we consider the approximation of (36). We omit the subscript $i$ for the coordinates, for simple presentation. Also, $j'$ in (36) is denoted by $j$, because $j \in \mathbb{R}^d$ will not be used in the following lemma.

**Lemma B.2 (Approximation of the diffused B-spline basis).** Let $j, k, l \in \mathbb{Z}$, $j, j' \in \mathbb{R}$ satisfy $j - l - 1 \leq j \leq j'$, $-C2^k - l \leq j, \frac{1}{2} \leq j \leq C2^k + l + 1$, and $k, l \geq 0$. Assume that $|\sigma' - \sigma|, |m' - m| \leq \varepsilon_{\text{error}}$, and take $\varepsilon$ from $0 < \varepsilon < \frac{1}{2}$ and $C > 0$ arbitrarily. Then, there exists a neural network $\phi_{\text{diff}, j, k, l} \in \Phi(L, W, S, B)$ with

$$L = \mathcal{O}(l^4 \varepsilon^{-1} + \log^2 \varepsilon + k),$$

$$||W||_{\infty} = \mathcal{O}(l^6 \varepsilon^{-1}),$$

$$S = \mathcal{O}(l^8 \varepsilon^{-1} + \log^2 \varepsilon + k),$$

$$B = \mathcal{O}(C l 2^k) + \log \mathcal{O}(l^6 \varepsilon^{-1}) \varepsilon^{-1},$$

such that

$$\phi_{\text{diff}, j, k, l}^j(x, \sigma', m') - \int_{\frac{-\sigma'}{m_t} \sqrt{\log \varepsilon^{-1}} + \frac{\sigma}{m_t}}^{\frac{\sigma}{m_t} \sqrt{\log \varepsilon^{-1}} + \frac{\sigma}{m_t}} \frac{1}{2\pi \sigma_t} \mathbb{1}[\frac{1}{2} \leq 2^k y \leq \frac{1}{2}](2^k y - j'_i)_+ \exp \left(-\frac{(x - m_y y_i)^2}{2\sigma_t^2}\right) dy_i \leq \mathcal{O}(\varepsilon) + \varepsilon_{\text{error}} C^4 l^2 \log \mathcal{O}(l^6 \varepsilon^{-1}) \varepsilon^{-1}.$$
Also, with the same conditions, there exists a neural network $\phi_{\text{diff}, 2}^{j, j, k} \in \Phi(L, W, S, B)$ with the same bounds on $L$, $\|W\|_\infty$, $S, B$ as above such that

$$
\|\phi_{\text{diff}, 2}^{j, j, k}(x, \sigma', m') - \int_{-\infty}^{\infty} \frac{\sigma_C^{2s}}{\sqrt{2\pi\sigma_t}} \left( \exp\left(-\frac{(x-m_t y)^2}{2\sigma_t^2}\right) dy \right) \mathbb{I}[j \leq 2^k y \leq \mathcal{J}](2^k y - j)^t \exp\left(-\frac{(x-m_t y)^2}{2\sigma_t^2}\right) dy \|_2 
\leq \tilde{O}(\epsilon) + \varepsilon_{\text{error}} \mathcal{O}(2^k(\mathcal{J}+1) log(\log \epsilon^{-1}) \epsilon^{-1}.
$$

holds for all $x$ in $-C \leq x \leq C$ and for all $t \geq \epsilon$.

Furthermore, we can take these networks so that $\|\phi_{\text{diff}, 2}^{j, j, k} \|_\infty$, $\|\phi_{\text{diff}, 2}^{j, j, k} \|_\infty = \mathcal{O}(1)$ hold.

**Proof.** Here we only consider $\phi_{\text{diff}, 1}^{j, j, k}$, because the assertion for $\phi_{\text{diff}, 2}^{j, j, k}$ essentially follows the argument for $\phi_{\text{diff}, 1}^{j, j, k}$.

First, we approximate the exponential function within the closed interval, using polynomials of degree at most $\mathcal{O}(\log \epsilon^{-1})$. Note that $1\{j \leq 2^k y \leq \mathcal{J}\}(2^k y - j)^t$ is bounded by $(l+1)^t$, from the assumption of $\mathcal{J} - l - 1 \leq j \leq \mathcal{J}$. Therefore, according to Lemma 1.10, there exists $S = \mathcal{O}(\log \epsilon^{-1})$ and we have that

$$
\left| \exp\left(-\frac{(x-m_t y)^2}{2\sigma_t^2}\right) - \sum_{s=0}^{S-1} \frac{(-1)^s}{s!} \frac{(x-m_t y)^{2s}}{2^s \sigma_t^{2s}} \right| \leq \epsilon^2
$$

for all $y \in [-\frac{\sigma_C}{m_t} \sqrt{\log \epsilon^{-1}} + x, \frac{\sigma_C}{m_t} \sqrt{\log \epsilon^{-1}} + x]$. Then, we have that

$$
\left| \int_{-\infty}^{\infty} \frac{\sigma_C^{2s}}{\sqrt{2\pi\sigma_t}} \mathbb{I}[j \leq 2^k y \leq \mathcal{J}](2^k y - j)^t \exp\left(-\frac{(x-m_t y)^2}{2\sigma_t^2}\right) dy \right|
\leq \max \left\{ \frac{2\sigma_C}{m_t} \sqrt{\log \epsilon^{-1}}, (l+1)^t \right\} \cdot \frac{1}{\sqrt{2\pi\sigma_t}} \epsilon \leq \epsilon \log \frac{1}{\epsilon} \epsilon^{-1}.
$$

Here, $\frac{2\sigma_C}{m_t} \sqrt{\log \epsilon^{-1}}$ comes from the length of the integral interval and $l + 1$ comes from the interval where $1\{j \leq 2^k y \leq \mathcal{J}\} = 1$ holds.

Now all we need is to approximate the integral of polynomials over the closed interval:

$$
\sum_{s=0}^{S-1} \int_{-\infty}^{\infty} \frac{\sigma_C^{2s}}{\sqrt{2\pi\sigma_t}} \mathbb{I}[j \leq 2^k y \leq \mathcal{J}](2^k y - j)^t \cdot \frac{(-1)^s}{s!} \frac{(x-m_t y)^{2s}}{2^s \sigma_t^{2s}} dy
$$

$$
= \sum_{s=0}^{S-1} \sum_{l'=0}^{t} (-1)^{s+l'} \mathcal{C}_t \cdot \sigma_t^{2(l'+1)s} \left( \int_{-\mathcal{C}_t \sqrt{\log \epsilon^{-1}}}^{\mathcal{C}_t \sqrt{\log \epsilon^{-1}}} \mathbb{I} \left[ \frac{x-m_t 2^{-k} y}{\sigma_t} \leq y \leq \frac{x-m_t 2^{-k} \mathcal{J}}{\sigma_t} \right] y^{l'+2s} dy \right)
$$

$$
= \sum_{s=0}^{S-1} \sum_{l'=0}^{t} (-1)^{s+l'} \mathcal{C}_t \cdot \sigma_t^{2(l'+1)s} \left[ \left( \min \left\{ \mathcal{C}_t \sqrt{\log \epsilon^{-1}}, \max \left\{ \frac{x-m_t 2^{-k} y}{\sigma_t}, \frac{x-m_t 2^{-k} \mathcal{J}}{\sigma_t}, -\mathcal{C}_t \sqrt{\log \epsilon^{-1}} \right\} \right) \right]^{l'+2s+1}\right).
$$

(37)
We decompose (37) into the following sub-modules for convenience. We let

\[ f_1^{I,x}(x, \sigma, m) = (\min \{ C_l \log^2 \varepsilon^{-1}, \max \left\{ \frac{x - m2^{-k_j}}{\sigma}, -C_l \log^2 \varepsilon^{-1} \right\} \} )^{l' + 2 + s + 1}, \]

\[ f_2^{I,x}(x, \sigma, m) = (\min \{ C_l \log^2 \varepsilon^{-1}, \max \left\{ \frac{x - m2^{-k_j}}{\sigma}, -C_l \log^2 \varepsilon^{-1} \right\} \} )^{l' + 2 + s + 1}, \]

\[ f_3^{I,x}(x, \sigma, m) = f_1^{I,x}(x, \sigma, m) - f_2^{I,x}(x, \sigma, m) \]

\[ f_4^{I}(m) = (j m - 2^k x)^{-l'}, \]

\[ f_5^{I}(\sigma) = \sigma^{-l'}, \]

\[ f_6(m) = m^{-(l + 1)}, \]

\[ f_7^{I,x}(x, \sigma, m) = f_3^{I,x}(x, \sigma, m) f_4^{I}(m) f_5^{I}(\sigma) f_6(m). \]

They also depends on \( j, j, j, k, l \), and \( l \), but we omit the dependency on these variables for simple presentation. We take some \( \varepsilon_1 > 0 \), which is adjusted at the final part of the proof.

We first consider approximation of \( f_1^{I,x}(x, \sigma, m) \). We realize this as

\[ f_1^{I,x}(x, \sigma, m) = \phi_1^{I,x}(x, \sigma, m) \]

\[ := \phi_{\text{mul}}(.; l' + 2 + s + 1) \circ \phi_{\text{clip}}(.; -C_l \log^2 \varepsilon^{-1}, -C_l \log^2 \varepsilon^{-1}) \circ (\phi_{\text{mul}}(x - m2^{-k_j}, \phi_{\text{rec}}(\sigma))). \]

by setting \( \varepsilon = \min \{ \sigma, \varepsilon_1 \} \) in Corollary F.8 for \( \phi_{\text{rec}}, \varepsilon = \varepsilon_1, C = \max \{ 2C + l + 1, \sigma_\varepsilon^{-1} \} \geq \max \{ |x| + m2^{-k_j}, \sigma_\varepsilon^{-1} \} \) in Lemma F.6 for the first \( \phi_{\text{mul}}, a = -C_l \log^2 (\varepsilon^{-1}), b = C_l \log^2 (\varepsilon^{-1}) \) in Lemma F.4 for \( \phi_{\text{clip}}, \varepsilon = \varepsilon_1, C = C_l \log^2 (2 \varepsilon^{-1}) \) in Lemma F.6 for the second \( \phi_{\text{mul}}. \) Note that \( \sigma_\varepsilon \simeq \sqrt{\varepsilon}. \) Then, using Lemmas F.1, F.4, F.6 and F.7 the size of the network is at most

\[
L = O(\log^2 \varepsilon_1^{-1} + \log^2 \varepsilon^{-1} + \log^2 C),
\]

\[
||W||_\infty = O(\log^3 \varepsilon_1^{-1} + \log^3 \varepsilon^{-1}),
\]

\[
S = O(\log^4 \varepsilon_1^{-1} + \log^4 \varepsilon^{-1} + \log^2 C),
\]

\[
B = O(\varepsilon_1^{-2} + C^2) + \log (\log \varepsilon^{-1}) \varepsilon^{-1}.
\]

(38)

Approximation error between \( f_1^{I,x}(x, \sigma, m) \) and \( \phi_1^{I,x}(x, \sigma', m') \) is bounded by

\[
\varepsilon_1 + O(\log \varepsilon^{-1}) (C_l \log^2 \varepsilon_1^{-1} \log \varepsilon^{-1} \cdot (\varepsilon_1 + \max \{ C + l + 2, \sigma_\varepsilon^{-1} \}^2 \cdot (\varepsilon_1 + \varepsilon_{\text{error}})(\varepsilon_1^{-2} + \varepsilon^{-2})))
\]

\[
= (\varepsilon_1 + \varepsilon_{\text{error}}) \left( \log (\log \varepsilon^{-1}) \varepsilon^{-1} + C^2 \right).
\]

\( f_2^{I,x}(x, \sigma, m) \) is also approximated in the same way, and therefore aggregating \( f_1^{I,x}(x, \sigma, m) \) and \( f_2^{I,x}(x, \sigma, m) \) (by using Lemma F.3) yields that \( f_3^{I,x}(x, \sigma, m) \) is approximated by \( \phi_2^{I,x}(x, \sigma', m') \) with the error up to an additive error of \( \varepsilon_1 + \varepsilon_{\text{error}} \left( \log (\log \varepsilon^{-1}) \varepsilon^{-1} + C^2 \right) \) using a neural network with the same size as that of (38).

Next, we consider \( f_4^{I}(x, m) \). Since \( 2^k x = O(C^2) \) and \( |j m - j m'| \leq O(C^2 \varepsilon_{\text{error}}) \), we approximate \( f_4^{I}(x, m) \) with a neural network \( \phi_4^{I}(x, m) \in \Phi(L, W, S, B) \), where \( L, ||W||_\infty, S, B \) are evaluated by Lemmas F.1 and F.6 (setting \( \varepsilon = \varepsilon_1, C = O(C^2) \)) as

\[
L = O(\log \varepsilon_1^{-1} + k \log C), \quad W = O(1), \quad S = O(\log \varepsilon_1^{-1} + k \log C), \quad B = O(C^{2k}).
\]

Approximation error between \( f_3^{I,x}(x, m) \) and \( \phi_3^{I,x}(m, m') \) is bounded as \( \varepsilon_1 + O(C^{2k}) \varepsilon_{\text{error}} \), using Lemma F.6.

The arguments for \( f_5^{I}(\sigma) \) and \( f_6(m) \) are just setting appropriate parameters in Lemma F.6 and Corollary F.8, respectively. For \( f_5^{I}(\sigma) \), there exists a neural network \( \phi_5^{I}(\sigma') \) with \( L = O(\log \varepsilon_1^{-1}), ||W||_\infty = 48l, S = O(\log \varepsilon_1^{-1}), B = 1 \) and the approximation error between \( f_5^{I}(\sigma) \) and \( \phi_5^{I}(\sigma') \) is bounded by \( \varepsilon_1 + \varepsilon_{\text{error}} \), by setting \( d = l'(\leq l), \varepsilon = \varepsilon_1 \) in Lemma F.6. For \( f_6(m) \), there exists a neural network \( \phi_6(m) \) with \( L = O(\log \varepsilon_1^{-1} + \log m_\varepsilon^{-1}), ||W||_\infty = O(\log \varepsilon_1^{-1} + \log m_\varepsilon^{-1}), S = \)
\[ O(\log^4 \varepsilon^{-1} + \log^4 m^{-1}) \leq B = O(\varepsilon^{-l-1} + m^{-l-1}) \] and the approximation error between \( f_0(m) \) and \( \phi_0(m') \) is bounded by \( \varepsilon_1 + (l+1)\varepsilon^{-l-2}\varepsilon_{\text{error}} + (l+1)m^{-l-2}\varepsilon_{\text{error}} \), by setting \( d = l + 1, \varepsilon = \min\{\varepsilon_1, m\} \) in Corollary F.8. Note that \( m \geq 1 \).

Therefore, Lemma F.6 with \( \varepsilon = \varepsilon_1 \) yields that there exists a neural network \( \phi_{TDB}^l(x, m, \sigma) \) such that

\[
L = O(\log^2 \varepsilon^{-1} + \log^2 \varepsilon^{-1} + \log^2 C + k),
\]

\[
\|W\|_{\infty} = O(\log^3 \varepsilon^{-1} + \log^3 \varepsilon^{-1}),
\]

\[
S = O(\log^4 \varepsilon^{-1} + \log^4 \varepsilon^{-1} + \log^2 C + k),
\]

\[
B = O(\varepsilon_1^{-l} + \log\varepsilon^{-1} + \log^2 k).
\]

where approximation error between \( f_{TDB}^l(x, m, \sigma) \) and \( \phi_{TDB}^l(x, m, \sigma') \) is bounded as

\[
\left| f_{TDB}^l(x, m, \sigma) - \phi_{TDB}^l(x, m, \sigma') \right| \leq (\varepsilon_1 + \varepsilon_{\text{error}}(\varepsilon_1^{-l-2} + C^l 2^{4kl})) \log(\log\varepsilon^{-1}) \varepsilon^{-1}.
\]

Finally, we sum up \( \phi_{TDB}^l(x, m, \sigma') \) multiplied by \( \frac{(-1)^{k-l}C_{l}^k}{\sqrt{2\pi} \varepsilon_{\text{error}} (l' \+ s \+ 2)} \) over \( (l', s) \), according to (37) and using Lemma F.3. Here, the coefficient is bounded by \( 2^{(k+1)l} \) and the total number of possible combinations \( (l', s) \) is bounded by \( O(lS) = O(\log\varepsilon^{-1}) \).

Then, approximation error for (37) is bounded as

\[
2^{(k+1)l}(\varepsilon_1 + \varepsilon_{\text{error}}(\varepsilon_1^{-l-2} + C^l 2^{4kl})) \log(\log\varepsilon^{-1}) \varepsilon^{-1}.
\]

In order to bound the terms related to \( \varepsilon_1 \) by \( O(\varepsilon) \), we take \( \varepsilon_1 = O(2^{-(k+1)l} \log\varepsilon^{-1} \varepsilon^{-1}) \). Then, the total approximation error is bounded by \( \tilde{O}(\varepsilon) + \varepsilon_{\text{error}}C^l 2^{4k(l+1)} \log(\log\varepsilon^{-1}) \varepsilon^{-1} \) and this is achieved by a neural network with

\[
L = O(\log^4 \varepsilon^{-1} + \log^2 C + k),
\]

\[
\|W\|_{\infty} = O(\log^6 \varepsilon^{-1}),
\]

\[
S = O(\log^8 \varepsilon^{-1} + \log^2 C + k),
\]

\[
B = O(\log^2 k) + \log(\log\varepsilon^{-1}) \varepsilon^{-1}.
\]

Finally, because

\[
\int_{\frac{-2\pi\sigma_t}{\varepsilon_{\text{error}}}}^{\frac{-2\pi\sigma_t}{\varepsilon_{\text{error}}} + \frac{2\pi}{\varepsilon_{\text{error}}}} \frac{1}{\sqrt{2\pi\sigma_t}} \frac{1}{\sqrt{2\pi\sigma_t}} \exp\left(\frac{-c^2 x^2}{2\sigma_t^2}\right) dy 
\]

\[
\leq \int \frac{1}{\sqrt{2\pi\sigma_t}} \frac{1}{\sqrt{2\pi\sigma_t}} \exp\left(\frac{-c^2 x^2}{2\sigma_t^2}\right) dy \leq C_f,
\]

we can clip \( \phi_{TDB}^l(x, \sigma) \) so that it is bounded by \( O(1) \).

We now approximate the (modified) tensor product diffused B-spline basis. The following is the formal version of Lemma 3.4. Without the term of \( \|y\|_{\infty} \leq C_{b,1} \), the statement matches that of Lemma 3.4. This network \( \phi_{\text{diff},b}^l(x, \varepsilon, C) \) corresponds to \( \phi_{\text{TDB}}^l(x, \varepsilon, C) \) in Lemma 3.4.

**Lemma B.3** (Approximation of the tensor-product diffused B-spline bases). Let \( k \in \mathbb{Z}_+, j \in \mathbb{Z}^d \), \( l \in \mathbb{Z}_+ \) with \( -C^2 k - l \leq j_i \leq C^2 k \) \((i = 1, 2, \cdots, d)\), \( 0 < \varepsilon < \frac{1}{2} \) and \( C > 0 \). There exists a neural network \( \phi_{\text{diff},b}^l(x, \varepsilon, C) \) \( \Phi(L, W, S, B) \) with

\[
L = O(\log^4 \varepsilon^{-1} + \log^2 C + k^2),
\]

\[
\|W\|_{\infty} = O(\log^6 \varepsilon^{-1} + \log^3 C + k^3),
\]

\[
S = O(\log^8 \varepsilon^{-1} + \log^4 C + k^4),
\]

\[
B = \exp\left(O(\log \varepsilon^{-1} \log \log \varepsilon^{-1} + \log C + k)\right),
\]
such that
\[
\left| \phi_{\text{diff},3}^{k,j}(x,t) - \frac{1}{\sigma_t^d} \int_{\mathbb{R}^d} \mathbb{I}[\|y\|_{\infty} \leq C_{b,1}] M_{k,j}^d(y) \exp \left( -\frac{\|x - my\|^2}{2\sigma_t^d} \right) dy \right| \leq \varepsilon
\]
holds for all \( x \in [-C,C]^d \).

Also, with the same conditions, there exists a neural network \( \phi_{\text{diff},4} \in \Phi(L,W,S,B) \) with the same bounds on \( L, \|W\|_{\infty}, S, B \) as above such that
\[
\left\| \phi_{\text{diff},4}^{k,j}(x,\sigma',m') - \frac{1}{\sigma_{t+1}^d} \int_{\mathbb{R}^d} \mathbb{I}[\|y\|_{\infty} \leq C_{b,1}] M_{k,j}^d(y) \exp \left( -\frac{\|x - my\|^2}{2\sigma_{t+1}^d} \right) dy \right\| \leq \varepsilon.
\]
holds for all \( x \in [-C,C]^d \).

Furthermore, we can choose these networks so that \( \|\phi_{\text{diff},3}\|_{\infty} \leq \|\phi_{\text{diff},4}\|_{\infty} = O(1) \) hold.

**Proof.** Here we only prove the first part, because the second part follows in the same way. We assume \( |\sigma' - \sigma|, |m' - m| \leq \varepsilon \).

From the discussion (33), we approximate
\[
\prod_{i=1}^d \left( \sum_{t=0}^{l+1} \frac{(-1)^t t+1 C_t}{t!} \int_{y_i \in a_i^t} \mathbb{I}[|y_i| \leq C_{b,1}] \mathbb{I}[0 \leq 2^k y_i - j_i \leq l+1] \times (2^k y_i - l' - j_i)_+ \exp \left( -\frac{(x_i - my_i)^2}{2\sigma_i^2} \right) dy_i \right).
\]
which is equal to \( D_{k,j}^d(x) \) within an additive error of \( O(\varepsilon) \), so we approximate (39). Here \( a_i^t = [\frac{x_i - \sigma_i C_1}{m_i} \sqrt{\log \frac{1}{\varepsilon}}, \frac{x_i}{m_i} + \frac{\sigma_i C_1}{m_i} \sqrt{\log \frac{1}{\varepsilon}}] \).

We let \( f_i(y_i; j_i, k, l') := \mathbb{I}[|y_i| \leq C_{b,1}] \mathbb{I}[0 \leq 2^k y_i - j_i \leq l+1] (2^k y_i - l' - j_i)_+ \exp \left( -\frac{(x_i - my_i)^2}{2\sigma_i^2} \right) dy_i \). First, \( \sum_{t=0}^{l+1} \frac{(-1)^t t+1 C_t}{t!} f_i(y_i; j_i, k, l') \) is approximated by \( \sum_{t=0}^{l+1} \frac{(-1)^t t+1 C_t}{t!} \phi_{\text{diff},1}^{j_i,t+1,l',k}(y_i, \sigma', m') \) (see Lemma F.3 for aggregation of the networks). Here, \( \tilde{J}_l \) and \( \tilde{J}_j \), are defined so that \( \tilde{J}_l \leq 2^k y_i \leq \tilde{J}_j \) holds.

Now we multiply \( \sum_{t=0}^{l+1} \frac{(-1)^t t+1 C_t}{t!} \tilde{J}_i^{j_i,t+1,l',k}(y_i, \sigma', m') \) over \( i = 1, 2, \cdots, d \) using \( \phi_{\text{mult}} \) to obtain the desired network \( \phi_{\text{diff},3}^{k,j} \). According to Lemma B.2 with \( \varepsilon = \varepsilon \) and Lemma F.6 with \( \varepsilon = \varepsilon \) and \( C = O(1) \) (because \( \|\phi_{\text{diff},1}^{j_i,t+1,l',k}\|_{\infty} = O(1) \)), there exists a neural network \( \phi_1(x, m', \sigma') \in \Phi(L,W,S,B) \) with
\[
L = O(\log^4 \varepsilon^{-1} + \log^2 C + k),
\]
\[
\|W\|_{\infty} = O(\log^6 \varepsilon^{-1}),
\]
\[
S = O(\log^8 \varepsilon^{-1} + \log^2 C + k),
\]
\[
B = O(C^d 2^{kl}) + \log^0(\log \varepsilon^{-1}) \varepsilon^{-1}
\]
and we can bound the approximation error between \( \phi_1(x, m', \sigma') \) and (39) with
\[
\hat{O}(\varepsilon) + \varepsilon_{\text{error}} C^{4l} 2^{k(4l+1)} \log^0(\log \varepsilon^{-1}) \varepsilon^{-1}.
\]

Now, we consider \( \phi_{\text{diff},3} = \phi_1(x, \phi_m(t), \phi_{\sigma}(t)) \). We apply Lemma B.1 with \( \varepsilon = C^{-4l} 2^{-k(4l+1)} \log^0(\log \varepsilon^{-1}) \varepsilon^{-1} \), so that
We can make the approximation for $t$ and has the following form:

$$L = O(\log^4 \varepsilon^{-1} + \log^2 C + k^2),$$

$$\|W\|_\infty = O(\log^6 \varepsilon^{-1} + \log^3 C + k^2),$$

$$S = O(\log^8 \varepsilon^{-1} + \log^4 C + k^4),$$

$$B = \exp \left( O(\log \varepsilon^{-1} \log \log \varepsilon^{-1} + \log C + k) \right).$$

Now, adjusting $\varepsilon$ to replace $\tilde{\varepsilon}(\varepsilon)$ by $\varepsilon$ yields the first assertion.

We can make $\|\phi_{\text{dif},3}\|_\infty \leq 1$, because $\int_{\mathbb{R}^d} \frac{1}{\sigma^4(2\pi^2)^d} \|y\|_\infty \leq C_{\text{dif}} M^d_{\text{dif}}(y) \exp \left( -\frac{\|x-my\|^2}{2\sigma^2} \right) dy = O(1).$

\[ \square \]

### B.3. Approximation error bound: based on $p_0$

Now we put all together and derive Theorem 3.1. Throughout this and the next subsections, we take $N \gg 1$, $T_1 = T = \text{poly}(N^{-1})$ and $T_2 = T = O(\log N)$. Moreover, we let $T_2 = N^{-2(\delta-1)/d}$, $T_3 = 2T_2$, $T_4 = 3T_2$. This subsection considers the approximation for $t \in [T_1, T_2]$.

We begin with the following lemma, which gives the basis decomposition of the Besov functions.

**Lemma B.4 (Basis decomposition).** Under $N \gg 1$, Assumptions 2.4, 2.5, 2.6 with $a_0 = N^{-(1-\delta)/d}$, there exists $f_N$ that satisfies

$$\|p_0 - f_N\|_{L^2([-1,1]^d)} \lesssim N^{-s/d},$$

$$\|p_0 - f_N\|_{L^2([-1,1]^d \setminus [-1+N^{-(1-\delta)/d},1-N^{-(1-\delta)/d}]^d)} \lesssim N^{-(3s+2)/d},$$

and $f_N(x) = 0$ for all $x$ with $\|x\|_\infty \geq 1$, and has the following form:

$$f_N(x) = \sum_{i=1}^N \alpha_i \mathbb{1}_{\|x\|_\infty \leq 1} M^d_{k,i}(x) + \sum_{i=N+1}^{3N} \alpha_i \mathbb{1}_{\|x\|_\infty \leq 1 - N^{-(1-\delta)/d}} M^d_{k,i}(x), \tag{41}$$

where $-2^{(k)_{m}} - l \leq (j_i)_m \leq 2^{(k)_{m}}$ ($i = 1, 2, \ldots, N$, $m = 1, 2, \ldots, d$), $|k| \leq K^* = (O(1) + \log N)\nu^{-1} + O(d^{-1} \log N)$ for $\delta = d(1/p - 1/r)_+$ and $\nu = (2s - \delta)/2\delta$. Moreover, $|\alpha_i| \lesssim N^{(\nu^{-1} + d^{-1})(d/p - s)_+}$.

**Proof.** Because $p_0 \in C^{3s+2}([-1,1]^d \setminus [-1+N^{-(1-\delta)/d},1-N^{-(1-\delta)/d}]^d)$, according to Lemma F.11, we have $f_1$ such that

$$\|p_0 - f_1\|_{L^2([-1,1]^d \setminus [-1+N^{-(1-\delta)/d},1-N^{-(1-\delta)/d}]^d)} \lesssim N^{-(3s+2)/d},$$

and has the following form:

$$f_1(x) = \sum_{i=1}^N \alpha_i M^d_{k,i}(x),$$

where $-2^{(k)_{m}} - l \leq (j_i)_m \leq 2^{(k)_{m}}$ ($i = 1, 2, \ldots, N$, $m = 1, 2, \ldots, d$), $|k| \leq K^* = (O(1) + \log N)\nu^{-1} + O(d^{-1} \log N)$ for $\delta = d(1/p - 1/r)_+$ and $\nu = (2s - \delta)/2\delta$. Moreover, $|\alpha_1| \lesssim N^{(\nu^{-1} + d^{-1})(d/p - 2s)_+}$.

Next let us approximate $f$ in $[-1,1]^d$. Because $\|p_0\|_{B^{p,q}_{\nu}} \lesssim 1$, we have $f_2$ such that

$$\|p_0 - f_2\|_{L^2([-1,1]^d)} \lesssim N^{-s/d},$$

and has the following form:

$$f_2(x) = \sum_{i=N+1}^{2N} \alpha_i M^d_{k,i}(x),$$

and has the following form:

$$f_2(x) = \sum_{i=N+1}^{2N} \alpha_i M^d_{k,i}(x),$$

and has the following form:
where $-2^{(k_j)} - l \leq (j_i)_j \leq 2^{(k_j)}$ ($i = 1, 2, \cdots, N$, $j = 1, 2, \cdots, d$), $|k| \leq K^* = (\mathcal{O}(1) + \log N)\nu^{-1} + \mathcal{O}(d^{-1} \log N)$ for $\delta = d(1/p - 1/r)_+$ and $\nu = (s - \delta)/(2\delta)$. Moreover, $|a_{0,i}| \leq N^{(s^{-1} + d^{-1})(d/p - s)}$.

Therefore,

\[
\mathbb{I}[\|x\|_\infty \leq 1] f_1(x) - \mathbb{I}[\|x\|_\infty \leq 1 - N^{-(1-\delta)/d}] f_1(x) + \mathbb{I}[\|x\|_\infty \leq 1 - N^{-(1-\delta)/d}] f_2(x)
= \sum_{i=1}^N \alpha_i M_{k_i,j_i}(x) - \sum_{i=1}^N \alpha_i \mathbb{I}[\|x\|_\infty \leq 1 - N^{-(1-\delta)/d}] M_{k_i,j_i}(x) + \sum_{i=N+1}^{2N} \alpha_i \mathbb{I}[\|x\|_\infty \leq 1 - N^{-(1-\delta)/d}] M_{k_i,j_i}(x)
\]

holds and reindexing the bases gives the result.

The following lemma gives neural network that approximates $\nabla \log p_t(x)$ in $[T_1, T_4]$.

**Lemma B.5** (Approximation of score function for $T_1 \leq t \leq T_4$). There exists a neural network $\phi_{\text{score},1} \in \Phi(L, W, S, B)$ that satisfies

\[
\int p_t(x) \|\phi_{\text{score},1}(x, t) - \nabla \log p_t(x)\|^2 dx \leq \frac{N^{-2s/d} \log N}{\sigma_t^2}
\]

(42)

Here, $L, \|W\|_\infty, S, B$ is evaluated as

\[
L = \mathcal{O}(\log^4 N), \quad \|W\|_\infty = \mathcal{O}(N \log^6 N), \quad S = \mathcal{O}(N \log^8 N), \quad \text{and } B = \exp(\mathcal{O}(\log N \cdot \log \log N)).
\]

**Proof.** Before we proceed to the main part of the proof, we limit the discussion into the bounded region. According to Lemma A.4, we have that

\[
\int_{\|x\|_\infty \geq m_t + \mathcal{O}(1)\sigma_t \sqrt{\log N}} p_t(x) \|s(x, t) - \nabla \log p_t(x)\|^2 dx \leq \frac{\mathcal{T}}{N^{(2s+1)/d}} (1 + \|s(\cdot, t)\|_\infty^2),
\]

(43)

with a sufficiently large hidden constant in $\mathcal{O}(1)$. Because $\|\nabla \log p_t(x)\|$ is bounded with $\frac{\log N}{\sigma_t}$ in $\|x\|_\infty \geq m_t + \mathcal{O}(1)\sigma_t \sqrt{\log N}$ due to Lemma A.3, $s$ can be taken so that $\|s(\cdot, t)\|_\infty \leq \frac{\log N}{\sigma_t}$ and therefore (43) is bounded by $\frac{\mathcal{T}}{N^{(2s+1)/d}} \cdot \frac{\log N}{\sigma_t} = N^{-(2s+1)/d} \log N$, which is smaller than the upper bound of (42). Thus, we can focus on the approximation of the score $\nabla \log p_t(x)$ within $\|x\|_\infty \leq m_t + \mathcal{O}(1)\sigma_t \sqrt{\log N} = \mathcal{O}(1)$. Moreover, we can also exclude the case where $p_t(x) \leq N^{-(2s+1)/d}$, because Lemma A.4 can bound the error

\[
\int_{\|x\|_\infty \leq m_t + \mathcal{O}(1)\sigma_t \sqrt{\log N}} p_t(x) \mathbb{I}[p_t(x) \leq \varepsilon] \|s(x, t) - \nabla \log p_t(x)\|^2 dx \leq \frac{\varepsilon}{\sigma_t^2} \frac{\log^2}{\sigma_t^2} N^{-1} \mathcal{T}^{-1} + \varepsilon \|s(x, t)\|_\infty \leq \varepsilon \frac{\log^2}{\sigma_t^2} N^{-1} \mathcal{T}^{-1} + \varepsilon \log N, \quad (44)
\]

and setting $\varepsilon = N^{-(2s+1)/d}$ makes (44) smaller than the bound (42).

Thus, in the following, we consider $x$ such that $\|x\|_\infty \leq m_t + \mathcal{O}(1)\sigma_t \sqrt{\log N} = \mathcal{O}(1)$ and $p_t(x) \geq N^{-(2s+1)/d}$ holds. In this case, we have $|\nabla \log p_t(x)| \leq \frac{\log N}{\sigma_t}$. The construction is straightforward. Based on (41) of Lemma B.4, we let

\[
p_t(x) = \int \frac{1}{\sigma_t^2(2\pi)^{d/2}} p_0(y) \exp \left(-\frac{\|x - my\|^2}{2\sigma_t^2}\right) dy \approx \int \frac{1}{\sigma_t^2(2\pi)^{d/2}} f_N(y) \exp \left(-\frac{\|x - my\|^2}{2\sigma_t^2}\right) dy
= \sum_{i=1}^N \alpha_i E_{k_i,j_i}(x, t) =: \hat{f}_1(x, t),
\]

\[
f_1(x, t) := \hat{f}_1(x, t) \vee N^{-(2s+1)/d},
\]

29
we consider the approximation of $f$ because in Lemma F.7 and for $\varepsilon$ we let
\[\sum_{i=1}^{N} \alpha_i E^{(2)}_{k_i,j_i}(x, t) =: f_2(x, t),\]
and
\[\sigma_t \nabla p_t(x) = \int \frac{x - m_t y}{\sigma_t^{d+1}(2\pi)^{d/2}} p_0(y) \exp \left(-\frac{\|x - m_t y\|^2}{2\sigma_t^2}\right) dy \equiv \int \frac{x - m_t y}{\sigma_t^{d+1}(2\pi)^{d/2}} f_N(y) \exp \left(-\frac{\|x - m_t y\|^2}{2\sigma_t^2}\right) dy\]
so that $\alpha_i$, $E^{(1)}_{k_i,j_i}(x, t)$ and $E^{(2)}_{k_i,j_i}(x, t)$ correspond to the basis decomposition in Lemma B.4. Thus, $|\alpha_i| \lesssim N^{(v-1+d^{-1})(d/p-s)_+}$ and $|k_i| = O(\log N)$. We remark that $C_{b,1}$ is set to be $1$ or $1 - N^{-(1-\delta)/d}$ in (31) and (32). We approximate $E^{(1)}_{k_i,j_i}$ and $E^{(2)}_{k_i,j_i}$ by $\phi_{\text{diff},3}$ and $\phi_{\text{diff},4}$ in Lemma B.3, by setting $\varepsilon = \varepsilon_1$ and $C = m_t + O(1)\sigma t \sqrt{\log N} = O(1)$ (because $\sigma_t \leq \sigma_T \lesssim \log^{-2} N$), where $\varepsilon_1 = \text{poly}(N^{-1})$ is a scalar value adjusted below. Then we sum up these sub-networks using Lemma F.3 and obtain neural networks $\phi_{\text{diff},5}(x, t)$ and $\phi_{\text{diff},6}(x, t)$ that approximate $f_1(x, t)$ and $f_2(x, t)$, respectively.

Because we can decompose the error as
\[
\int_{\|x\|_{\infty} \leq m_t + O(1)\sigma_t \sqrt{\log N}} p_t(x) \mathbb{I}\{p_t(x) \geq N^{-\alpha_{\text{rec}}+1}\} \|\hat{s}(x, t) - \nabla \log p_t(x)\|^2 dx
\]
\[
\lesssim \int_{\|x\|_{\infty} \leq m_t + O(1)\sigma_t \sqrt{\log N}} \mathbb{I}\{p_t(x) \geq N^{-\alpha_{\text{rec}}+1}\} p_t(x) \left\|\frac{f_3(x, t)}{\sigma_t} - \frac{f_3(x, t)}{\sigma_t}\right\|^2 dx
\]
\[
+ \int_{\|x\|_{\infty} \leq m_t + O(1)\sigma_t \sqrt{\log N}} \mathbb{I}\{p_t(x) \geq N^{-\alpha_{\text{rec}}+1}\} p_t(x) \left\|\frac{f_3(x, t)}{\sigma_t} - \nabla \log p_t(x)\right\|^2 dx,
\]
we consider the approximation of $\frac{f_3(x, t)}{\sigma_t}$ for the moment, instead of $\nabla \log p_t(x) = \frac{\nabla p_t(x)}{p_t(x)}$, and bound (45). From the construction of the networks, we have the following bounds:
\[
|f_1(x, t) - \phi_{\text{diff},5}(x, t)| \lesssim N \cdot \max |\alpha_i| \cdot \varepsilon_1,
\]
\[
\left\|f_3(x, t) - \phi_{\text{diff},6}(x, t)\right\| \lesssim N \cdot \max |\alpha_i| \cdot \varepsilon_1.
\]
for all $x$ with $\|x\|_{\infty} \leq m_t + O(1)\sigma_t \sqrt{\log N} = O(1)$. Note that $\max |\alpha_i|$ is bounded by $N^{v^{-1}d^{-1}(d/p-s)_+}$. Thus, we take $\varepsilon_1 \lesssim N^{-1} \cdot N^{(v-1+d^{-1})(d/p-s)_+} \cdot N^{-\alpha_{\text{rec}}+1}$ so that (47) and (48) are bounded by $N^{-\alpha_{\text{rec}}+2}$ in Lemma F.6.

Then we define $\phi_{\text{diff},7}$ as
\[
[\phi_{\text{diff},7}(x, t)]_i := \phi_{\text{clip}}(\phi_{\text{mult}}(\phi_{\text{rec}}(\phi_{\text{clip}}(\phi_{\text{diff},5}(x, t); N^{-(2s+1)/d}, O(1))), [\phi_{\text{diff},6}(x, t)]_i); -O(\log^2 N), O(\log^2 N)).
\]
to approximate $\sigma_t \nabla \log p_t(x)$. Here we used the boundedness of $p_t(x)$ with $N^{(v-1+d^{-1})(d/p-s)_+}$ to clip $\phi_{\text{diff},5}(x, t)$ and the boundedness of $\sigma_t \nabla \log p_t(x)$ with $[-O(\log^2 N), O(\log^2 N)]$ to clip the whole output. For $\phi_{\text{rec}}$ we let $\varepsilon = N^{-(3s+1)/d}$ in Lemma F.7 and for $\phi_{\text{mult}}$ we let $\varepsilon = N^{-s/d}$ and $C = N^{(2s+1)/d}$. Then,
\[
\left\|\phi_{\text{diff},7}(x, t) - f_3(x, t)\right\| = \left\|\phi_{\text{diff},7}(x, t) - f_2(x, t) \right\| + \left\|f_2(x, t) - f_1(x, t)\right\| \lesssim N^{-s/d} + N^{(2s+1)/d} \cdot N^{(3s+1)/d} |f_1(x, t) - \phi_{\text{diff},5}(x, t)| + \|f_2(x, t) - \phi_{\text{diff},6}(x, t)\|
\]
\[
\lesssim N^{-s/d} + N^{(8s+3)/d} |f_1(x, t) - \phi_{\text{diff},5}(x, t)| + N^{(2s+1)/d} \cdot \|f_2(x, t) - \phi_{\text{diff},6}(x, t)\|.
\]
Applying (47) $\leq N^{-\alpha_{\text{rec}}+2}$ and (48) $\leq N^{-\alpha_{\text{rec}}+3}$ yields that (49) $\leq N^{-\alpha_{\text{rec}}+2}$. Finally, we let
\[
\phi_{\text{score},1}(x, t) := \phi_{\text{mult}}(\phi_{\text{diff},7}(x, t), \phi_{\sigma}(t)).
\]
By setting $\varepsilon = N^{-s/d}$ and $C \simeq \max\{\log^{\frac{1}{2}} N, \sigma \}$ in Lemma F.6 for $\phi_{mult}$ and $\varepsilon = N^{-s/d}/\text{poly}(N)$ in Lemma B.1 for $\phi_{\sigma}$. Then,

$$\left\| \phi_{\text{score}, 1}(x, t) - \frac{f_3(x, t)}{\sigma_t} \right\| \lesssim N^{-s/d} + \text{poly}(N) \cdot N^{-s/d}/\text{poly}(N) \lesssim N^{-s/d},$$

which yields

$$
(45) = \int_{\| x \|_{\infty} \leq m_t + O(1)\sigma_t \sqrt{\log N}} 1_{[p_t(x) \geq N^{-2s+1}] } |p_t(x) - \phi_{\text{score}, 1}(x, t) - \frac{f_3(x, t)}{\sigma_t} |^2 \, dx \lesssim N^{-2s/d}.
$$

The structure of $\phi_{\text{diff}, \sigma}$ and $\phi_{\text{score}, 1}$ are evaluated as

$$L = \mathcal{O}(\log^4 N), \quad \| W \|_{\infty} = \mathcal{O}(N \log^6 N), \quad S = \mathcal{O}(N \log^8 N), \quad \text{and} \quad B = \exp(\log N \cdot \log \log N).$$

Here we used $|k_t| = \mathcal{O}(\log N)$ and $C = \mathcal{O}(1)$.

We move to the error analysis between $\frac{f_3(x, t)}{\sigma_t}$ and $\nabla \log p_t(x)$ to bound (46). Remind that we consider $x$ such that $\| x \|_{\infty} \leq m_t + O(1)\sigma_t \sqrt{\log N} = \mathcal{O}(1)$ and $p_t(x) \geq N^{-2s+1/d}$ holds. In this case, we have $\| \nabla \log p_t(x) \| \lesssim \frac{\log^{\frac{1}{2}} N}{\sigma_t}$. First, we consider the case $x \in [-m_t, m_t]^d$. Since $p_t(x)$ is lower bounded by $C^{-1}_N$ according to Lemma A.2, as long as $|f_1(x, t) - p_t(x)| \leq C^{-1}_N/2$, we can say that the approximation error is bounded by $\lesssim |f_1(x, t) - p_t(x)| + \| f_2(x, t) - \sigma_t \nabla p_t(x) \|$. On the other hand, if $|f_1(x, t) - p_t(x)| \geq C^{-1}_N/2$, we no longer have such bound, but this time we can use the fact that $\frac{f_2(x, t)}{f_1(x, t)}$ and $\sigma_t \frac{\nabla p_t(x)}{p_t(x)}$ is bounded by $\log^{\frac{1}{2}} N$. Therefore, when $x \in [-m_t, m_t]^d$, we can bound the approximation error as

$$\left\| f_3(x, t) - \sigma_t \frac{\nabla p_t(x)}{p_t(x)} \right\| \lesssim \left\| \frac{f_2(x, t)}{f_1(x, t)} - \sigma_t \frac{\nabla p_t(x)}{p_t(x)} \right\| \lesssim \log^{\frac{1}{2}} N (|f_1(x, t) - p_t(x)| + \| f_2(x, t) - \sigma_t \nabla p_t(x) \|).$$

Next, we consider the case when $x \in [-m_t - O(1)\sigma_t \sqrt{\log N}, m_t + O(1)\sigma_t \sqrt{\log N}]^d \setminus [-m_t, m_t]^d$. Then, we have that

$$\left\| f_3(x, t) - \sigma_t \frac{\nabla p_t(x)}{p_t(x)} \right\| \lesssim \left\| \frac{f_2(x, t)}{f_1(x, t)} - \sigma_t \frac{\nabla p_t(x)}{p_t(x)} \right\| \lesssim \left\| \frac{f_2(x, t) - \sigma_t \nabla p_t(x)}{f_1(x, t)} \right\| + \left\| \sigma_t \nabla p_t(x) \right\| \left\| \frac{1}{f_1(x, t)} - \frac{1}{p_t(x)} \right\|. \quad (50)$$

The first term is bounded by $N^{(2s+1)/d} \| f_2(x, t) (x, t) - \sigma_t \nabla p_t(x) \|$ because we focus on the case $p_t(x) \geq N^{-2s+1/d}$. For the second term, because $\| \nabla \log p_t(x) \| = \left\| \sigma_t \frac{\nabla p_t(x)}{p_t(x)} \right\| \lesssim \frac{\log^{\frac{1}{2}} N}{\sigma_t}$, we have $\| \sigma_t \nabla p_t(x) \| \lesssim p_t(x) \log^{\frac{1}{2}} N$. By using this, we can bound the second term as

$$\left\| \sigma_t \nabla p_t(x) \right\| \frac{1}{f_1(x, t)} - \frac{1}{p_t(x)} \lesssim \log^{\frac{1}{2}} \left\| p_t(x) - f_1(x, t) \right\| \lesssim \log^{\frac{1}{2}} N \left\| p_t(x) - f_1(x, t) \right\| \lesssim \log^{\frac{1}{2}} N \left\| p_t(x) - f_1(x, t) \right\| \lesssim N^{-2s+1/d} \log^{\frac{1}{2}} N \left\| \phi_{\text{diff}, 5}(x, t) - p_t(x) \right\| + \| \phi_{\text{diff}, 6}(x, t) - \sigma_t \nabla p_t(x) \|,$$

where we used $f_1(x, t) \geq N^{-2s+1/d}$. Thus, for $x \in [-m_t - O(1)\sigma_t \sqrt{\log N}, m_t + O(1)\sigma_t \sqrt{\log N}]^d \setminus [-m_t, m_t]^d$ and $p_t(x) \geq N^{-2s+1/d}$, (50) is bounded by

$$\left\| \phi_{\text{diff}, \sigma}(x, t) - \frac{\sigma_t \nabla p_t(x)}{p_t(x)} \right\| \lesssim N^{-2s+1/d} \log^{\frac{1}{2}} N \left\| \phi_{\text{diff}, 5}(x, t) - p_t(x) \right\| + \| \phi_{\text{diff}, 6}(x, t) - \sigma_t \nabla p_t(x) \|.$$
We consider the \( L^2(p_t) \) loss of (51). First, we consider the case of \( \|x\|_\infty \leq m_t \).

\[
\int_{\|x\|_\infty \leq m_t} p_t(x) \left\| \frac{f_2(x, t)}{\sigma_t f_1(x, t)} - \nabla p_t(x) \right\|^2 \, dx \\
\lesssim \int_{\|x\|_\infty \leq m_t} (|f_1(x, t) - p_t(x)|^2 + |f_2(x, t) - \sigma_t \nabla p_t(x)|^2) \log N/\sigma_t^2 \, dx \quad \text{(we used (51) and } p_t(x) = O(1) \text{ by Lemma A.2.)}
\]

\[
\lesssim \int_{\|x\|_\infty \leq m_t} \left( \left| \int \frac{1}{\sigma_t^d (2\pi)^{d/2}} p_0(y) \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) \, dy \right| \right)^2 \left\| \int \frac{1}{\sigma_t^{d+1} (2\pi)^{d/2}} f_N(y) \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) \, dy \right\|^2 \log N/\sigma_t^2 \, dx \\
\lesssim \log N/\sigma_t^2 \cdot \int_{\|x\|_\infty \leq m_t} \int \frac{1}{\sigma_t^d (2\pi)^{d/2}} \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) |p_0(y) - f_N(y)|^2 \, dy \, dx \\
+ \log N/\sigma_t^2 \cdot \int_{\|x\|_\infty \leq m_t} \int \frac{\|x - m_t y\|}{\sigma_t^{d+1} (2\pi)^{d/2}} \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) |p_0(y) - f_N(y)|^2 \, dy \, dx \\
= \log N/\sigma_t^2 \cdot \int_{\|x\|_\infty \leq m_t} \int \frac{1}{\sigma_t^d (2\pi)^{d/2}} \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) |p_0(y) - f_N(y)|^2 \, dx \, dy \\
+ \log N/\sigma_t^2 \cdot \int_{\|x\|_\infty \leq m_t} \int \frac{\|x - m_t y\|}{\sigma_t^{d+1} (2\pi)^{d/2}} \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) |p_0(y) - f_N(y)|^2 \, dx \, dy \\
\lesssim \log N/\sigma_t^2 \cdot \int |p_0(y) - f_N(y)|^2 \, dy + \log N/\sigma_t^2 \cdot \int |p_0(y) - f_N(y)|^2 \, dy \lesssim \log N/\sigma_t^2 \cdot N^{-2s/d}.
\]

For the third inequality, we used Jensen’s inequality. For the second last inequality, we used the construction of \( f_N \) and Lemma B.4.

We then consider the case of \( x \in [-m_t - O(1)\sigma_t \sqrt{\log N}, m_t + O(1)\sigma_t \sqrt{\log N}]^d \setminus [-m_t, m_t]^d \). Most of the part is the
same as previously.

\[
\int_{m_t \leq \|x\| \leq m_t + O(1)\sigma_t \sqrt{\log N}} p_t(x) \mathbb{I}[p_t(x) \geq N^{-\frac{2+s}{4}}] \left\| \frac{f_t(x,t) - \frac{\nabla p_t(x)}{p_t(x)}}{\sigma_t f_t(x,t)} \right\|^2 dx \\
\lesssim \int_{m_t \leq \|x\| \leq m_t + O(1)\sigma_t \sqrt{\log N}} \left( \int \frac{1}{\sigma_t^2(2\pi)^{\frac{d}{2}}} p_0(y) \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) dy - \int \frac{1}{\sigma_t^2(2\pi)^{\frac{d}{2}}} f_N(y) \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) dy \right)^2 N^{\frac{4+s}{2}} \log N/\sigma_t^2 dx \\
+ \left( \int \frac{x-m_t y}{\sigma_t^{d+1}(2\pi)^{\frac{d}{2}}} p_0(y) \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) dy - \int \frac{x-m_t y}{\sigma_t^{d+1}(2\pi)^{\frac{d}{2}}} f_N(y) \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) dy \right)^2 N^{\frac{4+s}{2}} \log N/\sigma_t^2 dx \\
\lesssim N^{\frac{4+s}{2}} \log N/\sigma_t^2 \cdot \int_{m_t \leq \|x\| \leq m_t + O(1)\sigma_t \sqrt{\log N}} \int \frac{1}{\sigma_t^2(2\pi)^{\frac{d}{2}}} \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) p_0(y) - f_N(y) dy dx \\
+ N^{\frac{4+s}{2}} \log N/\sigma_t^2 \cdot \int_{m_t \leq \|x\| \leq m_t + O(1)\sigma_t \sqrt{\log N}} \int \frac{x-m_t y}{\sigma_t^{d+1}(2\pi)^{\frac{d}{2}}} \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) p_0(y) - f_N(y) dy dx \\
\lesssim N^{\frac{4+s}{2}} \log N/\sigma_t^2 \\
\int_{m_t \leq \|x\| \leq m_t + O(1)\sigma_t \sqrt{\log N}} \int \frac{1}{\sigma_t^2(2\pi)^{\frac{d}{2}}} \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) |p_0(y) - f_N(y)|^2 dy dx \\
+ N^{\frac{4+s}{2}} \log N/\sigma_t^2 \\
\lesssim N^{\frac{4+s}{2}} \log N/\sigma_t^2 \int_{m_t \leq \|x\| \leq m_t + O(1)\sigma_t \sqrt{\log N}} \int \frac{1}{\sigma_t^2(2\pi)^{\frac{d}{2}}} \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) |p_0(y) - f_N(y)|^2 dy dx \\
+ N^{\frac{4+s}{2}} \log N/\sigma_t^2 \\
\lesssim N^{\frac{4+s}{2}} \log N/\sigma_t^2 \cdot N^{-\frac{6+s}{4}} + N^{\frac{4+s}{2}} \log N/\sigma_t^2 \lesssim N^{-\frac{s}{4}} \log N/\sigma_t^2,
\]

For the third inequality, we used Jensen’s inequality. Here, we note that if \((x,y)\) satisfies \(m_t \leq \|x\| \leq m_t + O(1)\sigma_t \sqrt{\log N} = O(1)\) and \(\|\frac{x-m_t}{m_t} - y\| \leq O(1)\sigma_t \sqrt{\log N}\), then we have that \(1 - O(1)\sigma_t \sqrt{\log N} \leq \|y\| \leq 1 + O(1)\sqrt{t}\). Because we are considering the time \(t \leq T_4 = 3N^{-\frac{2+s}{4}}\), \(O(1)\sqrt{t} \lesssim N^{-\frac{1+s}{4}}\) holds for sufficiently large \(N\). Therefore, (52) is further bounded by

(52)

\[
\lesssim N^{\frac{4+s}{2}} \log^2 N/\sigma_t^2 \int_{1-N^{-\frac{1+s}{4}} \leq \|y\| \leq 1+N^{-\frac{1+s}{4}}} \frac{1}{\sigma_t^2(2\pi)^{\frac{d}{2}}} \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) |p_0(y) - f_N(y)|^2 dy dx \\
+ N^{\frac{4+s}{2}} \log N/\sigma_t^2 \\
= N^{\frac{4+s}{2}} \log^2 N/\sigma_t^2 \int_{1-N^{-\frac{1+s}{4}} \leq \|y\| \leq 1+N^{-\frac{1+s}{4}}} \frac{1}{\sigma_t^2(2\pi)^{\frac{d}{2}}} \exp \left( -\frac{\|x-m_t y\|^2}{2\sigma_t^2} \right) |p_0(y) - f_N(y)|^2 dy dx \\
+ N^{\frac{4+s}{2}} \log N/\sigma_t^2 \\
\lesssim N^{\frac{4+s}{2}} \log^2 N/\sigma_t^2 \cdot N^{-\frac{6+s}{4}} + N^{\frac{4+s}{2}} \log N/\sigma_t^2 \lesssim N^{-\frac{s}{4}} \log N/\sigma_t^2,
\]

where we used the construction of \(f_N\) and Lemma B.4 for the second last inequality. Now we successfully bounded (46) and the conclusion follows. □
B.4. Approximation error bound: using the induced smoothness

We then consider the approximation for \( t \geq T_3 = N^{-(2-\delta)/d} \). This can be proved by considering diffusion process starting at \( t = t_\star > 0 \). We begin with the following lemma.

**Lemma B.6** (Basis decomposition of \( p_t \) at \( t = t_\star \)). If \( N, N' \gg 1 \) and \( N' \geq t_\star^{-\frac{d}{2}} N^{\frac{\delta}{2}} \), there exists \( f_{N'} \) such that

\[
\|p_{t_\star} - f_{N'}\|_{L^2(\mathbb{R}^d)} \lesssim N^{-(3s+5)/d},
\]

\( f_{N'}(x) = 0 \) for \( x \) with \( \|x\|_\infty \gtrsim \mathcal{O}(\sqrt{\log N}) \), and has the following form:

\[
f_{N}(x) = \sum_{i=1}^{N'} \mathbb{1}[\|x\|_\infty \lesssim \mathcal{O}(\sqrt{\log N})] M_{k_i, j_i}^d(x),
\]

where \(-\sqrt{\log N}2^{(k_i)m} - l \lesssim (j_i)t \lesssim \sqrt{\log N}2^{(k_i)m} (i = 1, 2, \ldots, N, m = 1, 2, \ldots, d) \), \( k_i \|_\infty \leq K = \mathcal{O}(d^{-1} \log N) \) and \( |\alpha_i| \lesssim N^{(3s+6)(2-\delta)/d} \).

**Proof.** Let \( \alpha = 2\frac{(3s+6)}{d} + 1 \). According to Lemma A.3, for any \( x \), we have

\[
\|\partial_{x_{i_1}} \partial_{x_{i_2}} \cdots \partial_{x_{i_p}} p_{T_\star}(x)\| \leq C_{p_\star} \sigma_{T_\star}^{-\alpha}.
\]

Because all derivatives up to order \( \alpha \) is bounded by \( \sigma_{T_\star}^{-\alpha} \leq t_\star^{-\frac{\alpha}{2}} \leq 1 \), \( \frac{p_{T_\star}(x)}{t_\star^{-\frac{\alpha}{2}}} \) belongs to \( \mathcal{W}_4^\infty \) and its norm in \( \mathcal{W}_4^\infty \) is bounded by a constant depending on \( \alpha \), and hence to \( B_{\infty, \infty}^{\alpha} \). Therefore, according to Lemma F.11, there exists a basis decomposition with the order of the B-spline basis \( t = \alpha + 2 \):

\[
f_{N'}(x) = (t_\star^{-\frac{\alpha}{2}} \vee 1) \sum_{i=1}^{N'} \alpha_i M_{k_i, j_i}^d(x).
\]

such that

\[
\|p_{t_\star} - f_{N'}\|_{L^2(\mathcal{O}(\sqrt{\log N}), \mathcal{O}(\sqrt{\log N})^\alpha)} \lesssim (\sqrt{\log N})^\alpha N'^{-\alpha/2} t_\star^{-\frac{\alpha}{2}} = (\sqrt{\log N})^\alpha N'^{-\alpha/2d} = (\sqrt{\log N})^\alpha N^{-(3s+6)/d} \lesssim N^{-(3s+5)/d},
\]

where \(-\sqrt{\log N}2^{(k_i)m} - l \leq (j_i)t \leq \sqrt{\log N}2^{(k_i)m} (i = 1, 2, \ldots, N, m = 1, 2, \ldots, d) \), \( k_i \|_\infty \leq K = \mathcal{O}(d^{-1} \log N) \), and \( |\alpha_i| \leq 1 \). Also, Lemma A.4 with \( \varepsilon = N'^{-\frac{6+\delta}{d} - \alpha} \) and \( m_{t_\star} + \mathcal{O}(1) \sigma_{t_\star} \sqrt{\log N} \leq \sqrt{\log N} \) guarantees that \( \|p_{T_\star} - f_N\|_{L^2(\mathcal{O}(\sqrt{\log N}), \mathcal{O}(\sqrt{\log N})^\alpha)} \lesssim N^{-(3s+5)/d} \). Therefore, by resetting \( \alpha_i \leftarrow (t_\star^{-\frac{\alpha}{2}} \vee 1) \alpha_i \), the assertion holds. (\( \alpha_i \) is then bounded by \( T_\star^{-\frac{\alpha}{2}} \).) \( \square \)

Lemma B.6 gives a concrete construction of the neural network for \( T_3 \leq t \leq T_5 \).

**Lemma B.7** (Approximation of score function for \( T_3 \leq t \leq T_5 \); Lemma 3.6). Let \( N \gg 1 \) and \( N' \geq t_\star^{-d/2} N^{\delta/2} \). Suppose \( t_\star \geq N^{-(2-\delta)/d} \). Then there exists a neural network \( \phi_{\text{score, 2}} \in \Phi(L, W, S, B) \) that satisfies

\[
\int_x p_t(x) \|\phi_{\text{score, 2}}(x, t) - s(x, t)\|^2 \, dx \lesssim \frac{N^{-\frac{2\delta+11}{d}}}{\sigma_t^2},
\]

for \( x \in [2t_\star, T] \). Specifically, \( L = \mathcal{O}(\log^4(N)) \), \( \|W\|_\infty = \mathcal{O}(N) \), \( S = \mathcal{O}(N') \), and \( B = \exp(\mathcal{O}(\log N \cdot \log \log N)) \). Moreover, we can take \( \phi_{\text{score, 2}} \) satisfying \( \|\phi_{\text{score, 2}}\|_\infty = \mathcal{O}(\sigma_t^{-1} \log^2 N) \).

**Proof.** The proof is essentially the same as that of Lemma B.5. Here, the slight differences are that (i) \( p_t, \phi_{\text{diff, 8}} \), and \( f_1 \) are lower bounded by \( N^{-(2s+3)/d} \), not by \( N^{-(2s+1)/d} \), that (ii) \( L^2(p_t) \) error should be bounded by \( N^{-\frac{2\delta+11}{d}} \), not by \( N^{-\frac{2\delta}{d}} \),
and that (iii) \( p_t \) is supported on \( \mathbb{R}^d \), not on \([-1, 1]^d\). Bounding the difference between \( t \) and \( T_1 = N^{-\frac{2+\delta}{d}} \) holds, which is necessary to apply the argument of Lemma B.5.

Let us reset the time \( t \leftarrow t - t_\epsilon \) in the following proof and consider the diffusion process from \( p_0 \) (in the new definition), for simplicity. We have \( t \geq t_\epsilon \), \( t_\epsilon \) sufficiently large hidden constant in \( \mathbb{O}(1) \). We limit the domain of \( x \) into \( \|x\| \leq m_t + \mathbb{O}(1) \sigma_t \sqrt{\log N} = \mathbb{O}(\sqrt{\log N}) \). In this region, Lemma A.3 yields \( \|\nabla \log p_t(x)\| \lesssim \frac{\sqrt{\log N}}{\sigma_t} \), and therefore we can take \( s \) such that \( \|s(\cdot, t)\| \leq \frac{\sqrt{\log N}}{\sigma_x} \lesssim \frac{\sqrt{\log N}}{\sqrt{\gamma + 1}} \) holds. Then, (53) is bounded by \( N^{-2(\gamma + 1)/d} \). Moreover,

\[
\int_{\|x\| \leq m_t + \mathbb{O}(1) \sigma_t \sqrt{\log N}} p_t(x) \mathbb{1}[p_t(x) \leq N^{-(2+\gamma)/d}] \|s(x, t) - \nabla \log p_t(x)\|^2 dx \lesssim \frac{\varepsilon}{\sigma_t^2} \log \frac{d+2}{\sigma_t} (N) + \frac{\varepsilon}{\sigma_t^2} \|s(x, t)\|
\]

with a sufficiently large hidden constant in \( \mathbb{O}(1) \). We limit the domain of \( x \) into \( \|x\| \leq m_t + \mathbb{O}(1) \sigma_t \sqrt{\log N} = \mathbb{O}(\sqrt{\log N}) \). Using the basis decomposition in the previous lemma, we let \( N \) and satisfy \( f_t \approx N^{-(2+\gamma)/d} \). Using the basis decomposition in the previous lemma, we let \( N \) and satisfy \( f_t \approx N^{-(2+\gamma)/d} \). Then we approximate each \( \alpha_i E_{k_i,j_i}(x, t) \) using Lemma B.3 with \( \varepsilon \lesssim N^{-1} \cdot N^{(3+\gamma + 1)/d} \cdot N^{-\frac{2+\gamma}{d}} \) and \( C = m_t + \mathbb{O}(1) \sigma_t \sqrt{\log N} = \mathbb{O}(\sqrt{\log N}) \) and aggregate them by Lemma F.3 to obtain \( \phi_{\text{diff}, 1}(x, t) \) and \( \phi_{\text{diff}, 2}(x, t) \), that approximate \( f_1 \) and \( f_2 \), respectively, and satisfy

\[
\|f_1(x, t) - \phi_{\text{diff}, 1}(x, t)\| \lesssim N^{-\frac{2+\delta}{d}}, \quad \|f_2(x, t) - \phi_{\text{diff}, 2}(x, t)\| \lesssim N^{-\frac{2+\delta}{d}}.
\]

for all \( x \) with \( \|x\| = \mathbb{O}(\sqrt{\log N}) \). Now, we define \( \phi_{\text{score}, 2}(x, t) \) as

\[
[\phi_{\text{score}, 2}(x, t)]_i := \phi_{\text{clip}}(\phi_{\text{mult}}(\phi_{\text{rec}}(\phi_{\text{clip}}(\phi_{\text{diff}, 1}(x, t); N^{-(2+\gamma)/d}; \mathbb{O}(1)); \phi_{\text{diff}, 2}(x, t)));
\]

where we let \( \varepsilon = N^{-(3+\gamma)/d} \) in Lemma F.7 for \( \phi_{\text{rec}} \) and we let \( \varepsilon = N^{-(\gamma + 1)/d} \) and \( C = N^{(2+\gamma)/d} \) for \( \phi_{\text{mult}} \) in Lemma F.6. Finally, we let

\[
\phi_{\text{score}, 2}(x, t) := \phi_{\text{mult}}(\phi_{\text{diff}, 10}(x, t), \phi_{\sigma}(t)).
\]
where $\varepsilon = N^{-(s+1)/d}$ and $C \simeq \max\{\log^2 N, \sigma^2\} \lesssim \text{poly}(N)$ in Lemma F.6 for $\phi_{\text{mult}}$ and $\varepsilon = N^{-(s+1)/d}/\text{poly}(N)$ in Lemma B.1 for $\phi_{\sigma}$. In summary, we can check that
\[
\frac{\|\phi_{\text{score}, 2}(x, t) - \phi_{\text{score}, 2}(x, t)\|}{\sigma_t} \lesssim N^{-(s+1)/d}
\]
holds for all $x$ with $\|x\|_{\infty} \lesssim \sqrt{\log N}$ and therefore
\[
\int_{\|x\|_{\infty} \lesssim \sqrt{\log N}} \frac{p_t(x)}{\sigma_t} \frac{\|\phi_{\text{score}, 2}(x, t) - \phi_{\text{score}, 2}(x, t)\|^2}{\sigma_t} \lesssim N^{-(s+1)/d}. \tag{54}
\]
Moreover, the size of $\phi_{\text{score}, 2}$ is bounded by
\[
L = \mathcal{O}(\log^4 N), \quad \|W\|_{\infty} = \mathcal{O}(N^{s+6}) \lesssim \mathcal{O}(N), \quad S = \mathcal{O}(N^{s+6}), \quad \text{and} \quad B = \exp \mathcal{O}(\log N \cdot \log \log N). \tag{55}
\]
Now, we consider the difference between $f_3(x, t)/\sigma_t$ and $\nabla \log p_t(x)$. Its $L^2$ error in $\|x\|_{\infty} \leq m_t + \mathcal{O}(1)\sigma_t \sqrt{\log N}$ is bounded as previously, and we finally get
\[
\int_{\|x\|_{\infty} \leq m_t + \mathcal{O}(1)\sigma_t \sqrt{\log N}} \left( \frac{f_3(x, t)}{\sigma_t} - \frac{\nabla p_t(x)}{p_t(x)} \right)^2 \lesssim N^{-(s+1)/d}.
\]
Here we used the result of the previous lemma for the last inequality. Eqs. (54) and (55), (56) yield the conclusion.

Combining Lemmas B.5 and B.7, where we use Lemma B.5 for $T_1 \leq t \leq T_4$ and Lemma B.7 for $T_3 \leq t \leq T_5$, we immediately obtain Theorem 3.1.

**Proof of Theorem 3.1.** Note that we can set $N' = N$ and $t_4 = N^{-(2-\delta)/d}$ in Lemma B.7. According to Lemmas B.5 and B.7, we have two neural networks $\phi_{\text{score}, 1}(x, t)$ and $\phi_{\text{score}, 2}(x, t)$, that approximate the score function in $[T_1, T_4]$ and $[T_3, T_5]$. Therefore, letting $\tilde{T}_1 = T_4$ and $\tilde{T}_2 = T_3$ in Lemma F.5, $\phi_{\text{score}}(x, t) = \phi_{\text{swit}}^1(t; \tilde{T}_1) \phi_{\text{score}, 1}(x, t) + \phi_{\text{swit}}^2(t; \tilde{T}_2) \phi_{\text{score}, 2}(x, t)$ approximates the approximation error in $L^2(p_t)$ with an additive error of $\frac{N^{-2(d-\delta)/d} \log N}{\sigma_t^2}$. Realization of the multiplications $\phi_{\text{swit}}^1 \phi_{\text{score}, 1}$ and $\phi_{\text{swit}}^2 \phi_{\text{score}, 2}$ and aggregation $\phi_{\text{swit}}^1 \phi_{\text{score}, 1} + \phi_{\text{swit}}^2 \phi_{\text{score}, 2}$ is trivial. Finally, according to Lemmas B.5 and B.7, the size of the network is bounded by
\[
L = \mathcal{O}(\log^4(N)), \quad \|W\|_{\infty} = \mathcal{O}(N \log^6 N), \quad S = \mathcal{O}(N \log^8 N), \quad \text{and} \quad B = \exp(\mathcal{O}(\log N \cdot \log \log N)),
\]
which concludes the proof.

We also prepare an integral form of the approximation theorems. **Theorem B.8** (Approximation theorem). Suppose Assumptions 2.4, 2.5, 2.6 with $a_0 = N^{-(1-\delta)/d}$, $N \gg 1$, $T = \text{poly}(N^{-1})$, and $T \simeq \log N$. Then there exists a neural network $\phi_{\text{score}} \in \Phi(L, W, S, B)$ that satisfies

$$
\int_t^T \int_x p_t(x)\|\phi_{\text{score}}(x, t) - \nabla \log p_t(x)\|^2 dx dt \lesssim N^{-2s/d} \log N \left(\log(\frac{T}{T}) + (T - T)\right).
$$

Here, $L, \|W\|_{\infty}, S, B$ is evaluated as

$$
L = \mathcal{O}(\log^4 N), \quad \|W\|_{\infty} = \mathcal{O}(N \log^6 N), \quad S = \mathcal{O}(N \log^8 N), \quad \text{and } B = \exp(\mathcal{O}(\log N \cdot \log \log N)).
$$

Moreover, suppose $N' \geq t_*^{-d/2} N^{6/2}$, $t_* \geq N^{-(2-\delta)/d}$, and $T \geq 2t_*$, then there exists a neural network $\phi_{\text{score}} \in \Phi(L, W, S, B)$ that satisfies

$$
\int_t^T \int_x p_t(x)\|\phi_{\text{score}}(x, t) - \nabla \log p_t(x)\|^2 dx dt \lesssim N^{-2s/d} \log(N) \left(\log(\frac{T}{T}) + (T - T)\right).
$$

Specifically, $L = \mathcal{O}(\log^4(N')), \|W\|_{\infty} = \mathcal{O}(N), S = \mathcal{O}(N'), \text{and } B = \exp(\mathcal{O}(\log N \cdot \log \log N)).$

**Proof.** We only show the first part; the second part comes from Lemma B.7 in the same way. According to Theorem 3.1, there exists a network $\phi_{\text{score}}$ with the desired size that satisfies

$$
\int_x p_t(x)\|\phi_{\text{score}}(x, t) - s(x, t)\|^2 dx \lesssim \frac{N^{-2s/d} \log(N)}{\sigma_t^2}.
$$

Note that $\sigma_t \gtrsim t \wedge 1$. Therefore,

$$
\int_t^T \frac{N^{-2s/d} \log(N)}{\sigma_t^2} dt \lesssim \int_t^T N^{-2s/d} \log(N)(1 \vee 1/t) dt \lesssim N^{-2s/d} \log(N) \left(\log(\frac{T}{T}) + (T - T)\right),
$$

which gives the first part of the theorem.

**C. Generalization of the score network.**

Now we consider the generalization error. As in Section 4, we first consider the sup-norm of $\ell$ and evaluate the covering number.

**C.1. Bounding sup-norm**

**Lemma C.1.** Suppose that $\|s(\cdot, t)\|_{\infty} = \mathcal{O}(\sigma_t^{-1} \log^{1/2} n)$, $\mathcal{T} = \text{poly}(n^{-1})$ and $\mathcal{T} \simeq \log n$. Then, we have that

$$
\int_{t=\mathcal{T}} \int_{x_s} \|s(x_t, t) - \nabla \log p_t(x_t|x_0)\|^2 p_t(x_t|x_0)dx_t dt \lesssim \log^2 n.
$$

**Proof.** The evaluation is mostly straightforward.

$$
\int_{t=\mathcal{T}} \int_{x_s} \|s(x_t, t) - \nabla \log p_t(x_t|x_0)\|^2 p_t(x_t|x_0)dx_t dt
$$

$$
\leq 2 \int_{t=\mathcal{T}} \int_{x_s} \|s(x_t, t)\|^2 p_t(x_t|x_0)dx_t dt + 2 \int_{t=\mathcal{T}} \int_{x_s} \|\log p_t(x_t|x_0)\|^2 p_t(x_t|x_0)dx_t dt
$$

$$
\lesssim \int_{t=\mathcal{T}} \frac{\log n}{\sigma_t^2} dt + \int_{t=\mathcal{T}} \frac{1}{\sigma_t^2} dt
$$

$$
\lesssim \int_{t=\mathcal{T}} \frac{\log n}{t \wedge 1} dt \lesssim (\log n) \cdot (\log T^{-1} + T) \lesssim \log^2 n
$$
For the evaluation of \( \int_{x_t} \| \log p_t(x_t|x_0) \|_2^2 p_t(x_t|x_0) dx_t \), we used the fact that \( p_t(x_t|x_0) \) is the density function of \( \mathcal{N}(m_t,x_0,\sigma_t^2) \). Also, we used that \( T = \text{poly}(n^{-1}) \) and \( T \simeq \log n \) for the last inequality.

**C.2. Covering number evaluation**

**Lemma C.2** (Covering number of \( \mathcal{L} \)). For a neural network \( s : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}^d \), we define \( \ell : \mathbb{R}^d \to \mathbb{R} \) as

\[
\ell_s(x) = \int_{t=0}^T \int_{x_t} \| s(x_t, t) - \nabla \log p_t(x_t|x) \|_2^2 p_t(x_t|x) dx_t dt.
\]

For the hypothesis network class \( \mathcal{S} \in \Phi(L, W, S, B) \), we define a function class \( \mathcal{L} = \{ \ell_s \mid s \in \mathcal{S} \} \). If the corresponding \( s \) is obvious for some \( \ell_s \), we sometimes abbreviate \( \ell_s \) as \( \ell \).

Assume that \( s(x, t) \) is bounded by \( \| s(\cdot, t) \|_2 \leq 1 \) uniformly over all \( s \in \mathcal{S} \) and \( C \geq 1 \). Then the covering number of \( \mathcal{S} \) is evaluated by

\[
\log \mathcal{N}(\mathcal{S}, \| \cdot \|_2 \leq 1) \leq 2SL \log(\varepsilon^{-1}L\|W\|_{\infty}(B \lor 1))C,
\]

and based on this, the covering number of \( \mathcal{L} \) is evaluated by

\[
\log \mathcal{N}(\mathcal{L}, \| \cdot \|_2 \leq 1) \leq SL \log(\varepsilon^{-1}L\|W\|_{\infty}(B \lor 1))n
\]

when \( \varepsilon^{-1}, T^{-1}, T, N = \text{poly}(n) \).

**Proof.** The first bound (57) is directly obtained from Suzuki (2018), with a slight modification of the input region. By following their proof, we can see that their \( \varepsilon \)-net for the \( L^\infty([-C, C]^d) \)-norm serves as the \( C\varepsilon \)-net for the \( L^\infty([-C, C]^d) \)-norm. Therefore, we simply set \( \varepsilon \leftarrow C^{-1} \varepsilon \) in their bound to obtain (57).

We next consider (58). First we clip the integral interval in the definition of \( \ell \).

\[
\ell_s(x) - \int_{t=0}^T \int_{x_t} \| s(x_t, t) - \nabla \log p_t(x_t|x) \|_2^2 p_t(x_t|x) dx_t dt \leq \int_{t=0}^T \int_{x_t} \| s(x_t, t) - \nabla \log p_t(x_t|x) \|_2^2 p_t(x_t|x) dx_t dt
\]

\[
\leq \| s(\cdot, t) \|_2^2 \int_{t=0}^T \int_{x_t} \| \nabla \log p_t(x_t|x) \|_2^2 p_t(x_t|x) dx_t dt + \int_{t=0}^T \int_{x_t} \| \nabla \log p_t(x_t|x) \|_2^2 p_t(x_t|x) dx_t dt.
\]

Because \( p_t(x_t|x) \) is the density function of \( \mathcal{N}(m_t,x_0,\sigma_t^2) \), we can show that \( \int_{x_t} \| \nabla \log p_t(x_t|x) \|_2^2 p_t(x_t|x) dx_t \) and \( \int_{x_t} \| \nabla \log p_t(x_t|x) \|_2^2 p_t(x_t|x) dx_t \) are bounded by \( \frac{\varepsilon}{3T \| s(\cdot, t) \|_2 \| s(\cdot, t) \|_2} \) if \( \varepsilon^{-1}, T^{-1}, T, N = \text{poly}(n) \) and the hidden constant in \( \mathcal{O}(\sqrt{\log n}) \) is sufficiently large (see Lemma F.12). Therefore, (59) is bounded by

\[
\| s(\cdot, t) \|_2 \| \mathcal{L} - \mathcal{T} \| \cdot \frac{\varepsilon}{3T \| s(\cdot, t) \|_2} + \mathcal{T} \cdot \frac{\varepsilon}{3T} \leq \frac{2}{3} \varepsilon.
\]

We then take \( C = \text{poly}(n) \geq \sqrt{\log n} \) and construct \( \frac{\varepsilon}{3T} \)-net for a set of

\[
\ell'(x) := \int_{t=0}^T \int_{x_t} \| s(x_t, t) - \nabla \log p_t(x_t|x) \|_2^2 p_t(x_t|x) dx_t dt
\]

over all \( s \in \mathcal{S} \). For this, we take \( \frac{\varepsilon}{n \mathcal{O}(n)} \)-net of \( \mathcal{S} \) with the \( L^\infty([-C, C]^d) \)-norm. According to (57), the covering number is evaluated as

\[
\log \mathcal{N}(\mathcal{S}, \| \cdot \|_2 \leq 1) \leq 2SL \log(\varepsilon^{-1}L\|W\|_{\infty}(B \lor 1)).
\]
For different $s$ and $s'$, because $\|\nabla \log p_t(x_t|x)\| \leq \frac{C}{\sqrt{t}}$ for $\|x_t\|_\infty \leq C$, we have that
\begin{equation}
\|s(x, t) - \nabla \log p_t(x_t|x)\|^2 - \|s'(x, t) - \nabla \log p_t(x_t|x)\|^2 \leq (\|s(x, t) - \nabla \log p_t(x_t|x)\| + \|s'(x, t) - \nabla \log p_t(x_t|x)\|)^2
\end{equation}
\begin{equation}
\|s(x, t) - \nabla \log p_t(x_t|x)\| - \|s'(x, t) - \nabla \log p_t(x_t|x)\| \leq (\|s(\cdot, \cdot)\|_\infty + \|s'(\cdot, \cdot)\|_\infty + 2C/\sigma^2) \cdot \frac{\epsilon}{n^{O(1)}} + \frac{\epsilon}{n^{O(1)}}.
\end{equation}

By taking the hidden constant in $\frac{\epsilon}{n^{O(1)}}$ sufficiently large, this is further bounded by $\frac{\epsilon}{3n^{O(1)}}$ when $C, T^{-1}, T = \text{poly}(n)$. Integrating (62) and (63) over $\int_{T^{-2}}^{T^{-1}} \int_{\|x_t\|_\infty \leq C} dx_t dt$ yields that this $\frac{\epsilon}{n^{O(1)}}$-net of $S$ actually gives the $\frac{\epsilon}{n}$-net for the set of (61); finally, we have obtained the $\frac{\epsilon}{n}$-net for $\mathcal{L}$ together with (60).

C.3. Generalization error bound on the score matching loss

This subsection gives the complete proof of Theorem 4.3. First, the following relationship is useful. This shows the equality holds for all $C$.
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Now, we evaluate the generalization error and the following theorem is a formal version of Theorem 4.3.

**Theorem C.4** (Generalization error bound based on the covering number). Let \( \hat{s} \) be the minimizer of
\[
\frac{1}{n} \sum_{i=1}^{n} \int_{T} \int_{x} \| \hat{s}(x, t) - \nabla \log p_t(x) \|^2 p_t(x) dx dt,
\]
(64)
taking values in \( S \subset L^2(\mathbb{R}^d \times [0, T]) \). For each \( s \in S \), let \( \ell(x) = \int_{T} \int_{x} \| s(x, t) - \nabla \log p_t(y|x) \|^2 p_t(y|x) dy dt \) and \( \mathcal{L} \) be a set of \( \ell \) corresponding to each \( s \in S \). Suppose every element \( \ell \in \mathcal{L} \) satisfies \( \| \ell \|_{L^\infty([-1,1]^d)} \leq C \ell \) for some fixed \( 0 < C \ell \). For an arbitrary \( \varepsilon > 0 \), if \( N := N(\mathcal{L}, \| \cdot \|_{L^\infty([-1,1]^d)}, \varepsilon) \geq 3 \), then we have that
\[
\mathbb{E}_{(x_i)_{i=1}^{n}} \left[ \int_{x} \int_{t=0}^{T} \| \hat{s}(x, t) - \nabla \log p_t(x) \|^2 p_t(x) dx dt \right] 
\leq 2 \inf_{s \in S} \int_{x} \int_{t=0}^{T} \| s(x, t) - \nabla \log p_t(x) \|^2 p_t(x) dx dt + \frac{2C \ell}{n} \left( \frac{37}{9} \log N + 32 \right) + 3\varepsilon.
\]

**Proof.** In the following proof, \( x_{0,i} \) is denoted as \( x_i \) for simplicity. (64) is written as \( \frac{1}{n} \sum_{i=1}^{n} \ell(x_i) \). Also, with \( s^\circ(x, t) = \nabla \log p_t(x) \), we write
\[
R(\hat{\ell}, \ell^\circ) := \int_{x} \int_{t=0}^{T} \| \hat{s}(x, t) - \nabla \log p_t(x) \|^2 p_t(x) dx dt 
= \int_{x} \int_{t=0}^{T} \| \hat{s}(x, t) - \nabla \log p_t(x) \|^2 p_t(x) dx dt - \int_{x} \int_{t=0}^{T} \| s^\circ(x, t) - \nabla \log p_t(x) \|^2 p_t(x) dx dt
\]
\[
= \int_{x} \int_{t=0}^{T} \| s(x, t) - \nabla \log p_t(x) \|^2 p_t(x) dx dt - \int_{x} \int_{t=0}^{T} \| s^\circ(x, t) - \nabla \log p_t(x) \|^2 p_t(x) dx dt + C(T - T)
\]
\[
= \mathbb{E}_{(x_i')_{i=1}^{n}} \left[ \frac{1}{n} \sum_{i=1}^{n} (\hat{\ell}(x_i') - \ell^\circ(x_i')) \right]
\]
(65)
with \( \{x_i'\}_{i=1}^{n} \) that is an i.i.d. sample from \( p_0 \) and independent of \( \{x_i\}_{i=1}^{n} \). For the second equality, we used Lemma C.3.

First, we evaluate the value of
\[
D := \left| \mathbb{E}_{(x_i)_{i=1}^{n}} \left[ \frac{1}{n} \sum_{i=1}^{n} (\hat{\ell}(x_i) - \ell^\circ(x_i)) \right] - R(\hat{\ell}, \ell^\circ) \right|
\]
Using (65), we obtain
\[
D = \left| \mathbb{E}_{x_i, x_i'} \left[ \frac{1}{n} \sum_{i=1}^{n} ((\hat{\ell}(x_i) - \ell^\circ(x_i)) - (\hat{\ell}(x_i') - \ell^\circ(x_i'))) \right] \leq \frac{1}{n} \mathbb{E}_{x_i, x_i'} \left[ \sum_{i=1}^{n} ((\hat{\ell}(x_i) - \ell^\circ(x_i)) - (\hat{\ell}(x_i') - \ell^\circ(x_i'))) \right].
\]
Let \( \mathcal{L}_d = \{ \ell_1, \ell_2, \cdots, \ell_N \} \) be a \( \varepsilon \)-covering of \( \mathcal{L} \) with the minimum cardinality in the \( L^\infty([-1,1]^d) \) metric. From the assumption of \( N(\mathcal{L}, \| \cdot \|_{\infty}, \varepsilon) \geq 3 \), we have \( \log N \geq 1 \). We define \( g_j(x, x') = (\ell_j(x) - \ell^\circ(x)) - (\ell_j(x') - \ell^\circ(x')) \) and a random variable \( J \) taking values in \( \{1, 2, \cdots, N\} \) such that \( \| \hat{\ell} - f_j \|_{\infty} \leq \varepsilon \), so that we have
\[
D \leq \frac{1}{n} \mathbb{E}_{x_i, x_i'} \left[ \sum_{i=1}^{n} g_j(x_i, x_i') \right] + \| (\hat{\ell}_j(x) - \ell_j(x)) - (\hat{\ell}_j(x') - \ell_j(x')) \|_{\infty} \leq \frac{1}{n} \mathbb{E}_{x_i, x_i'} \left[ \sum_{i=1}^{n} g_j(x_i, x_i') \right] + \varepsilon.
\]
(66)
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We take $r_j := \max\{A, \sqrt{\mathbb{E}_x[\ell_j(x') - \ell^\circ(x')]}\}$ ($j = 1, 2, \ldots, N$) and a random variable

$$G := \max_{1 \leq j \leq N} \left| \frac{\sum_{i=1}^n g_j(x_i, x'_i)}{r_j} \right|,$$

where $A > 0$ is a constant adjusted later. Then we further evaluate (66) as

$$D \leq \frac{1}{n} \mathbb{E}_{x_i, x'_i} [r_j G] + \varepsilon \leq \frac{1}{n} \sqrt{\mathbb{E}_{x_i, x'_i} [r_j^2]} \mathbb{E}_{x_i, x'_i} [G^2] + \varepsilon \leq \frac{1}{2} \mathbb{E}_{x_i, x'_i} [r_j^2] + \frac{1}{2n^2} \mathbb{E}_{x_i, x'_i} [G^2] + \varepsilon,$$

(67)

by the Cauchy-Schwarz inequality and the AM-GM inequality. The definition of $J$ yields that

$$\mathbb{E}_{x_i, x'_i} [r_j^2] \leq A^2 + \mathbb{E}_{x_i} [\ell_j(x') - \ell^\circ(x')] \leq A^2 + \mathbb{E}_{x_i} [\hat{\ell}(x') - \ell^\circ(x')] + \varepsilon = R(\ell, \ell^\circ) + A^2 + \varepsilon.$$

(68)

Because of the independence of $x_i$ and $x'_i$, we have that

$$\mathbb{E}_{x_i, x'_i} \left[ \left( \frac{\sum_{i=1}^n g_j(x_i, x'_i)}{r_j} \right)^2 \right] \leq \sum_{i=1}^n \mathbb{E}_{x_i, x'_i} \left[ \left( \frac{g_j(x_i, x'_i)}{r_j} \right)^2 \right] \leq \frac{r_j^2}{n} \sum_{i=1}^n \mathbb{E}_{x_i, x'_i} \left[ (\ell_j(x_i) - \ell^\circ(x_i))^2 \right] + \mathbb{E}_{x_i, x'_i} \left[ (\ell_j(x'_i) - \ell^\circ(x'_i))^2 \right] \leq 2C\ell n$$

(69)

holds, where we used the fact that $g_j(x_i, x'_i)$ is centered and $|\ell_j(x) - \ell^\circ(x)|$ is bounded by $C\ell$. Also, $g_j(x_i, x'_i)/r_j$ is bounded with $C\ell/A$. Then, using Bernstein’s inequality, we have that

$$\mathbb{P}[G^2 \geq t] = \mathbb{P}[G \geq \sqrt{t}] \leq 2N \exp \left( -\frac{t}{2C\ell(2n + \frac{8}{3}\ell)} \right),$$

for any $t \geq 0$. This gives evaluation of $\mathbb{E}_{x_i, x'_i} [G^2]$. For any $t_0 > 0$, we have that

$$\mathbb{E}_{x_i, x'_i} [G^2] = \int_0^\infty \mathbb{P}[G^2 \geq t] dt \leq t_0 + \int_{t_0}^\infty \mathbb{P}[G^2 \geq t] dt \leq t_0 + 2N \int_{t_0}^\infty \exp \left( -\frac{t}{8C\ell n} \right) dt + 2N \int_{t_0}^\infty \exp \left( -\frac{3A\sqrt{t}}{4C\ell} \right) dt.$$

These two integrals are computed as

$$\int_{t_0}^\infty \exp \left( -\frac{t}{8C\ell n} \right) dt = \left[ -8C\ell n \exp \left( -\frac{t}{8C\ell n} \right) \right]_{t_0}^\infty = 8C\ell n \exp \left( -\frac{t_0}{8C\ell n} \right)$$

$$\int_{t_0}^\infty \exp \left( -\frac{3A\sqrt{t}}{4C\ell} \right) dt = \int_{t_0}^\infty \exp \left( -a\sqrt{\ell} \right) dt \leq \left[ -\frac{2(a\sqrt{t} + 1)}{a^2} \exp(-a\sqrt{t}) \right]_{t_0}^\infty \leq \frac{8C\ell \sqrt{t_0}}{3A} \exp \left( -\frac{3A\sqrt{t_0}}{4C\ell} \right) + \frac{32C\ell^2}{9A^2} \exp \left( -\frac{3A\sqrt{t_0}}{4C\ell} \right).$$

We take $A = \sqrt{t_0}6n$ so that

$$\mathbb{E}_{x_i, x'_i} [G^2] \leq t_0 + 2N \left( 8C\ell n + 16C\ell n + \frac{128C\ell n^2}{t_0} \right) \exp \left( -\frac{t_0}{8C\ell n} \right) \leq t_0 + 16N \exp \left( -\frac{3A\sqrt{t_0}}{4C\ell} \right) n(3 + 16n/t_0) \exp \left( -\frac{t_0}{8C\ell n} \right).$$
holds. Furthermore, we take $t_0 = 8C\ell n \log N$, and then it holds that

$$\mathbb{E}_{x, x'}[\mathbb{G}^2] \leq 18C\ell n \left( \log N + 6 + \frac{2}{C\ell \log N} \right). \tag{70}$$

Now, we combine (67), (68), (70), and $A^2 = \frac{2C\ell \log N}{9n}$ to obtain

$$D \leq \left( \frac{1}{2} R(\ell, \ell^o) + \frac{1}{2} A^2 + \frac{1}{2} \varepsilon \right) + \frac{4C\ell}{n} \left( \log N + 6 + \frac{2}{C\ell \log N} \right) + \varepsilon$$

$$\leq \frac{1}{2} R(\ell, \ell^o) + \frac{C\ell}{n} \left( \frac{37}{9} \log N + 32 \right) + \frac{3}{2} \varepsilon,$$

where we have used that $\log N \geq 1$. Therefore, we obtain

$$R(\ell, \ell^o) \leq 2\mathbb{E}_{\{x_i\}_{i=1}^n} \left[ \frac{1}{n} \sum_{i=1}^n (\ell(x_i) - \ell^o(x_i)) \right] + \frac{2C\ell}{n} \left( \frac{37}{9} \log N + 32 \right) + 3\varepsilon. \tag{71}$$

For any fixed $\ell \in \mathcal{L}$, we have

$$\mathbb{E}_{\{x_i\}_{i=1}^n} \left[ \frac{1}{n} \sum_{i=1}^n (\ell(x_i) - \ell^o(x_i)) \right] \leq \mathbb{E}_{\{x_i\}_{i=1}^n} \left[ \frac{1}{n} \sum_{i=1}^n (\ell(x_i) - \ell^o(x_i)) \right] = \mathbb{E}_x[\ell(x) - \ell^o(x)].$$

RHS is minimized as $\inf_{\ell \in \mathcal{L}} \mathbb{E}_x[\ell(x) - \ell^o(x)]$. Finally, combining this with (71), we obtain

$$R(\ell, \ell^o) \leq 2 \inf_{\ell \in \mathcal{L}} \mathbb{E}_x[\ell(x) - \ell^o(x)] + \frac{2C\ell}{n} \left( \frac{37}{9} \log N + 32 \right) + 3\varepsilon.$$  

According to Lemma C.3, we have

$$R(\ell, \ell^o) \leq 2 \inf_{s \in S} \int_T^T \int_x \|s(x, t) - \nabla \log p_t(x)\|_2^2 p_t(x) dx dt + \frac{2C\ell}{n} \left( \frac{37}{9} \log N + 32 \right) + 3\varepsilon.$$

\[\square\]

C.4. Sampling $t$ and $x_t$ instead of taking expectation

This section provides justification of two approaches presented in Section 4.1. We assume $\varepsilon^{-1}, T^{-1}, T, N = \text{poly}(n)$. We first begin with the following lemma. This shows that $\|s(x_t, t_j) - \nabla p_t(x_t|x_{0:j})\|$ is sub-Gaussian.

**Lemma C.5.** Let us sample $(t_j, t_j, x_j)$ from $i_j \sim \text{Unif}(\{1, \ldots, n\})$, $t_j \sim \text{Unif}(T, T)$, and $x_j \sim p_t(x_j|x_{0:j})$. Then, we have that, for all $t > 0$,

$$\mathbb{P} \left[ \|s(x_j, t_j) - \nabla p_t(x_j|x_{0:j})\| \geq \sup_{(x, t)} \|s(x, t)\| + \frac{\sqrt{dt}}{\sigma_T} \right] \leq 2 \exp \left( -t^2/2 \right).$$

\textbf{Proof.} First note that

$$\|s(x_j, t_j) - \nabla p_t(x_j|x_{0:j})\| \leq \|s(x_j, t_j)\| + \|\nabla p_t(x_j|x_{0:j})\| \leq \sup_{x, t} \|s(x, t)\| + \|\nabla p_t(x_j|x_{0:j})\|.$$

Because $\nabla p_t(x_j|x_{0:j}) = x_j - m_t x_{0:j} / \sigma_T^2$ and $x_j \sim p_t(x_j|x_{0:j}) \sim N(m_t x_{0:j}, \sigma_t^2)$, we have that $\|\nabla p_t(x_j|x_{0:j})\|_2$ is sub-Gaussian with $\sigma_t^{-1}$. Thus, $\|\nabla p_t(x_j|x_{0:j})\|$ is sub-Gaussian with $\sqrt{dt} \sigma_t^{-1}$. Now, applying $\sigma_t \geq \sigma_T$, we have the assertion. \[\square\]

Now, we give the following theorem for the first approach.
Theorem C.6. Let us sample \((i_j, t_j, x_j)\) from \(i_j \sim \text{Unif}\{\{1, 2, \cdots, n\}\}, t_j \sim \text{Unif}(\mathbb{T}, T),\) and \(x_j \sim p_t(x_j|x_{0,i})\). Let \(s_1\) be the minimizer of
\[
\frac{1}{M} \sum_{j=1}^{M} \|s(x_j, t_j) - \nabla p_t(x_j|x_{0,i})\|^2
\]
and \(s_2\) be the minimizer of
\[
\frac{1}{n} \sum_{i=1}^{n} \ell(x_i) = \frac{1}{n} \sum_{i=1}^{n} \int_{t=0}^{T} \|s(x_i, t) - \nabla p_t(x_i|x_{0,i})\|^2 p_t(x_i|x_{0,i}) dx_i dt,
\]
over \(S \subseteq \Phi(L, W, S, B)\), where \(s \in S\) satisfies \(\|s(\cdot, t)\|_2 L_{\infty} = O(\sigma^{-1} \log^{\frac{1}{2}} n) \lesssim O(\sigma^{-1} \log^{\frac{1}{2}} n) =: C_s\). Then, we have that
\[
E[(i_j, t_j, x_j)]_{i=1} \left| \frac{1}{n} \sum_{i=1}^{n} \ell_1(x_i) - \frac{1}{n} \sum_{i=1}^{n} \ell_2(x_i) \right| \lesssim \frac{C_s^2 + \sigma_\ell^{-2}}{M} 2SL \log(\varepsilon^{-1} L \|W\|_{\infty}(B \lor 1)(C_s)) + \varepsilon.
\]

Proof. We denote \((i_j, t_j, x_j) = y_j\) for simplicity and \(Y = \{(i_j, t_j, x_j)\}_{j=1}^{M} = \{y_j\}_{j=1}^{M}\). Let \(Y' = \{(i'_j, t'_j, x'_j)\}_{j=1}^{M} = \{y'_j\}_{j=1}^{M}\) be a copy of \(Y\), which is independent of \(Y\). We write \(\kappa(y_j) = \|s(x_j, t_j) - \nabla p_t(x_j|x_{0,i})\|^2\). Then, we have that
\[
E_Y \left| \frac{1}{M} \sum_{j=1}^{M} \kappa_1(y_j) - \frac{1}{M} \sum_{j=1}^{M} \kappa_2(y_j) \right|
= E_Y \left| \frac{1}{M} \sum_{j=1}^{M} (\kappa_1(y_j) - \kappa_2(y_j)) - E_{Y'} \left| \frac{1}{M} \sum_{j=1}^{M} (\kappa_1(y'_j) - \kappa_2(y'_j)) \right| \right|
\]
\[
\leq E_{Y,Y'} \left| \frac{1}{M} \sum_{j=1}^{M} ((\kappa_1(y_j) - \kappa_2(y_j)) - (\kappa_1(y'_j) - \kappa_2(y'_j))) \right|. 
\]

Next, we let \(C_s\) be the minimum integer that satisfies \(C_s \geq \sup_{s \in \mathcal{C}} \sup_{x,t} \|s(x, t)\|_2\), and for \(i = 1, 2, \cdots\), we define \(\mathcal{E}_i\) as an event where \(C_s + \frac{\sqrt{\mathcal{D}(i-1)}}{\sigma_L} \leq \sup_{s \in \mathcal{C}} \max_j \max_x \|s(x, t_j) - \nabla p_t(x_j|x_{0,i})\|, \|s(x'_j, t'_j) - \nabla p_t(x'_j|x_{0,i})\| \leq C_s + \frac{\sqrt{\mathcal{D}(i)}}{\sigma_L}\) holds. For \(i = 0\), we define \(\mathcal{E}_0\) as an event where \(\sup_{s \in \mathcal{C}} \max_j \max_x \|s(x, t_j) - \nabla p_t(x_j|x_{0,i})\|, \|s(x'_j, t'_j) - \nabla p_t(x'_j|x_{0,i})\| \leq C_s\) holds. We let \(a_i = \mathbb{P}[\mathcal{E}_i]\) and \(E_i\) be the expectation conditioned by the event \(\mathcal{E}_i\). Then, (73) is bounded by
\[
E_0 \left| \frac{1}{M} \sum_{j=1}^{M} ((\kappa_1(y_j) - \kappa_2(y_j)) - (\kappa_1(y'_j) - \kappa_2(y'_j))) \right| + \sum_{i=1}^{\infty} a_i E_i \left| \frac{1}{M} \sum_{j=1}^{M} ((\kappa_1(y_j) - \kappa_2(y_j)) - (\kappa_1(y'_j) - \kappa_2(y'_j))) \right|.
\]

We remark that \(\frac{1}{M} \sum_{j=1}^{M} ((\kappa_1(y_j) - \kappa_2(y_j)) - (\kappa_1(y'_j) - \kappa_2(y'_j))) \) is bounded by \(8C_s^2 + \frac{8\sigma_L^2}{\sigma_L}\) for each \(E_i\). Here, \(\kappa_1\) is the minimizer of \(\frac{1}{M} \sum_{j=1}^{M} \kappa(y_j)\) and \(\kappa_2\) is the minimizer of \(E[\kappa(y)]\). Moreover, because \(\|s(x_j - x_{0,i})/\sigma_t\| = \|\nabla p_t(x_j|x_{0,i})\| \leq \|s(x_j, t_j) - \nabla p_t(x_j|x_{0,i})\| + \|s(x_j, t_j)\|\), we have that \(\|s(x_j, t_j) - \nabla p_t(x_j|x_{0,i})\| \leq C_s + \frac{\sqrt{\mathcal{D}(i)}}{\sigma_L}\) implies \(\|x_j\| \leq 2C_s + \sqrt{\mathcal{D}}\). We apply the same argument as that in Theorem C.4 to obtain that
\[
E_i \left| \frac{1}{M} \sum_{j=1}^{M} \kappa_1(y_j) - \frac{1}{M} \sum_{j=1}^{M} \kappa_2(y_j) - \frac{1}{n} \sum_{i=1}^{n} \ell_1(x_i) - \frac{1}{n} \sum_{i=1}^{n} \ell_2(x_i) \right| \lesssim \frac{C_s^2 + \sigma_\ell^{-2} i^2}{M} \log N(S, L_{\infty}([-2C_s + \sqrt{\mathcal{D}}], 2C_s + \sqrt{\mathcal{D}})_d, \varepsilon/(C_s + i\sigma_\ell^{-1})) + \varepsilon.
\]
\[
\lesssim \frac{C_s^2 + \sigma_\ell^{-2} i^2}{M} 2SL \log(\varepsilon^{-1} L \|W\|_{\infty}(B \lor 1)(C_s + i)) + \varepsilon.
\]
We remark that $y_j$ and $y'_j$ are not independent when conditioned by $E_i$. However, the similar argument still holds in (69), where we used the independency of $x_i$ and $x'_i$ in the original proof, because the symmetry of $y_j$ and $y'_j$ is not collapsed by taking the conditional expectation. Based on this, and $a_i \leq 2 \exp(-(i-1)^2/2)$ ($i \geq 1$) due to Lemma C.5, we evaluate (74) as

\[
\begin{align*}
(74) & \leq \frac{C_s^2 + \sigma_T^{-2}}{M} S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s)) + \varepsilon + \sum_{i=1}^\infty a_i \left[ \frac{C_s^2 + \sigma_T^{-2} i^2}{M} S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s + i)) + \varepsilon \right] \\
& \leq \frac{C_s^2 + \sigma_T^{-2}}{M} S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s)) + \varepsilon \\
& + \sum_{i=1}^\infty \exp\left(-\frac{(i-1)^2}{2}\right) \left[ \frac{C_s^2 + \sigma_T^{-2} i^2}{M} 2 S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s + i)) + \varepsilon \right] \\
& \leq \frac{C_s^2 + \sigma_T^{-2}}{M} S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s)) + \varepsilon.
\end{align*}
\]

This bounds (72). Thus, we finally obtain that

\[
\begin{align*}
E_{(y_i)_{n=1}^m} \left[ \frac{1}{n} \sum_{i=1}^n \ell_1(x_i) - \frac{1}{M} \sum_{j=1}^M \ell_2(x_i) \right] \\
\leq E_{(y_i)_{M=1}^m} \left[ \frac{1}{M} \sum_{j=1}^M \kappa_1(y_j) - \sum_{j=1}^M \kappa_2(y_j) + \frac{C_s^2 + \sigma_T^{-2}}{M} S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s)) + \varepsilon \right] \\
\leq \frac{C_s^2 + \sigma_T^{-2}}{M} S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s)) + \varepsilon,
\end{align*}
\]

because $\kappa_1$ is the minimizer of $\frac{1}{M} \sum_{j=1}^M \kappa(y_j)$. Now, we obtain the assertion. \hfill \Box

**Remark C.7.** When $\|s(x, t)\| = \sqrt{\log N/\sigma_t}$ holds, by taking $T = \text{poly}(N^{-1})$, $\overline{T} = \mathcal{O}(\log N)$, we have $\sup_{(x,t)} \|s(x, t)\| = C_s \lesssim \sqrt{\overline{T}^{-1}} \log N$. We set $N = n^{4/\beta_0}$, $\varepsilon = n^{-2/\beta_0}$ and use the network class in Theorem 3.1 to obtain that

\[
\begin{align*}
E_{(t_j, x_j, x_j)} \left[ \frac{1}{n} \sum_{i=1}^n \ell_1(x_i) \right] - \int \ell_{t: s \in S} \frac{1}{n} \sum_{i=1}^n \ell_s(x_i) & \leq \frac{C_s^2 + \sigma_T^{-2}}{M} 2 S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s)) + \varepsilon \\
& \leq \frac{T^{-1} \log n + \overline{T}^{-1}}{M} n \frac{4}{\beta_0} \log^{16} n \lesssim \frac{n^{-2/\beta_0} \log^{17} n}{\overline{T} M}.
\end{align*}
\]

Next, we show the proof for the second approach.

**Theorem C.8.** We sample $t_j$ from $\mu(t) \propto \frac{1}{T \leq t \leq \overline{T}}$ and modify $\lambda(t)$ as $\lambda(t) = \frac{t \log T / T}{T - t}$, while $i_j, x_j$ are sampled as $i_j \sim \text{Unif}([1, 2, \ldots, n])$ and $x_j \sim p_{t_j}(x_j|x_{0,i})$. Then, the minimizer $s_1$ over $S \subseteq \Phi(L, \overline{W}, S, B)$ of

\[
\frac{1}{M} \sum_{j=1}^M \lambda(t_j) \|s(x_j, t_j) - \nabla p_{t_j}(x_j|x_{0,i})\|^2
\]

satisfies

\[
\begin{align*}
E_{(i_j, x_j, x_j)} \left[ \frac{1}{n} \sum_{i=1}^n \ell_1(x_i) \right] - \int \ell_{t: s \in S} \frac{1}{n} \sum_{i=1}^n \ell_s(x_i) & \lesssim \frac{C_s^2 + \overline{T}}{M} S L \log(e^{-1} L \|W\|_\infty (B \lor 1)(C_s)) + \varepsilon,
\end{align*}
\]

Here, $C_s = \sup_{t, x} \sqrt{\lambda(t)} \|s(x, t)\|$.
Proof. We just replace $\|s(x, t_j) - \nabla p_{t_j}(x_j | x_{0,i})\|$ by $\sqrt{\lambda(t_j)}\|s(x, t_j) - \nabla p_{t_j}(x_j | x_{0,i})\|$ in the previous lemma. Similarly to Lemma C.5, we have that, for all $t > 0$,

$$P\left[\begin{array}{c}
\lambda^2(t_j)\|s(x, t_j) - \nabla p_{t_j}(x_j | x_{0,i})\| \\
\sup_{(x, t)} \lambda^2(t)\|s(x, t)\| + \frac{\sqrt{d}\lambda^2(t_j)t}{\sigma_{t_j}}
\end{array}\right] \leq 2\exp(-t^2/2).
$$

Then, we replace $\sup_{(x, t)} \|s(x, t)\|$ by $\sup_{(x, t)} \lambda^2(t)\|s(x, t)\|$, and $\frac{\sqrt{d}\lambda^2(t_j)}{\sigma_{t_j}}$ by $\sup_{t} \frac{\sqrt{d}\lambda^2(t)}{\sigma_{t}}$, respectively, to obtain that

$$\begin{align*}
\mathbb{E}_{i,j,t,x} \mathbb{E}_{i',j',x'} [\lambda(t_j)] &\|s_1(x_j, t_j) - \nabla p_{t_j}(x_j | x_{0,i_j})\|^2 \leq \inf_{s \in S} \mathbb{E}_{i,j,t,x} [\lambda(t_j)] \|s(x, t_j) - \nabla p_{t_j}(x_j | x_{0,i_j})\|^2 \\
&\leq C_s^2 + \frac{T}{M} \frac{\log(e^{-1}L\|W\|_{\infty}(B \cup 1)(C_s)) + \epsilon}{n},
\end{align*}
$$

where $(i'_j, t'_j, x'_j)$ are the independent copy of $(i_j, t_j, x_j)$. Note that

$$\mathbb{E}_{i,j,t,x} [\lambda(t_j)] \|s(x, t_j) - \nabla p_{t_j}(x_j | x_{0,i_j})\|^2 = \frac{1}{n} \sum_{i=1}^{n} \ell(x_i)$$

for all (fixed) $s$. (75) and (76) yield that

$$\mathbb{E}_{i,j,t,x} \left[\frac{1}{n} \sum_{i=1}^{n} \ell_1(x_i)\right] - \int_{\ell_x: s \in S} \frac{1}{n} \sum_{i=1}^{n} \ell_s(x_i) \leq \frac{C_s^2 + \frac{T}{M}}{n} \frac{\log(e^{-1}L\|W\|_{\infty}(B \cup 1)(C_s)) + \epsilon}{n},$$

which concludes the proof. □

Remark C.9. When $\|s(x, t)\| = \sqrt{\log N}/\sigma_t$ holds, $T = \text{poly}(N^{-1})$, $T = \mathcal{O}(\log N)$, we have $\sup_{(x, t)} \sqrt{\lambda(t)}\|s(x, t)\| = C_s \lesssim \sqrt{\log N}$. we set $N = n^d/\sigma_t^d$, $\epsilon = n^{-d/2\pm}$ and use the network class in Theorem 3.1 to obtain that

$$\mathbb{E}_{i,j,t,x} \left[\frac{1}{n} \sum_{i=1}^{n} \ell_1(x_i)\right] - \int_{\ell_x: s \in S} \frac{1}{n} \sum_{i=1}^{n} \ell_s(x_i) \lesssim n^{-d/2\pm} \log^{17} n.$$

D. Estimation error analysis

The following Girsanov theorem is useful when converting the error of the score matching to the estimation error.

Proposition D.1 (Girsanov’s Theorem (Karatzas et al., 1991)). Let $p_0$ be any probability distribution, and let $Z = (Z_t)_{t \in [0,T]}, Z' = (Z'_t)_{t \in [0,T]}$ be two different processes satisfying

$$\begin{align*}
dZ_t &= b(Z_t, t)dt + \sigma(t)dB_t, \quad Z_0 \sim p_0, \\
daZ'_t &= b'(Z'_t, t)dt + \sigma(t)dB_t, \quad Z'_0 \sim p_0.
\end{align*}$$

We define the distributions of $Z_t$ and $Z'_t$ as $p_t$ and $p'_t$, and the path measures of $Z$ and $Z'$ as $\mathbb{P}$ and $\mathbb{P}'$, respectively. Suppose the following Novikov’s condition:

$$\mathbb{E}_\mathbb{P} \left[\exp \left(\int_0^T \frac{1}{2} \int_x \sigma^{-2}(t)\|b - b'(x, t)\|^2 dx dt\right)\right] < \infty. \tag{77}
$$

Then, the Radon-Nikodym derivative of $\mathbb{P}$ with respect to $\mathbb{P}'$ is

$$\frac{d\mathbb{P}}{d\mathbb{P}'}(Z) = \exp \left\{-\frac{1}{2} \int_0^T \sigma(t)^{-2}\|b - b'(Z_t, t)\|^2 dt - \int_0^T \sigma(t)^{-1}(b - b')(Z_t, t)dB_t\right\},$$

and therefore we have that

$$\text{KL}(p_T | p'_T) \leq \text{KL}(\mathbb{P} | \mathbb{P}') = \int_0^T \frac{1}{2} \int_x p_t(x)\sigma(t)^{-2}\|b - b'(x, t)\|^2 dx dt.$$
Moreover, Chen et al. (2023b) showed that if \( \int p_t(x) \sigma^{-2}(t) \| (b - b')(x, t) \|^2 \, dx \leq C \) holds for some constant \( C \) over all \( t \), we have that

\[
KL(p_T | p'_T) \leq \int_0^T \frac{1}{2} \int p_t(x) \sigma(t)^2 \| (b - b')(x, t) \|^2 \, dx \, dt,
\]
even if the Novikov’s condition (77) is not satisfied.

### D.1. Estimation bounds in the TV distance

We show the upper and lower estimation rates in the total variation distance in this subsection. Let \( \tilde{Y} \) be \( \hat{Y} \) with replacing \( \hat{Y}_0 \sim \mathcal{N}(0, I_d) \) by \( \tilde{Y}_0 \sim p_t \). First notice that

\[
\begin{align*}
&\mathbb{E}[\text{TV}(X_0, \hat{Y}_{T-\tau})] \leq \mathbb{E}[\text{TV}(Y_T, \hat{Y}_{T-\tau})] + \mathbb{E}[\text{TV}(\hat{Y}_{T-\tau}, \hat{Y}_{T-\tau})] \\
&\leq \text{TV}(X_0, \hat{Y}_0) + \mathbb{E}[\text{TV}(Y_T, \hat{Y}_0)] + \mathbb{E}[\text{TV}(\hat{Y}_{T-\tau}, \hat{Y}_{T-\tau})] \\
&= \text{TV}(X_0, \hat{Y}_0) + \mathbb{E}[\text{TV}(Y_T, \mathcal{N}(0, I_d))]
\end{align*}
\]

(78)

Here, \( \mathbb{E}[\text{TV}(Y_T, \hat{Y}_{T-\tau})] = \text{TV}(X_0, \hat{Y}_0) \) follows from the correspondence between the forward and backward processes, and \( \mathbb{E}[\text{TV}(\hat{Y}_{T-\tau}, \hat{Y}_{T-\tau})] \leq \mathbb{E}[\text{TV}(\hat{Y}_0, \hat{Y}_0)] \) follows from the definitions of \( \hat{Y} \) and \( \hat{Y} \) (the only difference is the initial distribution.). We then bound the three terms in (78) in a row. We begin with the first term.

**Theorem D.2.** We have that

\[
\text{TV}(X_0, \hat{Y}_0) \lesssim \sqrt{T}n^{O(1)}
\]

for \( T \lesssim n^{-O(1)} \). Therefore, by taking \( T \lesssim n^{-O(1)} \), we have that \( \text{TV}(X_0, \hat{Y}_0) \lesssim n^{-s/(d+2s)} \).

**Proof.** We need to evaluate \( \| p_0 - p_T \|_{L_1} \). When \( p_0 \) is Lipschitz continuous, an intuitive proof strategy is as follows: For small \( t \), \( p_t(x) \) is an average of \( p_0(y) \) nearby \( x \). Because of the Lipschitzness, \( p_0(x) \) and \( p_0(y) \) with \( |x - y| \lesssim 1 \) are close, and therefore \( p_0(x) \) and \( p_0(y) \) are close. However, our setting also includes the not continous functions. To consider these cases in a uniform manner, we approximate \( p_0 \) with the B-spline basis decomposition because each B-spline basis is a Lipschitz function.

Remember that \( p_0 \) is decomposed as

\[
f_N(x) = \sum_{i=1}^{N} \alpha_i \mathbb{1}_{\| x \| \leq 1} M_{k_i, j_i}^d(x)
\]

in Lemma F.11, where \( \| k \|_{\infty} \leq K^* = (O(1) + \log N)\nu^{-1} + O(d^{-1} \log N) \) for \( \delta = d(1/p - 1) \) and \( \nu = (2s - \delta)/(2\delta) \), and \( \| p_0 - f_N \|_{L^1([1, 1]^d)} \lesssim n^{-s/(d+2s)} \) hold. Because we take \( N = n^{d/(2s+d)} = n^{O(1)} \), we can say that each \( M_{k_i, j_i}^d(x) \) is \( n^{O(1)} \)-Lipschitz. Moreover, \( |\alpha_i| \lesssim N^{(\nu+1-d)/(d/p-s)} = n^{O(1)} \). Therefore, \( f_N \) is \( n^{O(1)} \)-Lipschitz.

We decompose \( p_0 \) as \( p_0 = f_N + (p_0 - f_N) \) using the above \( f_N \). Then we have that

\[
\begin{align*}
|p_T(x) - \int \frac{f_N(y)}{\sigma_T^2(2\pi)^{d/2}} \exp \left( -\frac{\|x - mt_Ty\|^2}{2\sigma_T^2} \right) \, dy | \\
= \left| \int \frac{(p_0(y) - f_N(y))}{\sigma_T^2(2\pi)^{d/2}} \exp \left( -\frac{\|x - mt_Ty\|^2}{2\sigma_T^2} \right) \, dy \right| \\
\leq \int \left| p_0(y) - f_N(y) \right| \frac{\sigma_T^2(2\pi)^{d/2}}{\sigma_T^2(2\pi)^{d/2}} \exp \left( -\frac{\|x - mt_Ty\|^2}{2\sigma_T^2} \right) \, dy.
\end{align*}
\]

(79)
Integrating this over all $x$ yields that
\[
\int |p_T(x) - \int f_N(y) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy \| \, dx \leq \int \left| \int p_0(y) - f_N(y) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy \right| \, dx \\
= \left| \int p_0(y) - f_N(y) \right| \int \frac{1}{\sigma_T^2(2\pi)^\frac{d}{2}} \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dx \, dy \\
\leq \int \left| p_0(y) - f_N(y) \right| \, dy = \|p_0 - f_N\|_{L^1([-1,1]^d)}. \tag{80}
\]

Thus, $\|p_0 - f_N\|_{L^1}$ is upper bounded by
\[
\|p_0 - f_N\|_{L^1([-1,1]^d)} + \left| \int f_N(x) - \int f_N(y) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy \right| \, dx \leq \|p_0 - f_N\|_{L^1([-1,1]^d)} \tag{79}
\]

Because $\|p_0 - f_N\|_{L^1([-1,1]^d)}$ is bounded by $n^{-s/(2s+d)}$, we focus on the second term. Note that at each $x$,
\[
\left| \int f_N(y) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy - \int \frac{f_N(y)}{\sigma_T^2(2\pi)^\frac{d}{2}} \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy \right| \leq n^{-s/(d+2s)}, \tag{81}
\]

where $A^\tau = \prod_{i=1}^d a_i^\tau$ with $a_i^\tau = \frac{s}{m_T^2} - \frac{\sigma_T^4(1)}{m_T^2} \sqrt{\log n}$, according to Lemma F.9. Because $\sigma_T = O(\sqrt{T})$ and $m_T = O(1)$ for sufficiently small $T$, the value of $p_T(x)$ is almost determined by the value from points that is only $O(\sqrt{T \log n})$ away from $x$. Because of the Lipschitzness of $p_0$, for each $x \in [-m_T - O(\sqrt{T \log n}), m_T + O(\sqrt{T \log n})]^d$,
\[
\left| \int f_N(y) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy - \int f_N(x) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy \right| \leq n^{o(1)} \cdot \sqrt{T \log n}, \tag{82}
\]

where we used the Lipschitzness of $f_N$. By taking $\sqrt{T}$ polynomially small w.r.t. $n$, we have that (82) $\lesssim n^{-s/(d+2s)}$. Moreover,
\[
\left| \int f_N(x) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy - f_N(x) \right| = \left| \int f_N(x) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy \right| - \int f_N(x) \exp \left( -\frac{\|x - m_T y\|^2}{2\sigma_T^2} \right) \, dy \right| \leq n^{-s/(d+2s)}, \tag{83}
\]

again with Lemma F.9.

Therefore, combining (80), (81), (82), and (83), we obtain that
\[
\|p_0 - f_N\|_{L^1} \lesssim \sqrt{T} n^{o(1)} \lesssim n^{-s/(d+2s)},
\]

for $T = n^{-o(1)}$.

We next consider the second term.

**Lemma D.3.** We can bound $\text{TV}(X_T, \mathcal{N}(0, I_d))$ as follows.
\[
\text{TV}(X_T, \mathcal{N}(0, I_d)) \lesssim \exp(-\beta T).
\]

**Proof.** Exponential convergence of the Ornstein–Uhlenbeck process (Bakry et al., 2014) yields that
\[
\text{TV}(X_T, \mathcal{N}(0, I_d)) \lesssim \sqrt{\text{KL}(p_T||\mathcal{N}(0, I_d))} \leq \exp(-\beta T) \sqrt{\text{KL}(p_0||\mathcal{N}(0, I_d))} \lesssim \exp(-\beta T).
\]

This is because $C^{-1} \leq p_0 \leq C_1$ holds, and because the density of $\mathcal{N}(0, I_d)$ is lower bounded by $\geq 1$ in $\text{supp}(p_0) = [-1,1]^d$, which means that $\text{KL}(p_0||\mathcal{N}(0, I_d)) = O(1)$.

\[\square\]
The third term \( \mathbb{E}[TV(\bar{Y}_{T-X}, Y_{T-T})] \) in (78) is bounded by Girsanov’s theorem Proposition D.1 and (4) from Section 4:

\[
\begin{align*}
\mathbb{E}_{\{x_0,n\}_{n=1}}(\bar{Y}_{T-X}, Y_{T-T}) & \lesssim \mathbb{E}_{\{x_0,n\}_{n=1}} \left( \int_{t=T} p_t(x) \beta_t^{-2} \| \hat{s}(x, t) - \nabla \log p_t(x) \|^2 dxdt \right) \\
& \lesssim \sqrt{\mathbb{E}_{\{x_0,n\}_{n=1}} \left( \int_{t=T} p_t(x) \beta_t^{-2} \| \hat{s}(x, t) - \nabla \log p_t(x) \|^2 dxdt \right)} \\
& \lesssim \sqrt{n^{-\frac{2s}{d+2s}} \log^{16} n} \\
& \lesssim n^{-\frac{2s}{d+2s}} \log^8 n.
\end{align*}
\]

Therefore, all three terms in (78) are bounded as above and Theorem 5.1 follows. We also show the lower bound as follows.

**Proposition D.4.** Assume that \( 0 < p, q \leq \infty, s > 0, \text{ and} \)

\[
s > \left\{ d \left( \frac{1}{p} - \frac{1}{2} \right), d \left( \frac{1}{p} - 1 \right), 0 \right\}
\]

holds. Then, we have that

\[
\inf_{\hat{\mu}} \sup_{p \in B_{p,q}([-1,1]^d]} \mathbb{E}[TV(\hat{\mu}, p)] \gtrsim n^{-s/(d+2s)},
\]

where the expectation is with respect to the sample, and the infimum is taken over all estimators based on \( n \) observations.

**Proof.** Theorem 10 of Triebel (2011) showed that, for a bounded domain \( \Omega \subset \mathbb{R}^d \),

\[
\log N(U(B^s_{p,q}(\Omega)), \| \cdot \|, \varepsilon) \sim \varepsilon^{-d/s},
\]

for \( 0 < p, q \leq \infty, 1 \leq r < \infty, \text{ and } s > 0 \) that satisfy

\[
s > \max \left\{ d \left( \frac{1}{p} - \frac{1}{r} \right), d \left( \frac{1}{p} - 1 \right), 0 \right\}.
\]

Although they considered all Besov functions that does not satisfy \( \int f d\mu = 1 \), we can check by following their proof that bounding the functions does not harm the order of the entropy number. Now we use Theorem 4 of Yang & Barron (1999). Note that the equivalence of the covering number and the entropy holds because \( \| \cdot \|_r \) is a distance, and therefore (84) is transferred to the entropy. The condition 2 of the theorem is checked directly from (84). Moreover, the condition 3 holds if we take \( f_\alpha(x) = 1/2^d \) \( (x \in [-1,1]^d), 0 \) (otherwise) for all \( \alpha \in (0, 1) \). Finally, if \( s > \left\{ d \left( \frac{1}{p} - \frac{1}{2} \right), d \left( \frac{1}{p} - 1 \right), 0 \right\} \), \( \log N(U(B^s_{p,q}(\Omega)), \| \cdot \|_2, \varepsilon) \sim \log N(U(B^s_{p,q}(\Omega)), \| \cdot \|_1, \varepsilon) \) holds. Therefore, Theorem 4 (i) of Yang & Barron (1999) is applied, and we get

\[
\min_{\hat{\mu}} \max_{p \in B_{p,q}} \mathbb{E}[\| \hat{\mu} - p \|] \lesssim \varepsilon_n,
\]

where \( \varepsilon_n \) is chosen as \( \log N(U(B^s_{p,q}(\Omega)), \| \cdot \|_r, \varepsilon_n) = n \varepsilon_n^2 \) holds. Together with (84), we obtain the assertion. \( \square \)

**D.2. Estimation rate in the \( W_1 \) distance**

Similarly to (78), we have the following decomposition:

\[
\mathbb{E}[W_1(X_0, \bar{Y}_{T-T})] \leq \mathbb{E}[W_1(Y_{T-T}, Y_{T-T})] + \mathbb{E}[W_1(\bar{Y}_{T-T}, \bar{Y}_{T-T})] + \mathbb{E}[W_1(\bar{Y}_{T-T}, Y_{T-T})] \\
\leq \mathbb{E}[W_1(X_0, X_{T})] + \mathbb{E}[W_1(\bar{Y}_{T-T}, \bar{Y}_{T-T})] + \mathbb{E}[W_1(\bar{Y}_{T-T}, Y_{T-T})].
\]

First, we bound the first term of (85).
Lemma D.5 (Section 4.3 of De Bortoli (2022)). We can bound $W_1(X_0, X_T)$ as follows.

$$W_1(X_0, X_T) \leq \sqrt{T}$$

**Proof.** Let $X \sim p_0$ and $Z \sim \mathcal{N}(0, I_d)$. Then,

$$W_1(X_0, X_T) \leq \mathbb{E}[\|X - m_{T_1}X + \sigma_{T_1}Z\|] \leq (1 - m_{T_2})\mathbb{E}[\|X\|] + \sigma_T\mathbb{E}[\|Z\|] \leq (1 - m_{T_2})\sqrt{d} + \sigma_T\sqrt{d} \leq \sqrt{T},$$

which concludes the proof. \qed

Next, we bound the second term of (85).

**Lemma D.6.** We can bound $\mathbb{E}[W_1(Y_{T-Z}, Y_{T-Z})]$ as follows.

$$\mathbb{E}[W_1(Y_{T-Z}, Y_{T-Z})] \leq \text{TV}(X_T, Y_0) \leq \exp(-\beta T).$$

**Proof.** Exponential convergence of the Ornstein–Uhlenbeck process (Bakry et al., 2014) yields that

$$\text{TV}(X_T, Y_0) = \text{TV}(p_T, \mathcal{N}(0, I_d)) \leq \sqrt{2\text{KL}(p_T, \mathcal{N}(0, I_d))} \leq 2\exp(-T\beta)\sqrt{\text{KL}(p_0, \mathcal{N}(0, I_d))} \leq \exp(-\beta T),$$

because $C_f^{-1} \leq p_0 \leq C_f$ holds and the density of $\mathcal{N}(0, I_d)$ is lower bounded by $\mathcal{O}(1)$ in $\text{supp}(p_0) = [-1, 1]^d$, which means $\text{KL}(p_0, \mathcal{N}(0, I_d)) = \mathcal{O}(1)$. In addition because $\|Y^{(k)}_{T-Z}\|_{\infty}, \|Y^{(k)}_{T-Z}\|_{\infty} \leq 2 = \mathcal{O}(1)$, and because the only difference between $Y^{(k)}$ and $Y$ is the initial distribution, we have $W_1(Y^{(k)}_{T-Z}, Y_{T-Z}) \leq \text{TV}(X_T, Y_0) = \text{TV}(p_T, \mathcal{N}(0, I_d))$. Putting it all together, we obtain that

$$W_1(Y^{(k)}_{T-Z}, Y_{T-Z}) \leq \text{TV}(X_T, Y_0) = \text{TV}(p_T, \mathcal{N}(0, I_d)) \leq \exp(-\beta T),$$

which yields the assertion. \qed

Finally, we bound the third term of (85). As we saw in Section 5.2,

$$\mathbb{E}[W_1(Y_{T-Z}, Y_{T-Z})] \leq \sum_{i=1}^{K_*} \mathbb{E}[W_1(Y^{(i-1)}_{T-Z}, Y^{(i)}_{T-Z})].$$ (86)

Remember the definition of a sequence of stochastic processes $\{Y^{(i)}_{T-Z}\}_{i=1}^{K_*}$. First, $Y^{(0)}(t) = (Y^{(0)}_{T-Z})_{t \in [0, T]} = Y = (Y_i)_{t \in [0, T]}$ is defined as a process such that

$$dY_i = \beta_{T-z}(Y_i + 2\nabla \log p_t(Y_i, T - t))dt + \sqrt{2\beta_{T-z}}dB_t \quad (t \in [0, T]), \quad Y^{(0)}_0 \sim p_T.$$  

Then, $Y_{T-z} \sim p_t$ holds for all $t \in [0, T]$. Next, for $i = 1, 2, \ldots, K_*$, we let $Y^{(i)}(t) = (Y^{(i)}_{T-Z})_{t \in [0, T]}$ to satisfy

$$\dot{Y}^{(0)}_{T-Z} \sim p_T, \quad \dot{Y}^{(1)}_{T-Z} = \beta_{T-z}(Y^{(1)}_{T-Z} + 2\nabla \log p_t(Y^{(1)}_{T-Z}, T - t))dt + \sqrt{2\beta_{T-z}}dB_t \quad (t \in [0, T - t_1]),$$

$$\dot{Y}^{(i)}_{T-Z} = \beta_{T-z}(Y^{(i)}_{T-Z} + 2s(Y^{(i)}_{T-Z}, T - t))dt + \sqrt{2\beta_{T-z}}dB_t \quad (t \in [T - t_i, T - T_i]).$$

Note that $t_0 = T$, $t_1 = N^{-2 - \delta} = n^{-2 - \delta} / \alpha$, $1 < \frac{t_{K_*} + 1}{t_{K_*}} = \text{const.} \leq 2$, and $t_{K_*} = T - T_i$. Then, $Y^{(K_*)} = Y$. Here $\dot{Y}^{(1)}_{T-Z} \sim p_t$ holds for all $t \in [0, T - t_1]$, but after $t = T - t_1$, the true score function is replaced by the estimated one. If $\|Y^{(i)}_{T-Z}\|_{\infty} > 2$ in the original definition, we reset $Y^{(i)}_{T-Z} := 0$. 49
According to Lemma A.1, with probability at least $1 - n^{-O(1)}$, a path of the backward process $(Y_t^T)_{t=0}^T$ satisfies $(Y_t, T - t) \in A$ for all $T \leq t \leq T$. Based on this, for $i = 0, 1, \ldots, K_s - 1$, $\hat{Y}^{(i')}$ is defined as

$$\hat{Y}^{(i')}_0 \sim p_T,$$

$$\text{d}\hat{Y}^{(i')}_t = \beta_{T-t} \left( \hat{Y}^{(i')}_t + 2\nabla \log p_t(\hat{Y}^{(i')}_t, T - t) \right) \text{d}t + \sqrt{2\beta_{T-t}} \text{d}B_t \quad (t \in [0, T - t_i]),$$

$$\text{d}\hat{Y}^{(i')}_t = \beta_{T-t} \left( \hat{Y}^{(i')}_t + 2\mathbf{1}[\hat{Y}^{(i')}_s, T - s] \not\in A \text{ for some } s \leq t] \nabla \log p_t(\hat{Y}^{(i')}_t) \right. \left. + 2\mathbf{1}[\hat{Y}^{(i')}_s, T - s] \in A \text{ for all } s \leq t] \hat{s}(\hat{Y}^{(i')}_t, T - t) \right) \text{d}t + \sqrt{2\beta_{T-t}} \text{d}B_t \quad (t \in [T - t_{i+1}, T - t_i]),$$

$$\text{d}Y^{(i')}_t = \beta_{T-t} (\hat{Y}^{(i')}_t + s(\hat{Y}^{(i')}_t, T - t)) \text{d}t + \sqrt{2\beta_{T-t}} \text{d}B_t \quad (t \in [T - t_i, T - T_i]).$$

**Lemma D.7.** Suppose that $\|\hat{s}(\cdot, t)\|_{\infty} \lesssim \frac{\log \frac{1}{n}}{\sqrt{T}}$ holds. Then, the following holds for all $i = 1, 2, \ldots, K_s$:

$$W_1(\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i}) \lesssim \sqrt{t_i \log n} \left[ \int_{t=t_{i-1}}^{t_i} \mathbb{E}_x [\|\hat{s}(x, t) - \nabla \log p_t(x)\|_2^2] \text{d}t \right] + n^{-\frac{1}{2} + \frac{1}{4d}}. \tag{87}$$

Therefore, we have that

$$\mathbb{E}_{(x_0, \cdot)} \left[ W_1(\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i}) \right] \lesssim \sqrt{t_i \log n} \left[ \int_{t=t_{i-1}}^{t_i} \mathbb{E}_x [\|\hat{s}(x, t) - \nabla \log p_t(x)\|_2^2] \text{d}t \right] + n^{-\frac{1}{2} + \frac{1}{4d}}. \tag{88}$$

**Proof.** We construct the transportation map between $\bar{Y}^{(i-1)}_{T-T_i}$ and $\hat{Y}^{(i)}_{T-T_i}$. Our approach focuses on each path.

Because the Novikov’s condition is not satisfied for $\bar{Y}^{(i-1)}_{T-T_i}$ and $\hat{Y}^{(i)}_{T-T_i}$, Proposition D.1 cannot be used to consider the total variation distance between the two paths; Proposition D.1 only gives $\text{KL}(\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i})$, not $\text{KL}(\bar{Y}^{(i-1)}, \hat{Y}^{(i)})$, and this bound is insufficient for our discussion. Therefore, we first bound $\mathbb{E}[W_1(\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i})]$. According to Lemma A.1, with probability at least $1 - n^{-O(1)}$, a path of the processes $(\bar{Y}^{(i-1)}_{T-T_i})_{t=0}^T$ and $(\hat{Y}^{(i)}_{T-T_i})_{t=0}^T$ satisfy $(\bar{Y}^{(i-1)}_{t}, T - t, \hat{Y}^{(i)}_{t}, T - t) \in A$ for all $0 \leq t \leq T - t_{i-1}$. Thus, $\mathbb{E}[\text{TV}(\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i})]$ is bounded by $n^{-O(1)}$ (with a sufficiently large constant in $O(1)$). This implies $\mathbb{E}[W_1(\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i})] \lesssim n^{-O(1)}$, because $\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i} = O(1)$ (a.s.).

We now discuss $\mathbb{E}[W_1(\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i})]$. Let us write the path measures of $\bar{Y}^{(i-1)}_{T-T_i}$ and $\hat{Y}^{(i)}_{T-T_i}$ be $\mathbb{P}$ and $\mathbb{P}'$, and take some path $p$ that is $y$ at $t = T - T_i$ and is $z$ at $t = T - t_i$. If $d\mathbb{P}[p] > d\mathbb{P}'[p]$, then we move the mass of $\bar{Y}^{(i-1)}_{T-T_i} = y$ that amounts to $d\mathbb{P}[p] - d\mathbb{P}'[p]$, to $z$, along the path $p$ by reversing the time until $t = T - t_i$. Applying this to all paths $p$, then the total mass of $\bar{Y}^{(i-1)}_{T-T_i}$ that is moved is at most

$$\frac{1}{2} \text{TV}(\bar{Y}^{(i-1)}_{T-T_i}, \hat{Y}^{(i)}_{T-T_i}) \leq \frac{1}{2} \int_{t=t_{i-1}}^{t_i} \int_x p_t(x) \beta_{t_i - x}^2 \|\hat{s}(x, t) - \nabla \log p_t(x)\|_2^2 \text{d}x \text{d}t. \tag{89}$$

according to Proposition D.1. Here we remark that the Novikov’s condition certainly holds for this case.

Until now, a part of the mass of $\bar{Y}^{(i-1)}_{T-T_i}$ is moved along each corresponding path, but at this time no coupling measure has been constructed. To realize the coupling measure, we consider the same process for $\hat{Y}^{(i)}_{T-T_i}$. That is, for each path $p$ with
\( \tilde{Y}_{\mathcal{T} - T}^{(i)} = y \) and \( \tilde{Y}_{\mathcal{T} - t_i}^{(i)} = z \), if \( d\mathbb{P}[p] < d\mathbb{P}'[p] \), then we move the mass of \( \tilde{Y}_{\mathcal{T} - T}^{(i)} = y \), as much as \( d\mathbb{P}'[p] - d\mathbb{P}[p] \), to \( z \) along the path \( p \). The total mass of \( \tilde{Y}_{\mathcal{T} - T}^{(i)} \) affected is bounded by \( \frac{1}{2} \mathbb{TV}(\tilde{Y}_{\mathcal{T} - T}^{(i)}, (Y^{(i)})') \), which is bounded by (89).

Now, we can see that, the same amount of mass is transported from both \( \tilde{Y}_{\mathcal{T} - T}^{(i-1)'} \) and \( \tilde{Y}_{\mathcal{T} - T}^{(i)} \) to \( t = \mathcal{T} - t_i \). Thus, at each \( z \), we can arbitrarily associate the mass from \( \tilde{Y}_{\mathcal{T} - T}^{(i-1)'} \) to that from \( \tilde{Y}_{\mathcal{T} - T}^{(i)} \). Using this, as much as \( \frac{1}{2} \mathbb{TV}(\tilde{Y}_{\mathcal{T} - T}^{(i-1)'}, (Y^{(i)})') \) of the mass is transported from \( \tilde{Y}_{\mathcal{T} - T}^{(i-1)'} \) to \( \tilde{Y}_{\mathcal{T} - T}^{(i)} \), by reversing the path to \( t = \mathcal{T} - t_i \).

Now our interest is how far each transport is required to move on average. First we consider when \( t_i \lesssim 1 \).

First we bound \( \| \tilde{Y}_{\mathcal{T} - T}^{(i)} - \tilde{Y}_{\mathcal{T} - t_i}^{(i)} \| \). According to Lemma A.1, we have \( \| \int_{\mathcal{T} - t_i}^{\mathcal{T} - T} 2\beta_{\mathcal{T} - t} dB_t \| \lesssim \sqrt{t_i \log n} \) for all \( t \in [\mathcal{T} - t_i, \mathcal{T} - \mathcal{T}] \), and \( \tilde{Y}_{\mathcal{T} - t_i}^{(i)} \lesssim m_{\mathcal{T} - t_i} + \sigma_{\mathcal{T} - t_i} \sqrt{\log n} \lesssim \sqrt{\log n} \) with probability \( 1 - n^{-O(1)} \). We consider the event conditioned on them. Note that \( |s(x, t)| \lesssim \frac{\sqrt{\log n}}{\sqrt{t}} \lesssim \frac{\sqrt{\log n}}{\sqrt{T}} \) holds. Then we have that, for all \( \mathcal{T} - t_i \leq t \leq \mathcal{T} - \mathcal{T} 
\begin{align*}
\| \tilde{Y}_{t_i}^{(i)} - \tilde{Y}_{\mathcal{T} - t_i}^{(i)} \| &= \left\| \int_{\mathcal{T} - t_i}^{\mathcal{T} - T} \beta_{\mathcal{T} - s}(Y_{s}^{(i)} + 2\nabla \log p_t(Y_{s}^{(i)}, T - s)) dt + \int_{\mathcal{T} - t_i}^{\mathcal{T} - \mathcal{T}} \sqrt{2} \beta_{\mathcal{T} - s} dB_t \right\| \\
&\lesssim \beta \int_{\mathcal{T} - t_i}^{\mathcal{T} - T} \tilde{Y}_{s}^{(i)} ds + 2\beta \int_{\mathcal{T} - t_i}^{\mathcal{T} - T} \sqrt{\log n} \sqrt{d} ds + \sqrt{t_i \log n}, \\
&\lesssim \beta \int_{\mathcal{T} - t_i}^{\mathcal{T} - T} \| \tilde{Y}_{s}^{(i)} \| ds + \sqrt{t_i \log n} + \sqrt{t_i \log n}.
\end{align*}
Now we apply the Gronwall’s inequality to obtain
\[ \| \tilde{Y}_{t_i}^{(i)} - \tilde{Y}_{\mathcal{T} - t_i}^{(i)} \| \lesssim e^{\beta t_i} \sqrt{t_i \log n} \lesssim \sqrt{t_i \log n}. \]
for all \( \mathcal{T} - t_i \leq t \leq \mathcal{T} - \mathcal{T} \). Thus, with probability \( 1 - n^{-O(1)} \), \( \| \tilde{Y}_{t_i}^{(i)} - \tilde{Y}_{\mathcal{T} - t_i}^{(i)} \| \) is bounded by \( \sqrt{t_i \log n} \) up to a constant factor, over all \( \mathcal{T} - t_i \leq t \leq \mathcal{T} - \mathcal{T} \).

Next we bound \( \| \tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i-1)'} - \tilde{Y}_{\mathcal{T} - t_i}^{(i-1)'} \|. \) This is decomposed into
\[ \| \tilde{Y}_{\mathcal{T} - t_i}^{(i-1)'} - \tilde{Y}_{\mathcal{T} - t_i-1}^{(i-1)'} \| + \| \tilde{Y}_{\mathcal{T} - t_i-1}^{(i-1)'} - \tilde{Y}_{\mathcal{T} - t_i}^{(i-1)'} \|. \]
The first term is bounded by \( \lesssim \sqrt{t_{i-1} \log n} \) with probability at least \( 1 - n^{-O(1)} \). This is because \( \tilde{Y}_{t_i}^{(i-1)'} \in A \) holds with probability \( 1 - n^{-O(1)} \) due to the first part of Lemma A.1, and for such paths the evolution of \( \tilde{Y}_{t_i}^{(i-1)'} \) is the same as that of \( Y_t \), where we apply the second part of Lemma A.1. The second term is bounded by \( \sqrt{t_{i-1} \log n} \) with probability \( 1 - n^{-O(1)} \), following the discussion on \( \| \tilde{Y}_{t_i}^{(i)} - \tilde{Y}_{t_i}^{(i)} \|. \) In summary, with probability \( 1 - n^{-O(1)} \) we can bound \( \| \tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i-1)'} - \tilde{Y}_{\mathcal{T} - t_i}^{(i-1)'} \| \) by \( \sqrt{t_{i-1} \log n} \) up to a constant factor.

In summary, when \( t_i \lesssim 1 \), the transportation map moves at most \( O(\sqrt{t_i \log n}) \) with probability \( 1 - n^{-O(1)} \). Because the supports of \( \tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i-1)'} \) and \( \tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i)} \) are both bounded, for the mass moved more than \( \sqrt{t_i \log n} \) affects the Wasserstein distance at most \( n^{-O(1)} \). Therefore, we obtain the desired bound (87) for \( t_i \lesssim 1 \).

For \( t_i \gtrsim 1 \), because the supports of \( \tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i-1)} \) and \( \tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i)} \) are both bounded,
\[ W_1(\tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i-1)}, \tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i)}) \lesssim \mathbb{TV}(\tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i-1)}, \tilde{Y}_{\mathcal{T} - \mathcal{T}}^{(i)}) \lesssim \frac{1}{2} \sqrt{\int_{t=t_i-1}^{t_i} \int_{x} p_t(x) \beta_t^{-2} \| \hat{s}(x, t) - \nabla \log p_t(x) \|^2 dx dt. \]
holds. Therefore we obtain (87) as well.

From (87), (88) is easily obtained by Jensen’s inequality.

Also, we bound the generalization error of each network $s_i$.

**Lemma D.8.** For $1 \leq i \leq K_x - 1$, let $s_i$ be a network that is selected from $\Phi(L, W, S, B)$ with

$$L = O(\log^4 n), \quad \|W\|_\infty = O(n^{d/2d_2}), \quad S = O(t_i^{-d/2} n^{dd_2/2d_2 + 1}), \quad \text{and} \quad B = \exp(O(\log n \cdot \log \log n)), $$

and $\|s_i(\cdot, t)\|_L \preceq \frac{\log^2 n}{\sigma_t}$. Then, we have that

$$\mathbb{E}_{\{x_{0,j}\}_{j=1}^n} \left[ \int_{t=t_i}^{t_{i+1}} \mathbb{E}_x \left[ \|\ell(s_i(x, t) - \nabla \log p_i(x))\|^2 dt \right] \right] \preceq n^{-\frac{2(d+1)}{d+2}} \log n + \frac{t_i^{-d/2} n^{\frac{dd_2}{d_2+1}} \log^8 n}{n}.$$ 

Moreover, for $i = 0$, let $s_0$ be a network that is selected from $\Phi(L, W, S, B)$ with

$$L = O(\log^4 n), \quad \|W\|_\infty = O(n^{d/2d_2} \log^6 n), \quad S = O(n^{d/6} \log^8 n), \quad \text{and} \quad B = \exp(O(\log n \cdot \log \log n)), $$

and $\|s_0(\cdot, t)\|_L \preceq \frac{\log^2 n}{\sigma_t}$. Then, we have that

$$\mathbb{E}_{\{x_{0,j}\}_{j=1}^n} \left[ \int_{t=t_i}^{t_{i+1}} \mathbb{E}_x \left[ \|\ell(s_0(x, t) - \nabla \log p_i(x))\|^2 dt \right] \right] \preceq n^{-\frac{2(d+1)}{d+2}} \log^16 n.$$ 

**Proof.** First we consider the first part. We take $N = n^d d + 2s$ and $t_\ast = t_i/2$ in Lemma 3.6. Note that $N$ and $t_\ast (\geq n^{d/2d_2})$ satisfies $t_\ast \geq N^{-(2-d)/d}(\ast)$, which is assumed in Theorem B.8). Then, there exists a neural network $\phi \in \Phi(L, W, S, B)$ that satisfies

$$\int_{t=t_i}^{t_{i+1}} \int_x p_i(x) \left\| \phi(x, t) - s(x, t) \right\|^2 dx \, dt \preceq N^{-\frac{2(d+1)}{d+2}} \log n = N^{-\frac{2(d+1)}{d+2}} \log n.$$ 

Specifically, $L = O(\log^4(n)), \|W\|_\infty = O(n^{d/2d_2}), S = O(t_i^{-d/2} n^{\frac{dd_2}{d_2+1}})$, and $B = \exp(O(\log n \cdot \log \log n))$. Therefore, we apply (64) by replacing $T$ and $T$ by $t_i$ and $t_{i+1}$, respectively, and with $\delta = n^{-\frac{2(d+1)}{d+2}}$ to obtain the first assertion as

$$\mathbb{E}_{\{x_{0,j}\}_{j=1}^n} \left[ \int_{t=t_i}^{t_{i+1}} \mathbb{E}_x \left[ \|\ell(s_i(x, t) - \nabla \log p_i(x))\|^2 dt \right] \right] \preceq n^{-\frac{2(d+1)}{d+2}} \log n + \frac{C_t}{n} \log N + \delta$$

$$\preceq n^{-\frac{2(d+1)}{d+2}} \log n + \frac{\log^2 n}{n} \left( t_i^{-d/2} n^{\frac{dd_2}{d_2+1}} \log^6 n \right) + n^{-\frac{2(d+1)}{d+2}}$$

$$\preceq n^{-\frac{2(d+1)}{d+2}} \log n + \frac{t_i^{-d/2} n^{\frac{dd_2}{d_2+1}} \log^8 n}{n}.$$ 

For the second part, we simply follow the discussion that derived (4), by replacing $T$ by $t_\ast (T)$, which does not increase the generalization error. 

**Proof of Theorem 5.4.** We use the sequence of networks presented in Lemma D.8. Specifically, we consider the following process.

$$\hat{Y}_0^{(i)} \sim N(0, I), \quad d\hat{Y}_t^{(i)} = \beta_{T-t} \hat{Y}_t^{(i)} + 2\hat{S}(\hat{Y}_t^{(i)}, \hat{T} - t) \, dt + \sqrt{2\beta_{T-t}} dB_t \ (t \in [T - t_i, T - t_{i+1}], i = 0, 1, \cdots, K_x),$$

and we modify $\hat{Y}_T^{(i)}$ to 0 if $\|\hat{Y}_T^{(i)}\|_\infty > 2.$
Finally, we sum up the errors for the above process. Eq. (86) is further bounded by

$$\mathbb{E}[W_1(\hat{Y}_{T-T_k}, \hat{Y}_{T-T_k})] \leq \sum_{i=1}^{K_*} \mathbb{E}[W_1(Y^{(i-1)}_{T-T_k}, Y^{(i)}_{T-T_k})].$$

$$\lesssim \sum_{i=1}^{K_*} \left[ \sqrt{t_i} \log n \left( \mathbb{E}_x \left[ \left\| \hat{s}(x, t) - \nabla \log p_t(x) \right\| \right] + n^{-\frac{d}{2+2d}} \right) + \sqrt{t_i} \log n \left( \mathbb{E}_x \left[ \left\| \hat{s}(x, t) - \nabla \log p_t(x) \right\| \right] + n^{-\frac{d}{2+2d}} \right) \right]^{\frac{1}{2}} \cdot \mathcal{O}(1)$$

(by Lemma D.7)

$$\lesssim \left[ \sqrt{T_k} n^{-\frac{d}{2+2d}} + \sqrt{t_i} \log n \right] \cdot \mathcal{O}(1)$$

(because $K_* = \mathcal{O}(\log n)$ and $t_1 \leq \cdots t_{K_*} = \mathcal{O}(\log N)$ with $1 < t_{i+1}/t_i = \text{const.} \leq 2$ ($i \geq 1$).

$$= \left[ \left( n^{-\frac{2d}{2+2d}} \right)^{\frac{1}{2}} + \left( n^{-\frac{2d}{2+2d}} \right)^{\frac{1}{2}} \right] \cdot \mathcal{O}(1)$$

Therefore, by taking $T \lesssim n^{-\frac{2}{2+2d}}$ and $\hat{T} = \frac{(n+1) \log n}{2(d+2d)}$, we obtain that

$$W_1(X_0, \hat{Y}_{T-T_k}) \lesssim \mathbb{E}[W_1(X_0, X_T)] + \mathbb{E}[W_1(\hat{Y}_{T-T_k}, \hat{Y}_{T-T_k})] + \mathbb{E}[W_1(\hat{Y}_{T-T_k}, Y_{T-T_k})]$$

$$\lesssim \sqrt{\hat{T}} + \exp(-\beta \mathcal{O}) + n^{-\frac{(s+1-\delta)}{2+2d}}$$

(by Lemmas D.5 and D.6 and (90))

$$\lesssim n^{-\frac{(s+1-\delta)}{2+2d}} + n^{-\frac{(s+1-\delta)}{2+2d}} + n^{-\frac{(s+1-\delta)}{2+2d}} \lesssim n^{-\frac{(s+1-\delta)}{2+2d}},$$

which concludes the proof for Theorem 5.4.

\[ \square \]

### D.3. Discussion on the discretization error

As in Section 5.3, $t_0 = T < t_1 < \cdots < t_{K_*} = \hat{T}$ be the time steps with $t_{k+1} - t_k \equiv \eta \ll 1$. Consider the following process $(Y_{t}^{d})_{t=0}^{K_*} = (Y_{t}^{d})_{t=0}^{\hat{T}}$ with $Y_{0}^{d} \sim \mathcal{N}(0, I_d)$:

$$dY_{t}^{d} = \beta_t(Y_{t}^{d} + 2\hat{s}(Y_{T-t-1}^{d}, \hat{T} - t_i)) dt + \sqrt{2\beta_{T-t} d} dB_t \quad (t \in [\hat{T} - t_i, \hat{T} - t_{i-1}]).$$

Here $\hat{s}$ is the score network obtained by the score matching:

$$\hat{s} \in \arg \min \frac{1}{n} \sum_{i=1}^{K} \sum_{k=1}^{n} \eta \mathbb{E}[\|s(x_{t_k}, t_k) - \nabla \log p_t(x_{t_k} | x_{0,i})\|].$$

Here, each expectation is taken with respect to $x_{T-t_k} \sim p_{T-t_k}(x_{T-t_k} | x_{0,i})$.

**Theorem D.9.** Let $\hat{T} = n^{-\mathcal{O}(1)}$, $\hat{T} = \frac{s \log n}{2s+d}$, and $\eta = \text{poly}(n^{-1})$. Then,

$$\mathbb{E}[TV(X_0, \hat{Y}_{T-T_k})] \lesssim n^{-\frac{2s}{2s+d}} \log^{16} n + \eta^2 \hat{T}^{-3} \log^3 n + \eta \hat{T}^{-1} \log^3 n + \eta \log^4 n.$$

**Proof.** We first show that the minimizer $\hat{s}$ over $\Phi'$ (given in Section 4) of

$$\hat{s} \in \arg \min \frac{1}{n} \sum_{i=1}^{K} \sum_{k=1}^{n} \eta \mathbb{E}[\|s(x_{t_k}, t_k) - \nabla \log p_t(x_{t_k} | x_{0,i})\|].$$
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We take $N = n^{\frac{4}{4\log d}}$. According to Theorem 3.1, for $N \gg 1$, there exists a neural network $\phi_{\text{score}}$ with $L = O(\log^4 N), \|W\|_\infty = O(N \log^6 N), S = O(N \log^3 N)$, and $B = \exp(O(\log N \cdot \log \log N))$ that satisfies
\[ \int_x p_t(x) \|\phi_{\text{score}}(x, t) - \tilde{s}(x, t)\|^2 \, dx \lesssim \frac{N - \frac{2}{N} \log(N)}{\sigma_t^2}. \] (93)
for all $t \in [T, T]$. By summing up this for all $t = t_k$, we have that
\[ \sum_{k=1}^K \eta E_{x_{t_k} \sim p_{t_k}} [\|\phi_{\text{score}}(x_{t_k}, t_k) - \nabla \log p_{\eta k}(X_{t_k})\|^2] \lesssim \sum_{k=1}^K \eta N - \frac{2}{N} \log(N) \] (94)
\[ \leq N - \frac{2}{N} \log(N) \left( \eta K + \eta \sum_{k=1}^K \frac{1}{t_k} \right) \lesssim N - \frac{2}{N} \log(N)(T + \log(T/T)) \lesssim N - \frac{2}{N} \log^2(N). \]
In order to convert this into the generalization bound, we need to evaluate the following two things. First, $\tilde{s}$ can be taken so that
\[ \sup_x \|\phi_{\text{score}}(x, t)\| \lesssim \frac{\log^2(N)}{\sigma_t}, \]
and therefore we clip $s$ as in Section 4. Because such $s$ satisfies
\[ \int_x p_t(x) \|\phi_{\text{score}}(x, t) - \nabla \log p_t(x)\|^2 \, dx \lesssim \frac{\log(N)}{\sigma_t^2}, \]
we have that
\[ \sum_{k=1}^K \eta E_{x_{t_k} \sim p_{t_k}} [\|\phi_{\text{score}}(x_{t_k}, t_k) - \nabla \log p_{\eta k}(x_{t_k})\|^2] \leq C_\ell = O(\log^2(n)) \]
(follow the argument for Lemma C.1 and how we derived (94) from (93)). Second, the covering number of the network class of $\ell(x) = \sum_{k=1}^K \eta E[\|s(x_{t_k}, t_k) - \nabla \log p_{\eta k}(x_{t_k})\|^2]$ over all $s$ with $\delta = n^{-\frac{4}{4\log d}}$ is bounded by $n^{\frac{2}{2\log d}} \log^{16} n$, by following Appendix C.2. Thus, Theorem C.4 can be modified to this setting and we obtain that
\[ \mathbb{E}_{\{x_{0,t}\}_{t=1}^n} \left[ \sum_{k=1}^K \eta E_{x_{t_k} \sim p_{t_k}} [\|s(x_{t_k}, t_k) - \nabla \log p_{\eta k}(x_{t_k})\|^2] \right] \lesssim n^{-s/(2s+d)} \log^2 n. \]
holds. Therefore, following the discussion in Section 4, we have that
\[ \mathbb{E}_{\{x_{0,t}\}_{t=1}^n} \left[ \sum_{k=1}^K \eta E_{x_{t_k} \sim p_{t_k}} [\|s(x_{t_k}, t_k) - \nabla \log p_{\eta k}(x_{t_k})\|^2] \right] \lesssim \sum_{k=1}^K \eta E_{x_{t_k} \sim p_{t_k}} [\|\phi_{\text{score}}(x_{t_k}, t_k) - \nabla \log p_{\eta k}(X_{t_k})\|^2] + \frac{C_\ell}{n} \log N + \delta \]
\[ \lesssim n^{\frac{2}{2\log d}} \log^2 n + \frac{\log^2 n}{n} \cdot n^{\frac{2}{2\log d}} \log^{16} n + n^{-\frac{2}{2\log d}} \lesssim n^{-\frac{2}{2\log d}} \log^{16} n, \]
which proves (92).
From now, we bound $\text{TV}(Y_0, Y_0^t)$. We introduce the following processes. $\tilde{Y}^d = (\tilde{Y}_t^d)_{t=0}^{T-\overline{T}}$ is defined in the same way as $Y_0^d$, except for the initial distribution of $Y_0^d \sim p_{\overline{T}}$. At $t = T - \overline{T}$, if the $f$-norm is more than 2, then we reset it to 0. $\tilde{Y} = (\tilde{Y}_t)_{t=0}^{T-\overline{T}}$ is defined as $\tilde{Y}_0 \sim p_{\overline{T}}$, and

$$\tilde{Y}_0 \sim p_{\overline{T}},$$

d$\tilde{Y}_t = \beta_{T-t} (Y_t + 21[(Y_s, T - s) \notin A \text{ for some } s \leq t]) \nabla \log p_t(\tilde{Y}_t) + 21[(Y_s, T - s) \in A \text{ for all } s \leq t] \hat{s}(\tilde{Y}_{T-t_k}, T - t_k)dt + \sqrt{2\beta_{T-t}dt} (t \in [T - t_1, T - t_{i-1}]).$

At $t = T - \overline{T}$, if the $\infty$-norm is more than 2, then we reset it to 0. Here, $A \subseteq \mathbb{R}^{d+1}$ is defined as

$$A = \left\{(x, t) \in \mathbb{R}^d \times \mathbb{R} \mid \|x\|_\infty \leq m_t + C_\sigma \sqrt{\log(n)}, T \leq t \leq T\right\}.$$

Then, we have that

$$\text{TV}(\tilde{Y}_T^d, Y_0^T) \leq \text{TV}(\tilde{Y}_T^d, \tilde{Y}_T^d) + \text{TV}(Y_0, \tilde{Y}_T^d) + \text{TV}(\tilde{Y}_T^d, \tilde{Y}_T^d) + \text{TV}(\tilde{Y}_T^d, \tilde{Y}_T^d) \leq \text{TV}(X_0, X_T) + \text{TV}(\tilde{Y}_T^d, \tilde{Y}_T^d) + \text{TV}(X_T, N(0, I_d)).$$

The first term is bounded by $n^{-\frac{2}{d+d^2}}$, by setting $T = n^{-O(1)}$ in Theorem D.2. The second term is bounded by $n^{-\frac{2}{d+d^2}}$, by taking $C_\sigma$ sufficient large, according to Lemma A.1. The fourth term is bounded by $\exp(-\beta T)$ by Lemma D.3, and thus setting $T = O(\log(n))$ yields $\exp(-\beta T) \lesssim n^{-\frac{2}{d+d^2}}$.

Now, we bound the third term. Proposition D.1 yields that

$$\text{TV}(\tilde{Y}_{T-t_k}, \tilde{Y}_{T-t_k}^d) \leq \sum_{k=1}^{K} \int_{t=T-t_k}^{T-t_{k-1}} \mathbb{E}_X \left[ [\tilde{Y}_t, T - s) \in A \text{ for all } s \leq t][\hat{s}(\tilde{Y}_{T-t_k}, T - t_k) - \nabla \log p_t(\tilde{Y}_t)]^2 \right] dt$$

$$\leq \sum_{k=1}^{K} \int_{t=T-t_k}^{T-t_{k-1}} \mathbb{E}_X \left[ [\tilde{Y}_t, T - t) \in A \text{ for all } s \leq t][\hat{s}(\tilde{Y}_{T-t_k}, T - t_k) - \nabla \log p_t(\tilde{Y}_t)]^2 \right] dt$$

$$\leq \sum_{k=1}^{K} \int_{t=T-t_k}^{T-t_{k-1}} \mathbb{E}_X \left[ [\tilde{Y}_{T-t_k}, T - t_k) \in A][\hat{s}(\tilde{Y}_{T-t_k}, T - t_k) - \nabla \log p_t(\tilde{Y}_t)]^2 \right] dt$$

$$\leq \sum_{k=1}^{K} \int_{t=T-t_k}^{T-t_{k-1}} \mathbb{E}_X \left[ [\tilde{Y}_{T-t_k}, T - t_k) \in A][\hat{s}(\tilde{Y}_{T-t_k}, T - t_k) - \nabla \log p_t(\tilde{Y}_t)]^2 \right] dt$$

First, we consider (96). Because $(X_t, t) \in A$, $(\|x\|_\infty - m_t)_+ \leq \sigma_i \sqrt{\log(n)}$. Over all $t \leq s \leq t_k$, $|\partial_s \sigma_s| \leq \frac{1}{\sqrt{t}}$, $|\partial_s m_s| \leq 1$, and

$$\left| \partial_s \nabla \log p_s(x) \right| \leq \frac{|\partial_s \sigma_s| + |\partial_s m_s|}{\sigma_s^2} \left( (\|x\|_\infty - m_s)_+^2 / \sigma_s^2 \lor 1 \right)^{\frac{3}{2}} \leq \frac{|\partial_s \sigma_s| + |\partial_s m_s|}{\sigma_s^2} \left( (\|x\|_\infty - m_s)_+^2 / \sigma_s^2 \lor 1 \right)^{\frac{3}{2}},$$

according to Lemma A.3. Therefore, (96) is bounded by $\sum_{k=1}^{K} \eta(\eta(t_k^{-2} \lor 1) \log^2 n)^2 = \eta^2(t_k^{-4} \lor 1) \log^3 n$.
We first consider the approximation of $p_{t_k}$, $\|X_t - X_{t_k}\|_{\infty} \lesssim \sqrt{\eta \log n}$, according to Lemma F.13. Therefore,

\[
(97) \lesssim \sum_{k=1}^{K} \eta (\sqrt{\eta \log n} \cdot (t_{k-1}^{-1} \vee 1) \log n)^2 + \eta^{-\mathcal{O}(1)} \cdot \tilde{O}(1) \lesssim \sum_{k=1}^{K} \eta^2 (t_{k-2}^{-1} \vee 1) \log^3 n.
\]

Finally, for (97), we apply (92). Now, all three terms of (95), (96), and (97) are bounded and we obtain that

\[
\mathbb{E}_{\{x_0\}^n=1} \left[ \text{TV}(\tilde{Y}_{T_{\eta}} - X_{T_{\eta}d}), \tilde{Y}_{\eta} \right] \lesssim n^{-\frac{2}{\sqrt{\eta}}} \log^6 n + \sum_{k=1}^{K} (\eta^3 (t_{k-4}^{-1} \vee 1) \log^3 n + \eta^2 (t_{k-2}^{-1} \vee 1) \log^3 n)
\]

\[
\lesssim n^{-\frac{2}{\sqrt{\eta}}} \log^6 n + \eta^2 T^{-3} \log^3 n + \eta T^{-1} \log^3 n + \eta \log^4 n.
\]

Therefore, by setting $\eta = T^{-1.5} n^{-\frac{2}{\sqrt{\eta}}}$ yields the assertion.

\[
\qed
\]

### E. Error analysis with intrinsic dimensionality

#### E.1. Brief proof overview

The generalization error analysis of the score network and how much the score estimation error affects in the final estimation rate in Theorem 6.4 are derived by just replacing $d$ by $d'$ in the previous analysis. Therefore we focus on the approximation error bounds. In order to obtain the counterparts of Theorem 3.1 and Lemma 3.6, we aim to decompose the score function into two parts: each of them is determined by the intrinsic structure components (in $V$) and other components (in $V^\perp$). We use $\tilde{z}$ as a $d'$-dimensional vector corresponding to the canonical system of $V$. The first observation to this goal is

\[
p_t(x) = \int \frac{1}{\sigma_t^d(2\pi)^{\frac{d}{2}}} p_0(y) \exp \left( -\frac{\|x - m_t y\|^2}{2\sigma_t^2} \right) dy
\]

\[
= \int \frac{1}{\sigma_t^d(2\pi)^{\frac{d}{2}}} q(z) \exp \left( -\frac{\|A^\top x - m_t z\|^2 + \|(I_d - A^\top)x\|^2}{2\sigma_t^2} \right) dz.
\]

(z is a $d'$-dimensional vector corresponding to the canonical system of $V$.)

\[
= \int \frac{q(z)}{\sigma_t^d(2\pi)^{\frac{d}{2}}} \exp \left( -\frac{\|A^\top x - m_t z\|^2}{2\sigma_t^2} \right) dz \cdot \frac{1}{\sigma_t^{d-d'}(2\pi)^{\frac{d-d'}{2}}} \exp \left( -\frac{\|(I_d - A^\top)x\|^2}{2\sigma_t^2} \right).
\]

Here $p_t^{(1)}(x)$ and $p_t^{(2)}(x)$ can be seen as the density function with respect to the intrinsic components and remaining space. Note that

\[
\nabla \log p_t(x) = \nabla \log (p_t^{(1)}(x)p_t^{(2)}(x)) = \nabla \log p_t^{(1)}(x) + \nabla \log p_t^{(2)}(x).
\]

Due to this, we only need to construct the neural networks approximating each term and concatenate them. In addition, $p_t^{(1)}(x)$ can be seen as the density at $A^\top x$, about the diffusion process on the $d'$-dimensional space, where the initial density is defined by $q$. Thus we let

\[
q_t(z') = \int \frac{q(z)}{\sigma_t^{d'}(2\pi)^{\frac{d'}{2}}} \exp \left( -\frac{\|z' - m_t z\|^2}{2\sigma_t^2} \right) dz
\]

for $z' \in \mathbb{R}^{d'}$. Here $p_t^{(1)}(x) = q_t(A^\top x)$ holds.

#### E.2. Proof of Theorem 6.4

We first consider the approximation of $p_t^{(1)}(x)$. We have the following counterpart of Theorem 3.1 and Lemma 3.6, where the only difference is that here $d$ is replaced by $d'$. 


Lemma E.1. Let \( N \gg 1 \), \( \mathcal{T} = \text{poly}(N^{-1}) \) and \( \mathcal{T} = \mathcal{O}(\log N) \). Then there exists a neural network \( \phi_{\text{score},3} \in \Phi(L, W, S, B) \) that satisfies, for all \( t \in [\mathcal{T}, \mathcal{T}] \),

\[
\int_{x \in \mathbb{R}^d} p_t(x) \| \nabla \log p_t^{(1)}(x) - \phi_{\text{score},3}(A^\top x, t) \|^2 \, dx \lesssim \frac{N^{-\frac{2}{d}} \log(N)}{\sigma_t^2}.
\]  
(98)

Here, \( L, W, S \) and \( B \) are evaluated as \( L = \mathcal{O}(N^{d^2/2}) \) and \( t_s \geq N^{-(2-d)/d} \). Then there exists a neural network \( \phi_{\text{score},4} \in \Phi(L, W, S, B) \) that satisfies

\[
\int_{x \in \mathbb{R}^d} p_t(x) \| \nabla \log p_t^{(1)}(x) - A\phi_{\text{score},4}(A^\top x, t) \|^2 \, dx \lesssim \frac{N^{-2(1+\epsilon)} \log(N)}{\sigma_t^2}.
\]  
(99)

for \( t \in [t_s, \mathcal{T}] \). Specifically, \( L = \mathcal{O}(N^d) \), \( \|W\|_\infty = \mathcal{O}(N) \), \( S = \mathcal{O}(N^2 \log N) \), and \( B = \exp(\mathcal{O}(\log^4 N)) \). We can take \( \phi_{\text{score},3} \) satisfying \( \|\phi_{\text{score},3}(\cdot, t)\|_\infty = \mathcal{O}(\sigma_t^{-1} \log^{2} N) \).

Moreover, \( \|\phi_{\text{score},4}(\cdot, t)\|_\infty = \mathcal{O}(\sigma_t^{-1} \log^{2} N) \).

Proof. Let \( \phi_{\text{score}} : \mathbb{R}^{d' \times \mathbb{R}^+} \to \mathbb{R}^{d' \times \mathbb{R}^+} \) that approximates \( q_t(z) \). Note that

\[
\nabla \log p_t^{(1)}(x) = A \nabla \log q_t(A^\top x)
\]

and therefore

\[
\int_{x \in \mathbb{R}^d} p_t(x) \| \nabla \log p_t^{(1)}(x) - A\phi_{\text{score}}(A^\top x, t) \|^2 \, dx = \int_{x \in \mathbb{R}^d} p_t^{(1)}(x) \| \nabla \log p_t^{(1)}(A^\top x) - A\phi_{\text{score}}(A^\top x, t) \|^2 \, dx
\]

\[
= \int_{x \in \mathbb{R}^d} q_t(A^\top x) \| \nabla \log p_t^{(1)}(A^\top x) - A\phi_{\text{score}}(A^\top x, t) \|^2 \, dx
\]

\[
= \int_{z \in \mathbb{R}^{d'}} q_t(z) \| \nabla \log q_t(z) - \phi_{\text{score}}(z, t) \|^2 \, dz,
\]

where we used the fact that \( p_t^{(1)} \) and \( p_t^{(2)} \) depend on \( A^\top x \) and \( (I - A^\top)x \), respectively, and \( A^\top x \) and \( (I - A^\top)x \) are orthogonal. Moreover, we used \( \det(A^\top A) = 1 \) and orthogonality of the columns of \( A \). Thus, we can translate Theorem 3.1 and Lemma 3.6.

We next consider the approximation of \( p_t^{(2)}(x) \). As we did in Appendix A, we first show that it suffice to consider the approximation within the bounded region.

Lemma E.2. For \( \epsilon > 0 \), we define \( B_{t,\epsilon} \) as

\[
B_{t,\epsilon} = \left\{ x \in \mathbb{R}^d \mid \| (I_d - A^\top) x \| \leq C_\epsilon \sigma_t \sqrt{\log(\frac{\log N}{\epsilon})} \right\}
\]

We sometimes abbreviate this as \( B_\epsilon \). Then, we have that

\[
\int_{x \in B_\epsilon} p_t(x) \left[ 1 \vee \| \nabla \log(p_t^{(2)}(x)) \|^2 \right] \, dx \lesssim \epsilon.
\]

Proof. The the columns of \( A \) are orthogonal. \( p_t^{(1)} \) and \( p_t^{(2)} \) depend on \( A^\top x \) and \( (I - A^\top)x \), respectively, and \( A^\top x \) and \( (I - A^\top)x \) are orthogonal. Thus, we have that

\[
\int_{x \in B_{t,\epsilon}} p_t(x) \left[ 1 \vee \| \nabla \log(p_t(x)) \|^2 \right] \, dx = \int_{x \in B_{t,\epsilon}} p_t^{(1)}(x) p_t^{(2)}(x) \left[ 1 \vee \| \nabla \log(p_t(x)) \|^2 \right] \, dx
\]

\[
= \int_{x \in B_{t,\epsilon}} p_t^{(2)}(x) \left[ 1 \vee \| \nabla \log(p_t(x)) \|^2 \right] \, dx
\]

\[
= \int_{w \in \mathbb{R}^d \setminus B_{t,\epsilon}} \|w\| \geq C_\epsilon \sigma_t \sqrt{\log(\frac{\log N}{\epsilon})} \frac{1 \vee \|w\|^2/\sigma_t^2}{\sigma_t^{d-d'}(2\pi)^{d/2}} \exp\left(-\frac{\|w\|^2}{2\sigma_t^2}\right) \, dw.
\]

Applying Corollary F.8, (100) is bounded by \( \epsilon \) with a sufficiently large constant \( C_\epsilon \).
Now we only need consider the approximation of $\nabla \log p_t^{(2)}(x)$ within $B_{t,\varepsilon}$.

**Lemma E.3.** Let $N \gg 1$, $T, \varepsilon = \text{poly}(N^{-1})$ and $T \simeq \log N$. There exists a neural network $\phi_{\text{score},A} \in \Phi(L, W, S, B)$ such that

$$\sup_{t \in [T, T^\varepsilon]} \int p_t(x) \| \nabla \log p_t^{(2)}(x) - \phi_{\text{score},A}(x, t) \|^2 dx \lesssim \frac{N^{-2} \varepsilon^{2+1}}{\sigma_t^2}. \tag{101}$$

Specifically, $\phi_{\text{score},A} \in \Phi(L, W, S, B)$ holds, where

$$L = \mathcal{O}(\log^2 N), \|W\|_\infty = \mathcal{O}(\log^3 N), S = \mathcal{O}(\log^4 N), \text{ and } B = \exp(\mathcal{O}(\log^2 N)). \tag{102}$$

**Proof.** First note that $\nabla \log p_t^{(2)}(x) = -\frac{1}{\sigma_t}(I_d - A)(I_d - A^\top)x$. We approximate this via the following four steps.

1. $\sigma_t$ is approximated by $\phi_\sigma$ from Lemma 3.3. Here we set $\varepsilon \leftarrow (T^4 \wedge \varepsilon^4).$
2. Based on the approximation of $\sigma_t$, $\sigma_t^{-2}$ is approximated by $\phi_{\text{rec}}(\cdot; 2)$ from Corollary F.8. Here we set $\varepsilon \leftarrow (T \wedge \varepsilon^4)\varepsilon$.
3. $(I_d - A)(I_d - A^\top)$ is realized by $\text{ReLU}((I_d - A)(I_d - A^\top) \cdot x + 0) - \text{ReLU}(-(I_d - A)(I_d - A^\top) \cdot x + 0)$.
4. According to Lemma F.6 with $\varepsilon \leftarrow \varepsilon$ and $C \leftarrow T^{-1} \vee \sqrt{\log \varepsilon^{-1}}$, multiplication of $\sigma_t^{-2}$ and $(I_d - A)(I_d - A^\top)$ is constructed.

By concatenating these networks (using Lemma F.1), the obtained network size is bounded as

$$L = \mathcal{O}(\log^2 \varepsilon^{-1} + \log^2 T), \|W\|_\infty = \mathcal{O}(\log^3 \varepsilon^{-1} + \log^3 T), S = \mathcal{O}(\log^4 \varepsilon^{-1} + \log^4 T), \text{ and } B = \exp(\mathcal{O}(\log^2 \varepsilon^{-1} + \log^2 T)).$$

Then, for $x \in B_{t,\varepsilon}$ with $t \geq T$, we have that

$$\| \nabla \log p_t^{(2)}(x) - \phi_{\text{score},A} \| \lesssim \varepsilon.$$ 

This yields that

$$\int_{B_{t,\varepsilon}} p_t(x) \| \nabla \log p_t^{(2)}(x) - \phi_{\text{score},A} \| dx \lesssim \varepsilon.$$ 

Together with Lemma E.2, by taking $\varepsilon = \text{poly}(N^{-1})$, we have the assertion.

**Proof of Theorem 6.4.** Note that while the error bound (101) in Lemma E.3 is tighter than the bounds (98) and (99) in Lemma E.1, the required network size (102) in Lemma E.3 is smaller than the size bounds in Lemma E.1. Also note that the bounds in Lemma E.1 are the same as those in Theorem 3.1 and Lemma 3.6, except for that $d$ is replaced by $d'$. Therefore, by simply aggregating $\phi_{\text{score},3}$ and $\phi_{\text{score},4}$, we obtain the counterpart of the approximation theorems Theorem 3.1 and Lemma 3.6, and the rest of the analysis are the same as that of the $d$-dimensional case. Therefore, we obtain the statement.

**F. Auxiliary lemmas**

This final section summarizes existing results and prepares basic tools for the main parts of the proofs. A large part of this section (Appendices F.1 to F.4) is devoted to introduction of basic tools for the function approximation with neural networks, and thus those familiar with such topics (Yarotsky, 2017; Petersen & Voigtlaender, 2018; Schmidt-Hieber, 2019) can skip these subsections (although they contain some refinement and extension). Lemma F.12 is for elementary bounds on the Gaussian distribution and hitting time of the Brownian motion.

In the following we will define constants $C_{1,1}$ and $C_{1,2}$. Other than in this section, they are denoted by $C_t$, and sometimes other constants that comes from this section can be also denoted by $C_t$. 
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F.1. Construction of a larger neural network

Through construction of the desired neural network, we often need to combine sub-networks that approximates simpler functions to realize more complicated functions. We prepare the following lemmas, whose direct source is Nakada & Imaizumi (2020) but similar ideas date back to earlier literature such as Yarotsky (2017); Petersen & Voigtlaender (2018).

First we consider construction of composite functions. Although the bound on the sparsity $S$ was not given in the original version, we can verify it by carefully checking their proof.

**Lemma F.1** (Concatenation of neural networks (Remark 13 of Nakada & Imaizumi (2020))). For any neural networks $\phi^1: \mathbb{R}^{d_1} \to \mathbb{R}^{d_2}, \phi^2: \mathbb{R}^{d_2} \to \mathbb{R}^{d_3}, \ldots, \phi^k: \mathbb{R}^{d_k} \to \mathbb{R}^{d_{k+1}}$ with $\phi^i \in \Psi(L^i, W^i, S^i, B^i)$ ($i = 1, 2, \ldots, d$), there exists a neural network $\phi \in \Phi(L, W, S, B)$ satisfying $\phi(x) = \phi^k \circ \phi^{k-1} \circ \ldots \circ \phi^1(x)$ for all $x \in \mathbb{R}^{d_1}$, with

$$L = \sum_{i=1}^{k} L^i, \quad W \leq 2 \sum_{i=1}^{k} W^i, \quad S \leq \sum_{i=1}^{k} S^i + \sum_{i=1}^{k-1} (\|A_{L_i}^i\|_0 + \|b_{L_i}^i\|_0 + \|A_{L_i+1}^i\|_0) \leq 2 \sum_{i=1}^{k} S^i, \quad \text{and} \quad B \leq \max_{1 \leq i \leq k} B^i.$$

Here $A_j^i$ is the parameter matrix and $b_j^i$ is the bias vector at the $j$th layer of the $i$th neural network $\phi^i$.

Next we introduce the identity function.

**Lemma F.2** (Identity function (p.19 of Nakada & Imaizumi (2020))). For $L \geq 2$ and $d \in \mathbb{N}$, there exists a neural network $\phi^{d, 1}_{id} : \mathbb{R}^{(d, d, 1)} \to \mathbb{R}$ with parameters $(A_1, b_1) = ((I_d - I_d)\top, 0), (A_i, b_i) = (I_{2d}, 0)(i = 1, 2, \ldots, L - 2), (A_L) = ((I_d, -I_d), 0)$, that realizes $d$-dimensional identity map. Here,

$$
\|W\|_\infty = 2d, \quad S = 2dL, \quad B = 1.
$$

For $L = 1$, a neural network $\phi^{d, 1}_{id} \in \Phi(1, (d, d, 1))$ with parameters $(A_1, b_1) = (I_d, 0)$ realizes $d$-dimensional identity map.

We then consider parallelization of neural networks. The following lemmas are Remarks 14 and 15 of Nakada & Imaizumi (2020) with a modification to allow sub-networks to have different depths.

**Lemma F.3** (Parallelization of neural networks). For any neural networks $\phi^1, \phi^2, \ldots, \phi^k$ with $\phi^i : \mathbb{R}^{d_i} \to \mathbb{R}^d$, and $\phi^i \in \Psi(L^i, W^i, S^i, B^i)$ ($i = 1, 2, \ldots, d$), there exists a neural network $\phi \in \Phi(L, W, S, B)$ satisfying $\phi(x) = [\phi^1(x_1)^\top \phi^2(x_2)^\top \ldots \phi^k(x_k)^\top]^\top : \mathbb{R}^{d_1+d_2+\ldots+d_k} \to \mathbb{R}^{d_1+d_2+\ldots+d_k}$ for all $x = (x_1, x_2, \ldots, x_k) \in \mathbb{R}^{d_1+d_2+\ldots+d_k}$ (here $x_i$ can be shared), with

$$L = L_i, \quad \|W\|_\infty \leq \sum_{i=1}^{k} \|W^i\|_\infty, \quad S \leq \sum_{i=1}^{k} S^i, \quad \text{and} \quad B \leq \max_{1 \leq i \leq k} B^i \quad \text{(when $L = L_i$ holds for all $i$),}
$$

$$L = \max_{1 \leq i \leq k} L^i, \quad \|W\|_\infty \leq 2 \sum_{i=1}^{k} \|W^i\|_\infty, \quad S \leq 2 \sum_{i=1}^{k} (S^i + LW^i_L), \quad \text{and} \quad B \leq \max_{1 \leq i \leq k}\{\max_{1 \leq i \leq k} B^i, 1\} \quad \text{(otherwise).}
$$

Moreover, there exists a network $\phi_{\text{sum}}(x) \in \Phi(L, W, S, B)$ that realizes $\sum_{i=1}^{k} \phi^i(x)$, with

$$L = \max_{1 \leq i \leq k} L^i + 1, \quad \|W\|_\infty \leq 4 \sum_{i=1}^{k} \|W^i\|_\infty, \quad S \leq 4 \sum_{i=1}^{k} (S^i + L W^i_L) + 2W_L, \quad \text{and} \quad B \leq \max_{1 \leq i \leq k}\{\max_{1 \leq i \leq k} B^i, 1\}.$$

**Proof of Lemma F.3.** Let us consider the first part. For the case when $L = L_i$ holds for all $i$, the assertions are exactly the same as Remarks 14 and 15 Nakada & Imaizumi (2020). Otherwise, we first prepare a network $\phi^0$ realizing $\phi^{d, L-L_i}_i \circ \phi^i$ for all $i$, so that every network have the same depth without changing outputs of the networks. From Lemmas F.1 and F.2, $\phi^0 \in \Phi(L, W^0, S^0, B^0)$ holds, with $L = \max_{1 \leq i \leq k} L^i, \|W^0\|_\infty = \max\{\|W^i\|_\infty, 2W_L\} \leq 2\|W\|_\infty, S^0 \leq 2S^i + 2(L-L_i)W_L^i \leq 2(S^i + L W^i_L)_L, \text{ and } B^0 = \max\{B^i, 1\}$. We then apply the results for the case of $L = L_i$ ($i = 1, 2, \ldots, k$).

For the second part, since summation of the outputs of $k$ neural networks can be realized by a 1 layer neural network with the width of $k$, Lemma F.3 together with Lemma F.1 gives the bound to realize $\sum_{i=1}^{k} \phi^i(x)$. \qed

In the analysis of the score-based diffusion model, we often face unbounded functions. To resolve difficulty coming from the unboundedness, the clipping operation is often be adopted.
Lemma F.4 (Clipping function). For any $a, b \in \mathbb{R}^d$ with $a_i \leq b_i \ (i = 1, 2, \cdots, d)$, there exists a clipping function $\phi_{\text{clip}}(x; a, b) \in \Phi(2, (d, 2d, d)^T, 7d, \max_{1 \leq i \leq d} \max\{|a_i|, |b_i|\})$ such that

$$\phi_{\text{clip}}(x; a, b)_i = \min\{b_i, \max\{x_i, a_i\}\} \quad (i = 1, 2, \cdots, d)$$

holds. When $a_i = c$ and $b_i = C$ for all $i$, we sometimes denote $\phi_{\text{clip}}(x; a, b)$ as $\phi_{\text{clip}}(x; c, C)$ using scalars $c$ and $C$.

Proof. Because, for each coordinate $i$, $\min\{b_i, \max\{x_i, a_i\}\}$ is realized as

$$\min\{b_i, \max\{x_i, a_i\}\} = \text{ReLU}(x_i - a_i) - \text{ReLU}(x_i - b_i) + a_i \in \Phi(2, (2, 1, 2, 1), 7, \max\{|a_i|, |b_i|\})$$

parallelizing this for all $i$ with Lemma F.3 yields the assertion. □

With the above clipping function, we prepare switching functions, which gives the way to construct approximation in the combined region when there are two different approximations valid for different regions.

Lemma F.5 (Switching function). Let $t_1 < t_2 < \Phi(t_2, \Phi(t_2, t_1))$ and $f(x, t)$ be some scalar-valued function (for a vector-valued function, we just apply this coordinate-wise). Assume that $\phi^1(x, t)$ and $\phi^2(x, t)$ approximate $f(x, t)$ up to an additive error of $\epsilon$ but approximation with $\phi^1(x, t)$ and $\phi^2(x, t)$ are valid for $[t_1, t_1]$ and $[t_2, t_2]$, respectively. Then, there exist neural networks $\phi^1_{\text{swit}}(t; \Phi(t_2, \Phi(t_2, t_1)))$, $\phi^2_{\text{swit}}(t; \Phi(t_2, t_1)) \in \Psi(3, (1, 2, 1, 1)^T, 8, \max\{t_1, (t_1 - t_2)^{-1}\})$, and $\phi^1_{\text{swit}}(t; \Phi(t_2, \Phi(t_2, t_1))) \phi^1(x, t) + \phi^2_{\text{swit}}(t; \Phi(t_2, t_1)) \phi^2(x, t)$ approximates $f(x, t)$ up to an additive error of $\epsilon$ in $[t_1, t_2]$.

Proof. We define

$$\phi^1_{\text{swit}}(t; \Phi(t_2, t_1)) = \frac{1}{t_1 - t_2} \text{ReLU}(\phi_{\text{clip}}(t; \Phi(t_2, t_1)) - t_2), \quad \text{and} \quad \phi^2_{\text{swit}}(t; \Phi(t_2, t_1)) = \frac{1}{t_1 - t_2} \text{ReLU}(t_1 - \phi_{\text{clip}}(t; \Phi(t_2, t_1))).$$

Here $\phi^1_{\text{swit}}(t; \Phi(t_2, t_1)), \phi^2_{\text{swit}}(t; \Phi(t_2, t_1)) \in [0, 1], \phi^1_{\text{swit}}(t; \Phi(t_2, t_1)) + \phi^2_{\text{swit}}(t; \Phi(t_2, t_1)) = 1$ for all $t$, $\phi^1_{\text{swit}}(t; \Phi(t_2, t_1)) = 0$ for all $t \geq t_1$, and $\phi^2_{\text{swit}}(t; \Phi(t_2, t_1))$ for $t \leq t_2$. From this construction, the assertion follows. □

F.2. Basic neural network structure that approximates rational functions

When approximating a function in the Besov space with a neural network, the most basic structure of the network is that of approximating polynomials (Suzuki, 2018). In our construction of the diffused B-spline basis, we need to approximate rational functions.

We begin with monomials. Although the traditional fact that we can approximate monomials with neural networks with an arbitrary additive error of $\epsilon$ using only $O(\log \epsilon^{-1})$ non-zero parameters has been very famous (Yarotsky, 2017; Petersen & Voigtlaender, 2018; Schmidt-Hieber, 2020), we could not find the result that explicitly states the dependency on parameters including the degree and the range of the input. Therefore, just to be sure, we revisit Lemma A.3 of Schmidt-Hieber (2020) and here gives the extended version of that lemma.

Lemma F.6 (Approximation of monomials). Let $d \geq 2, C \geq 1, 0 < \epsilon_{\text{error}} \leq 1$. For any $\epsilon > 0$, there exists a neural network $\phi_{\text{mult}}(x_1, x_2, \cdots, x_d) \in \Psi(L, W, S, B)$ with $L = O(\log d(\log \epsilon^{-1} + d \log C)), ||W||_{\infty} = 48d, S = O(d \log \epsilon^{-1} + d \log C))$, $B = C^d$ such that

$$\left| \phi_{\text{mult}}(x_1', x_2', \cdots, x_d') - \prod_{d' = 1}^d x_{d'} \right| \leq \epsilon + \epsilon d \log C / ||x - x'|| \leq \epsilon_{\text{error}},$$

$$|\phi_{\text{mult}}(x)| \leq C^d \text{ for all } x \in \mathbb{R}^d,$$

and $\phi_{\text{mult}}(x_1', x_2', \cdots, x_d') = 0$ if at least one of the $x_i'$ is 0.

We note that some of the $x_i, x_j$ ($i \neq j$) can be shared. For $\prod_{i=1}^l x_i^{\alpha_i}$ with $\alpha_i \in \mathbb{Z}_+$ ($i = 1, 2, \cdots, l$) and $\sum_{i=1}^l \alpha_i = d$, there exists a neural network satisfying the same bounds as above, and the network is denoted by $\phi_{\text{mult}}(x; \alpha)$. 

Proof. First of all, it is known from Schmidt-Hieber (2020) that there exists a neural network $\tilde{\phi}_{\text{mult}}(x, y) \in \Psi(L, W, S, B)$ with $L = i + 5, ||W||_{\infty} = 6, B = 1$ such that

$$|\tilde{\phi}_{\text{mult}}(x, y) - xy| \leq 2^{-i}, \quad \text{for all } (x, y) \in [0, 1]^2,$$
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and $|\tilde{\phi}_{\text{mult}}(x, y)| \leq 1$ for all $(x, y) \in \mathbb{R}^2$, and $\tilde{\phi}_{\text{mult}}(x, y) = 0$ if either $x$ or $y$ is 0. With this network, we can see that $|\text{sign}(x)\tilde{\phi}_{\text{mult}}(|x|, |y|) - xy| \leq 2^{-i}$ holds for all $(x, y) \in [-1, 1]^2$. $|\tilde{\phi}_{\text{mult}}(x, y)| \leq 1$ for all $(x, y) \in \mathbb{R}^2$, and $\phi_{\text{mult}}(x, y) = 0$ if either $x$ or $y$ is 0. Because

$$\text{sign}(x)\tilde{\phi}_{\text{mult}}(|x|, |y|) = \text{ReLU}(\tilde{\phi}_{\text{mult}}(\text{ReLU}(x), \text{ReLU}(y)) + \tilde{\phi}_{\text{mult}}(\text{ReLU}(-x), \text{ReLU}(-y))$$

$$- \tilde{\phi}_{\text{mult}}(\text{ReLU}(x), \text{ReLU}(y)) - \tilde{\phi}_{\text{mult}}(\text{ReLU}(-x), \text{ReLU}(-y))$$

$$- \text{ReLU}(-\tilde{\phi}_{\text{mult}}(\text{ReLU}(x), \text{ReLU}(y)) - \tilde{\phi}_{\text{mult}}(\text{ReLU}(-x), \text{ReLU}(-y))$$

$$+ \tilde{\phi}_{\text{mult}}(\text{ReLU}(x), \text{ReLU}(y)) + \tilde{\phi}_{\text{mult}}(\text{ReLU}(-x), \text{ReLU}(-y))$$

$$=: \tilde{\phi}_{\text{mult}}(x, y)$$

holds, we can realize the function $xy$ for $[-1, 1]^d$, by a neural network $\tilde{\phi}_{\text{mult}}(x, y) \in \Psi(L, W, S, B)$ with $L = i + 7$, $\|W\|_{\infty} = 48$, $S \leq L\|W\|_{\infty}(\|W\|_{\infty} + 1) = 48(i + 7)$, $B = 1$ with an approximation error up to $2^{-i}$.

Then, following Schmidt-Hieber (2020), we recursively construct $\tilde{\phi}_{\text{mult}}(x_1, x_2, \cdots, x_{2^j+1})$ using

$$\tilde{\phi}_{\text{mult}}(x_1, x_2, \cdots, x_{2^j+1}) = \tilde{\phi}_{\text{mult}}(\tilde{\phi}_{\text{mult}}(x_1, x_2, \cdots, x_{2^j}), \tilde{\phi}_{\text{mult}}(x_{2^j+1}, x_{2^j+2}, \cdots, x_{2^{j+1}}))$$

By filling extra dimensions of $(x_1, x_2, \cdots, x_d)$ with 1, we obtain the neural network $\tilde{\phi}_{\text{mult}}(x_1, x_2, \cdots, x_d) \in \Psi(L, W, S, B)$ for all $d \geq 2$ and $L = O(\log d(\log \epsilon^{-1} + \log d))$, $\|W\|_{\infty} = 48d$, $S = O(d(\log \epsilon^{-1} + \log d))$, $B = 1$ such that

$$\left|\tilde{\phi}_{\text{mult}}(x_1, x_2, \cdots, x_d) - \prod_{i=1}^d x_i\right| \leq \epsilon, \quad \text{for all } x \in [-1, 1]^d.$$ 

We then construct $\phi_{\text{mult}}$ as follows:

$$\phi_{\text{mult}}(x) = C^d\tilde{\phi}_{\text{mult}}(\phi_{\text{clip}}(x; -C, C)/C).$$

Here the approximation error over $[-C, C]^d$ is bounded by $C^{-d}\epsilon$. We reset $\epsilon \leftarrow C^{-d}\epsilon$ so that the approximation error is smaller than $\epsilon$, and then we have $\phi_{\text{mult}} \in \Phi(L, W, S, B)$ with $L = O(\log d(\log \epsilon^{-1} + d\log C))$, $\|W\|_{\infty} = 48d$, $S = O(d(\log d + \log \epsilon^{-1} + d\log C))$, $B = 1$. Therefore, the bounds on $L$, $\|W\|_{\infty}$, $B$, $S$ in the assertion follows from Lemmas F.1 and F.4.

When the input fluctuates, we have

$$\left|C^d\tilde{\phi}_{\text{mult}}(\phi_{\text{clip}}(x'; -C, C)/C) - \prod_{i=1}^d x_i\right|$$

$$\leq C^d\tilde{\phi}_{\text{mult}}(\phi_{\text{clip}}(x'; -C, C)/C) - \prod_{i=1}^d \min\{C, \max\{x_i', -C\}\} + \prod_{i=1}^d \min\{C, \max\{x_i', -C\}\} - \prod_{i=1}^d x_i$$

$$\leq C^d \cdot C^{-d}\epsilon + C^d \sum_{i=1}^d |x_i - \min\{C, \max\{x_i', -C\}\}| = \epsilon + dC^{d-1}\epsilon_{\text{error}},$$

which yields the first part of the assertion.

Finally, we note that some of $x_i, x_j$ ($i \neq j$) can be shared because all we need is to identify columns in the first layer of $\tilde{\phi}_{\text{mult}}(x_1, \cdots, x_d)$ that correspond to the same coordinate.

We next provide how to approximate the reciprocal function $y = \frac{1}{x}$. Approximation of rational functions has already investigated in (Telgarsky, 2017; Boullé et al., 2020). However, we found that their bounds (in Lemma 3.5 of Telgarsky (2017)) of $L = O(\log^2 \epsilon^{-1})$ and $O(\log^4 \epsilon^{-1})$ nodes can be improved with careful use of local Taylor expansion up to the order of $O(\log \epsilon^{-1})$, so we provide our own proof.

**Lemma F.7** (Approximating the reciprocal function). For any $0 < \epsilon < 1$, there exists $\phi_{\text{rec}} \in \Psi(L, W, S, B)$ with $L \leq O(\log \epsilon^{-1})$, $\|W\|_{\infty} = O(\log^3 \epsilon^{-1})$, $S = O(\log^4 \epsilon^{-1})$, and $B = O(\epsilon^{-2})$ such that

$$\left|\phi_{\text{rec}}(x') - \frac{1}{x}\right| \leq \epsilon + \frac{|x' - x|}{\epsilon^2}, \quad \text{for all } x \in [\epsilon, \epsilon^{-1}] \text{ and } x' \in \mathbb{R}..$$
Proof. We approximate the inverse function $y = \frac{1}{x}$ with a piece-wise polynomial function. We take $x_i = 1.5^i \cdot \varepsilon$ ($i = 0, 1, \cdots, i^* := \lceil 2 \log_{1.5} \varepsilon^{-1} \rceil$) so that $x_{i^*} \geq \varepsilon^{-1}$ and approximate $y = \frac{1}{x}$ in the following way:

\[
\frac{1}{x} \approx \sum_{i=1}^{i^*} f_i(\phi_{\text{clip}}(x; x_{i-1}, x_i)) + \frac{1}{\varepsilon},
\]

where $f_i(x)$ is a function that satisfies $f_i(x) = 0$ for $x \leq x_{i-1}$, $f_i(x) = -\frac{1}{x_{i-1}} + \frac{1}{x_i}$ for $x_{i-1} \leq x$, and

\[
\max_{x_{i-1} \leq x \leq x_i} |f_i(x) - 1/x + 1/x_{i-1}| \leq \frac{\varepsilon}{2}.
\]

Now we show construction of such functions. First, by $\frac{1}{x} = \frac{1}{x_{i-1}} - \frac{x_{i-1}}{x} = \frac{1}{x_{i-1}} \sum_{l=1}^{i^*} (-\frac{x_{i-1}}{x_{i-1}} + 1)\gamma_l (1 \leq \frac{x_{i-1}}{x_{i-1}} \leq 1.5)$, let

\[
\tilde{f}_i(x) = \frac{1}{x_{i-1}} \sum_{l=1}^{i^*} \left((-\frac{x_{i-1}}{x_{i-1}} + 1)\gamma_l - \frac{1}{x_{i-1}}\right).
\]

The difference between $\tilde{f}_i(x)$ and $\frac{1}{x} - \frac{x_{i-1}}{x}$ is $((x_{i-1} - x)/x_{i-1})^{l+1}/x$, which is bounded by $2^{-l-1}/x$. Moreover, by adding

\[
\left(\frac{\tilde{f}_i(x)}{x_{i-1}} - \frac{1}{x_{i-1}}\right) \frac{(x_{i-1} - x)}{x_{i-1}}^{l+1} = \frac{(x_{i-1} - x)(x_{i-1})^{l+1}}{x_{i-1}} + \left(\frac{1}{x_{i-1}}\right) \left(\frac{x_{i-1}}{x_{i-1}} - 1\right)\gamma_l \left((-\frac{x_{i-1}}{x_{i-1}} + 1)\gamma_l - \frac{1}{x_{i-1}}\right)
\]

we have $\tilde{f}_i(x)$, with $f_i(x_{i-1}) = 0$, $f_i(x_i) = -\frac{1}{x_{i-1}} + \frac{1}{x_i}$, and

\[
\max_{x_{i-1} \leq x \leq x_i} |f_i(x) - 1/x + 1/x_{i-1}| \leq 2^{-1}/x \leq 2^{-l-1}/x.
\]

Thus, we take $l = \lceil \log_2 2 \varepsilon^{-1} \rceil$ so that RHS is smaller than $\frac{\varepsilon}{2}$. Therefore, we finally have the explicit approximation of $y = \frac{1}{x}$:

\[
f(x) = \sum_{i=1}^{i^*} \frac{1}{x_{i-1}} \sum_{l=1}^{i^*} (-\phi_{\text{clip}}(x; x_{i-1}, x_i))/x_{i-1} + 1)\gamma_l - \sum_{i=1}^{i^*} \frac{1}{x_{i-1}}
\]

\[
+ \sum_{i=1}^{i^*} \left((x_{i-1} - x)/x_{i-1})^{l+1}(-\phi_{\text{clip}}(x; x_{i-1}, x_i))/x_{i-1}^{l+1} - \frac{1}{x_{i-1}}\right) + \frac{1}{\varepsilon}. \tag{103}
\]

From Lemma F.6, $(-\phi_{\text{clip}}(x; x_{i-1}, x_i))/x_{i-1} + 1)\gamma_l$ is realized by $L = O(\log \log \varepsilon^{-1} + \log \varepsilon^{-1})$, $\|W\|_{\infty} = O(\log \varepsilon^{-1})$, $S = O(\log \varepsilon^{-1}(\log \log \varepsilon^{-1} + \log \varepsilon^{-1}))$, $B = 1.5|\log_2 2 \varepsilon^{-1}| = O(\varepsilon^{-1})$ so that approximation error for each is bounded by $O(\varepsilon^2/l^{i^*})$. Because there are $O(\log l)$ terms in (a) of (103), from Lemmas F.1 and F.3, the final approximation error of $f(x)$ using a neural network $\phi_{\text{rec}}$ is $\frac{\varepsilon}{2}$, where $\phi_{\text{rec}} \in \Phi(L, W, S, B)$ with $L \leq O((\log \log \varepsilon^{-1} + \log \varepsilon^{-1})\log \log \varepsilon^{-1})$, $\|W\|_{\infty} = O(\log^3 \varepsilon^{-1})$, $S = O(\log^3 \varepsilon^{-1}(\log \log \varepsilon^{-1} + \log \varepsilon^{-1}))$, and $B = O(\varepsilon^{-2})$. (Here $B = O(\varepsilon^{-2})$ is calculated because in (b) we need to bound the coefficient $((x_{i-1} - x)/x_{i-1} + 1)\gamma_l$ by $\varepsilon^{-2}$.)

The sensitivity analysis follows from $|\phi_{\text{rec}}(x') - 1/x| \leq |\phi_{\text{rec}}(x') - 1/\max(x', x)| + |1/\max(x', x) - 1/x|$. \hfill \qed

Combining Lemmas F.6 and F.7, we have the following corollary.

**Corollary F.8.** For any $0 < \varepsilon < 1$, there exists $\phi_{\text{rec}} \in \Psi(L, W, S, B)$ with $L \leq O(\log^2 l + \log^2 \varepsilon)$, $\|W\|_{\infty} = O(l + \log^3 \varepsilon^{-1})$, $S = O(l \log l + \log \varepsilon^{-1} + \log^4 \varepsilon^{-1})$, and $B = O(\varepsilon^{-2(l+1)})$ such that

\[
|\phi_{\text{rec}}(x'; l) - 1/x'| \leq \varepsilon + \frac{|x' - x|}{\varepsilon + 1}, \quad \text{for all } x \in [\varepsilon, \varepsilon^{-1}] \text{ and } x' \in \mathbb{R}.
\]

**Proof.** Consider $\phi_{\text{mult}}(\cdot; l) \circ \phi_{\text{rec}}$. The result directly follows from Lemma F.6 and Lemma F.7. \hfill \qed
F.3. How to deal with exponential functions

We sometimes need to approximate certain types of integrals where the integrand contains a density function of some Gaussian distribution and the integral interval is $\mathbb{R}^d$, for example, the diffused B-spline basis is a typical example of them. To deal with them, we adopt the following two-step argument: first we clip the integral interval, and next we approximate the integrand with rational functions. We need rational functions because the density function depends on the inverse of (the squared-root of) the variance, which depends on $t$ and should be approximated. The first lemma corresponds to the first step, and the second and third correspond to the second step, respectively.

**Lemma F.9** (Clipping of integrals). Let $x \in \mathbb{R}^d$, $0 < m_t \leq 1$, $\alpha \in \mathbb{Z}_+^d$ with $\sum_{i=1}^d \alpha_i \leq k$, and $f$ be an any function on $\mathbb{R}^d$ whose absolute value is bounded by $C_f$. For any $0 < \varepsilon < \frac{1}{2}$, there exists a constant $C_{t,1}$ that only depends on $k$ and $d$, such that

$$
\left| \int_{\mathbb{R}^d} \prod_{i=1}^d \left( \frac{m_t y_i - x_i}{\sigma_t} \right)^{\alpha_i} f(y) \exp \left( -\frac{\|m_t y - x\|^2}{2\sigma_t^2} \right) dy \right| \leq \frac{C_{t,1}}{\sigma_t^d} \left( \frac{\|m_t y - x\|^2}{2\sigma_t^2} \right)^{C_{t,1}/2} \exp \left( -\frac{\|m_t y - x\|^2}{2\sigma_t^2} \right)
$$

where $A^x = \prod_{i=1}^d a_i^x$ with $a_i^x = \frac{x_i}{m_t} - \frac{\sigma_i C_{t,1}}{m_t} \sqrt{\log \varepsilon^{-1}}$, $x_i = m_t + \sigma_i C_{t,1} \sqrt{\log \varepsilon^{-1}}$.

**Proof.**

$$
\frac{1}{\sigma_t^d} \left| \int_{\mathbb{R}^d} \prod_{i=1}^d \left( \frac{m_t y_i - x_i}{\sigma_t} \right)^{\alpha_i} f(y) \exp \left( -\frac{\|m_t y - x\|^2}{2\sigma_t^2} \right) dy \right| \leq \frac{C_f}{\sigma_t^d} \left( \frac{\|m_t y - x\|^2}{2\sigma_t^2} \right)^{C_f/2} \exp \left( -\frac{\|m_t y - x\|^2}{2\sigma_t^2} \right)
$$

We now bound each term. First,

$$
\int_{\mathbb{R}} \left( \frac{m_t y_j - x_j}{\sigma_t} \right)^{\alpha_j} \frac{1}{\sigma_t^d} \exp \left( -\frac{\|m_t y - x\|^2}{2\sigma_t^2} \right) dy_j
$$

Thus, LHS can be bounded by $\lesssim \max \left\{ \frac{1}{m_t}, \frac{1}{\sigma_t^d} \right\} \lesssim 1$. 

---
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Next,\[
\int_{R \setminus a^2} \left( \frac{|m_t y_j - x_j|}{\sigma_t} \right)^{\alpha_j} I[|y_j| \leq 1] \exp \left( -\frac{(m_t y_j - x_j)^2}{2\sigma_t^2} \right) dy_j
\]
\[
\leq \frac{2}{m_t} \int_{C_{t,1}/\sqrt{\log \varepsilon^{-1}}} |y_j|^{\alpha_j} \exp \left( -\frac{y_j^2}{2} \right) dy_j \left( \text{by letting } \frac{m_t y_j - x_j}{\sigma_t} \mapsto y_j \right)
\]
\[
\leq \left\{ \begin{array}{ll}
\frac{2}{m_t} \sum_{l=0}^{\alpha_j-1} \frac{(\alpha_j-1)!}{(2l)!} (C_{t,1} \log \varepsilon^{-1})^{l} e^{\frac{C_{t,1}}{2}} & \text{(if } \alpha_j \text{ is odd)} \\
\frac{2}{m_t} \sum_{l=1}^{\alpha_j} \frac{(\alpha_j-1)!}{(2l-1)!} (C_{t,1} \log \varepsilon^{-1})^{l} e^{\frac{C_{t,1}}{2}} + \frac{2}{m_t} \int_{C_{t,1}/\sqrt{\log \varepsilon^{-1}}} \exp \left( -\frac{y_j^2}{2} \right) dy_j & \text{(if } \alpha_j \text{ is even)}
\end{array} \right.
\]

Therefore, by setting $C_{t,1}$ sufficiently large, in a way that $C_{t,1}$ depends on $\alpha_j \leq k$ and $d$, this can be bounded by $\frac{\varepsilon}{m_t}$. Moreover, if $m_t \geq 1$, then the integral interval does not overlap with $-1 \leq y_j \leq 1$, and in this case (105) is alternatively bounded by 0.

Therefore, (104) can further be bounded by
\[
(104) \leq d \prod_{i=1}^{d} \prod_{j=1}^{d-1} \varepsilon \lesssim \varepsilon,
\]
which gives the assertion.}\]

Next we introduce the Taylor expansion of exponential functions with polynomials.

**Lemma F.10** (Approximating an exponential function with polynomials). Let $A > 0$ and $0 \leq m_t \leq 1$. For $t \geq \max\{4eA^2, \lceil \log_2 \varepsilon^{-1} \rceil \}$, we have that
\[
\exp \left( -\frac{(x - m_t y)^2}{2\sigma_t^2} \right) - \sum_{s=0}^{t-1} \frac{(-1)^s (x - m_t y)^{2s}}{s! 2^s \sigma_t^{2s}} \leq \varepsilon
\]
for all $y \in [-\frac{\sigma_t A + x}{m_t}, \frac{\sigma_t A + x}{m_t}]$.

**Proof.** By standard Taylor expansion of $e^x$ up to degree $t - 1$, we have
\[
\exp \left( -\frac{(x - m_t y)^2}{2\sigma_t^2} \right) = \sum_{s=0}^{t-1} \frac{(-1)^s (x - m_t y)^{2s}}{s! 2^s \sigma_t^{2s}} + \frac{(-1)^t (\theta(x - m_t y))^{2t}}{t! 2^t \sigma_t^{2t}}
\]
with some $\theta \in (0, 1)$. We bound the second term of the residual. When $y \in [-\frac{\sigma_t A + x}{m_t}, \frac{\sigma_t A + x}{m_t}]$ and $t$ is the minimum integer satisfying $t \geq \max\{4eA^2, \lceil \log_2 \varepsilon^{-1} \rceil \}$, we have
\[
\frac{1}{t!} \frac{\theta^t (x - m_t y) + (1 - \theta) x)^{2t}}{2^t \sigma_t^{2t}} \leq \frac{(2\sigma_t A)^{2t}}{t! 2^t \sigma_t^{2t}} \leq \frac{(2\sigma_t A)^{2t}}{(t/e)^t 2^t \sigma_t^{2t}} \leq \frac{2^t A^{2t}}{(4A^2)^t} \leq \frac{1}{2t} \leq \varepsilon,
\]
where we used the fact $t! \geq (t/e)^t$. \qed

**F.4. Existing results for approximation**

Our diffused B-spline basis decomposition (Section 3 and Appendix B) is built on the B-spline basis decomposition of the Besov space (DeVore & Popov, 1988; Suzuki, 2018). The following fact can be found in Lemma 2 of Suzuki (2018) (although the original version adopts $\Omega = [0, 1]^d$, we can easily adjust the difference by dividing the domain into cubes with each side length 1). The magnitude of $|\alpha_{k,j}|$ is evaluated in p.17 of Suzuki (2018).

**Lemma F.11** (Approximability of the Besov space (Suzuki (2018))). Let $C > 0$. Under $s > d(1/p - 1/r)_+$ and $0 < s < \min\{l, l - 1 + 1/p\}$ where $l \in \mathbb{N}$ is the order of the cardinal B-spline bases, for any $f \in B_{p,q}([-C, C]^d)$, there exists $f_N$ that satisfies
\[
\|f - f_N\|_{L^r([-C, C]^d)} \lesssim C^s N^{-s/d} \|f\|_{B_{p,q}([-C, C]^d)}
\]
for $N \gg 1$, and has the following form:

$$f_N(x) = \sum_{k=0}^{K} \sum_{j \in J(k)} \alpha_{k,j} M_{k,j}^d(x) + \sum_{k=K}^{K^*} \sum_{j=1}^{n_k} \alpha_{k,j} M_{k,j}^d(x) \quad \text{with} \quad \sum_{k=0}^{K} |J(k)| + \sum_{k=K+1}^{K^*} n_k = N,$$

where $J(k) = \{-C2^k - l, -C2^k - l + 1, \ldots C2^k - 1, C2^k\}$, $(j_i)_{i=1}^{n_k} \subseteq J(k)$, $K = O(d^{-1} \log(N/C^d))$, $K^* = (O(1) + \log(N/C^d))^{\nu-1} + K$, $n_k = O((N/C^d)2^{-\nu(k-K)})$ (for $k = K + 1, \ldots, K^*$) for $\delta = d(1/p - 1/r)_+$ and $\nu = (s - \delta)/(2\delta)$.

Moreover, $|\alpha_{k,j}| \lesssim N^{\nu^{-1} - d^2}(d/p - s)_+$. 

F.5. Elementary bounds for the Gaussian and hitting time

**Lemma F.12.** Let $0 < \varepsilon \ll 1$, $l \in \mathbb{Z}_+^d$, and $p(x)$ be the density function of $N(0, \sigma^2 I_d)$, i.e.,

$$p(x) = \frac{1}{\sigma^2 t^d} \exp\left(-\frac{|x|^2}{\sigma^2 t}\right).$$

Then, the following bound holds:

$$\int_{|x|_\infty \geq \sigma t} \frac{\prod_{i=1}^d x_i^l}{\sigma^d t^d} p(x) dx \lesssim \varepsilon.$$

We sometimes write $\sqrt{4 \log d} \varepsilon^{-1} = C_{l,2} \sqrt{\log \varepsilon^{-1}}$.

**Proof.** Let us denote $x^l = \prod_{i=1}^d x_i^l$ and $|l| = \sum_{i=1}^d l_i$ for simple presentation. Let $r = |x|_\infty$, and we get

$$\int_{|x|_\infty \geq \sigma t} \frac{x^l}{\sigma^d t^d} p(x) dx$$

$$\int_{|x|_1 \geq \sigma t} \frac{x^l}{\sigma^d t^d} p(x) dx$$

$$\leq \int_{r = \sigma t}^{\infty} \frac{r^{|l|}}{\sigma^d t^d} \frac{1}{(2\pi)^{d/2}} \exp\left(-\frac{r^2}{2\sigma^2}\right) (d-1)r^{d-1} dr$$

$$= \frac{4 \log \varepsilon^{-1} (|l|+d-1)^2}{(2\pi)^{d/2}} \exp\left(-\frac{4 \log \varepsilon^{-1}}{2}\right) (d-1) + \int_{s = \sqrt{4 \log \varepsilon^{-1}}}^{\infty} \frac{(|l|+d-1)s^{|l|+d-2}}{(2\pi)^{d/2}} \exp\left(-\frac{s^2}{2}\right) (d-1) ds$$

$$= \cdot \cdot \cdot = \sum_{0 \leq i \leq \lfloor |l|+d-1 \rfloor} \frac{(|l|+d-1)!}{(|l|+d-1-2i)!} \frac{1}{(2\pi)^{d/2}} \exp\left(-\frac{s^2}{2}\right) (d-1) ds$$

(by iterating integration by parts)

$$\lesssim \varepsilon^2 \log \frac{d+|l|+1}{2} \varepsilon^{-1}.$$

Replacing $\varepsilon$ by $\varepsilon/dl$, RHS of (106) is bounded by

$$\frac{\varepsilon^2}{d^2 l^2} \log \frac{d+|l|+1}{2} (\varepsilon/dl)^{-1} \lesssim \varepsilon,$$

which yields the conclusion. \hfill \square

**Lemma F.13.** Let $(B_s)_{0,t}$ be the 1-dimensional Brownian motion and $X_t = \int_0^t \beta_s dB_s$, with $\beta_s \leq \beta$. Then, we have that

$$\mathbb{P} \left[ \sup_{s \in [0,t]} |X_s| \geq 2 \sqrt{\beta \log(2\varepsilon^{-1})} \right] \leq \varepsilon.$$
Proof. We bound the case $\beta_s \equiv \beta$ because it maximize the hitting probability. According to Karatzas et al. (1991), for $x > 0$,

$$
\mathbb{P} \left[ \sup_{s \in [0,t]} |X_t| \geq x \right] = \frac{4}{\sqrt{2\pi}} \int_{\frac{x}{\sqrt{2}\beta t}}^{\infty} e^{-y^2/2} dy = \frac{4}{\sqrt{2\pi}} \int_{\frac{x}{\sqrt{4\pi}}}^{\infty} e^{-z^2/2} dz \leq 2e^{-x^2/4\beta t}.
$$

For the second equality, we simply replaced $y/\sqrt{2}$ with $z$. For the last inequality, we used $\frac{4}{\sqrt{2\pi}} \cdot \sqrt{2} \leq 2$ and $\int_{x}^{\infty} e^{-y^2} dy \leq e^{-x^2}$. Therefore, setting $x = 2\sqrt{\beta t \log(2e^{-1})}$ yields the assertion. \qed