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Abstract
We provide a full characterisation of all of the
possible alternating group (An) equivariant neu-
ral networks whose layers are some tensor power
of Rn. In particular, we find a basis of matri-
ces for the learnable, linear, An–equivariant layer
functions between such tensor power spaces in the
standard basis of Rn. We also describe how our
approach generalises to the construction of neural
networks that are equivariant to local symmetries.

1. Introduction
There has been a growing research effort in deep learning
to develop neural network architectures that can be used
to learn efficiently from data that possesses an underlying
symmetry. These architectures guarantee that the functions
that are learned are subject to a geometric property, known
as equivariance, that is connected with the symmetry group.
Group equivariant neural networks are important due to the
additional advantages that they offer over traditional mul-
tilayer perceptron models. For example, they commonly
display high levels of parameter sharing within each layer,
resulting in significantly fewer parameters overall. This
often leads to models that show improved prediction perfor-
mance on new data.

The symmetry group that has received the most attention,
in terms of it being explicitly incorporated into neural net-
work architectures, is the group of all permutations on some
fixed number of objects, called the symmetric group. Creat-
ing neural networks that are equivariant to permutations is
highly desirable as many data structures, such as sets and
graphs, exhibit natural permutation symmetry. It is easily
understood that the labelling of the elements of a set or the
vertices of a graph is arbitrary; hence, it is crucial to ensure
that the functions that are learned from such data do not
depend on how the data is labelled.
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In this paper, we look instead at how to construct neural
networks that are equivariant to the alternating group. The
alternating group is an index two subgroup of the symmet-
ric group consisting solely of all of the even permutations.
Alternating group symmetry has proven to be particularly
useful when learning from spherical image data that has
been discretely represented on an icosahedron (Zhang et al.,
2019); in constructing convolutional neural networks on an
icosahedron (Cohen et al., 2019); and in estimating polyno-
mials that are invariant to the action of the alternating group
(Kicki et al., 2020).

Specifically, we give a full characterisation of all of the pos-
sible alternating group equivariant neural networks whose
layers are some tensor power of Rn by finding a basis of
matrices for the learnable, linear, alternating group equivari-
ant layer functions between such tensor power spaces in the
standard basis of Rn.

Our approach is similar the one presented in the papers
written by Pearce–Crump (2022a; 2022b). They used differ-
ent sets of set partition diagrams to characterise all of the
learnable, linear, group equivariant layer functions between
tensor power spaces in the standard basis of Rn for the fol-
lowing groups: the symmetric group Sn; the orthogonal
group O(n); the symplectic group Sp(n); and the special
orthogonal group SO(n). We will show that in the case of
the alternating group An, the layer functions can also be
characterised by certain sets of set partition diagrams.

To do this, we use a concept that was first introduced by
Comes (2020), namely, so-called jellyfish. In their paper,
they largely determined the theory of alternating group
equivariance; however, they relied heavily on the language
of category theory in their exposition. We simplify their
approach, and provide proofs that are more accessible to the
machine learning community.

The main contributions of this paper, which appear in Sec-
tion 6 onwards, are as follows:

1. We are the first to show how the combinatorics underly-
ing set partition diagrams, together with some jellyfish,
serves as the theoretical foundation for constructing
neural networks that are equivariant to the alternating
group when the layers are some tensor power of Rn.
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2. In particular, we find a basis for the learnable, linear,
An–equivariant layer functions between such tensor
power spaces in the standard basis of Rn.

3. We extend our approach to show how to construct neu-
ral networks that are equivariant to local symmetries.

2. Preliminaries
We choose our field of scalars to be R throughout. Tensor
products are also taken over R, unless otherwise stated.
Also, we let [n] represent the set {1, . . . , n}.

Recall that a representation of a group G is a choice of
vector space V over R and a group homomorphism

ρ : G → GL(V ) (1)

We choose to focus on finite-dimensional vector spaces V
that are some tensor power of Rn in this paper.

We often abuse our terminology by calling V a representa-
tion of G, even though the representation is technically the
homomorphism ρ. When the homomorphism ρ needs to be
emphasised alongside its vector space V , we will use the
notation (V, ρ).

3. (Rn)⊗k, a representation of both Sn and An

Recall that Sn is the group of all permutations on [n], and
that An is the subgroup of Sn consisting of all permutations
on [n] whose image under the function

sgn : Sn → {±1} (2)

is +1, where sgn is defined, for all σ ∈ Sn, as

sgn(σ) :=

{
+1 if σ is an even permutation in Sn

−1 if σ is an odd permutation in Sn

(3)

We have that Rn is a representation of Sn via its (left) action
on the basis {ea | a ∈ [n]} which is extended linearly,
where, specifically, the action is given by

σ · ea = eσ(a) for all σ ∈ Sn and a ∈ [n] (4)

Restricting this action to An and extending linearly shows
that Rn is also a representation of An.

We also have that any k-tensor power of Rn, (Rn)⊗k, for
any k ∈ Z≥0, is a representation of Sn, since the elements

eI := ei1 ⊗ ei2 ⊗ · · · ⊗ eik (5)

for all I := (i1, i2, . . . , ik) ∈ [n]k form a basis of (Rn)⊗k,
and the action of Sn that maps a basis element of (Rn)⊗k

of the form (5) to

eσ(I) := eσ(i1) ⊗ eσ(i2) ⊗ · · · ⊗ eσ(ik) (6)

can be extended linearly. Again, restricting this action to
An and extending linearly shows that (Rn)⊗k is also a rep-
resentation of An.

We denote the representation of Sn by ρk. We will use the
same notation for the restriction of this representation to An,
with the context making clear that it is the restriction of the
Sn representation.

For more on the representation theory of the symmetric
and alternating groups, see (Sagan, 2000) and (Ceccherini-
Silberstein et al., 2010).

4. Group Equivariant Neural Networks
Group equivariant neural networks are constructed by alter-
nately composing linear and non-linear G-equivariant maps
between representations of a group G. The following is
based on the material presented in (Lim & Nelson, 2022).

We first define G-equivariance:

Definition 4.1. Suppose that (V, ρV ) and (W,ρW ) are two
representations of a group G.

A map ϕ : V → W is said to be G-equivariant if, for all
g ∈ G and v ∈ V ,

ϕ(ρV (g)[v]) = ρW (g)[ϕ(v)] (7)

The set of all linear G-equivariant maps between V and W
is denoted by HomG(V,W ). When V = W , we write this
set as EndG(V ). It can be shown that HomG(V,W ) is a
vector space over R, and that EndG(V ) is an algebra over
R. See (Segal, 2014) for more details.

A special case of G-equivariance is G-invariance:

Definition 4.2. The map ϕ given in Definition 4.1 is said
to be G-invariant if ρW is defined to be the 1-dimensional
trivial representation of G. As a result, W = R.

We can now define the type of neural network that is the
focus of this paper:

Definition 4.3. An L-layer G-equivariant neural network
fNN is a composition of layer functions

fNN := fL ◦ . . . ◦ fl ◦ . . . ◦ f1 (8)

such that the lth layer function is a map of representations
of G

fl : (Vl−1, ρl−1) → (Vl, ρl) (9)

that is itself a composition

fl := σl ◦ ϕl (10)

of a learnable, linear, G-equivariant function

ϕl : (Vl−1, ρl−1) → (Vl, ρl) (11)
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together with a fixed, non-linear activation function

σl : (Vl, ρl) → (Vl, ρl) (12)

such that

1. σl is a G-equivariant map, as in (7), and

2. σl acts pointwise (after a basis has been chosen for
each copy of Vl in σl.)

We focus on the learnable, linear, G-equivariant functions
in this paper, since the non-linear functions are fixed. Note
that, after picking a basis for each layer space in the set
{Vl}, the number of parameters that appear in a matrix rep-
resentation of a learnable, linear, G-equivariant function of
the form (11), that is, in a weight matrix for the lth layer
function, is equal to the number of matrices that appear in
a basis for HomG(Vl−1, Vl). Furthermore, given a basis
of HomG(Vl−1, Vl), the weight matrix itself is a weighted
linear combination of these basis matrices, where each coef-
ficient in the linear combination is a parameter to be learned.
Remark 4.4. The entire neural network fNN is itself a G-
equivariant function because it can be shown that the com-
position of any number of G-equivariant functions is itself
G-equivariant.
Remark 4.5. One way of making a neural network of the
form given in Definition 4.3 G-invariant is by choosing the
representation in the final layer to be the 1-dimensional
trivial representation of G.

5. Symmetric Group
In this section, we recall the technique of using set partitions
to find a basis of HomSn((Rn)⊗k, (Rn)⊗l) in the standard
basis of Rn since it will feature heavily in what follows for
the alternating group. For more details, see (Maron et al.,
2019a), (Ravanbakhsh, 2020), and (Pearce-Crump, 2022a).

5.1. Set Partitions

For l, k ∈ Z≥0, consider the set [l+k] having l+k elements.
We can create a set partition of [l+ k] by partitioning it into
a number of subsets. We call the subsets of a set partition
blocks. Define Πl+k to be the set of all set partitions of
[l + k]. Let Πl+k,n be the subset of Πl+k consisting of all
set partitions of [l + k] having at most n blocks.

As the number of set partitions in Πl+k having exactly t
blocks is the Stirling number

{
l+k
t

}
of the second kind, we

see that the number of elements in Πl+k is equal to B(l+k),
the (l + k)th Bell number, and that the number of elements
in Πl+k,n is therefore equal to

n∑
t=1

{
l + k
t

}
:= B(l + k, n) (13)

4 5 6 7 8

1 2 3

Figure 1. A diagram dπ corresponding to the set partition π given
in (14) with l = 3 and k = 5.

4 5 6 7 81 2 3

Figure 2. The flattened diagram corresponding to the set partition
diagram shown in Figure 1.

the n-restricted (l + k)th Bell number.

For each set partition π in Πl+k, we can define a diagram
dπ that has two rows of vertices and edges between vertices
such that there are

1. l vertices on the top row, labelled by 1, . . . , l

2. k vertices on the bottom row, labelled by l+1, . . . , l+k,
and

3. the edges between the vertices are such that the con-
nected components of dπ correspond to the blocks of
π.

In particular, dπ represents the equivalence class of all di-
agrams with connected components equal to the blocks of
π.

For example, if l = 3 and k = 5, a diagram corresponding
to the set partition

π := {1, 5 | 2, 4 | 3, 6, 8 | 7} (14)

in Π8 consisting of 4 blocks is given in Figure 1.

We can define another diagram related to each set partition
diagram dπ: it is the flattened version of dπ , where we pull
the top row of l vertices down and to the left of the bottom
row of k vertices, maintaining the order of the labels.

For example, the flattened diagram corresponding to the set
partition diagram shown in Figure 1 is given in Figure 2.

5.2. A Basis of HomSn((Rn)⊗k, (Rn)⊗l)

We begin by noting that Hom((Rn)⊗k, (Rn)⊗l) has a stan-
dard basis of matrix units

{EI,J}I∈[n]l,J∈[n]k (15)

where EI,J has a 1 in the (I, J) position and is 0 elsewhere.
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Hence, expressing f ∈ Hom((Rn)⊗k, (Rn)⊗l) in this basis
as

f =
∑

I∈[n]l

∑
J∈[n]k

fI,JEI,J (16)

it can be shown that f ∈ HomSn((Rn)⊗k, (Rn)⊗l) if and
only if

fσ(I),σ(J) = fI,J (17)

for all σ ∈ Sn and I ∈ [n]l, J ∈ [n]k.

Concatenating each I ∈ [n]l, J ∈ [n]k into a single element
(I, J) ∈ [n]l+k, we see from (17) that the basis elements of
HomSn((Rn)⊗k, (Rn)⊗l) are in bijective correspondence
with the orbits coming from the action of Sn on [n]l+k,
where σ ∈ Sn acts on the pair (I, J) by

σ(I, J) := (σ(I), σ(J)) (18)

As Sn acts on [n] transitively, it acts on [n]l+k transitively,
meaning that the orbits under this action actually partition
the set [n]l+k into equivalence classes.

Furthermore, we can define a bijection between the orbits
coming from the action of Sn on [n]l+k and the set partitions
π in Πl+k having at most n blocks. Indeed, if (I, J) is a
class representative of an orbit, then, replacing momentarily
the elements of J by il+m := jm for all m ∈ [k], so that

(I, J) = (i1, i2, . . . , il, j1, j2, . . . , jk)

= (i1, i2, . . . , il, il+1, il+2, . . . il+k) (19)

we define the bijection by

ix = iy ⇐⇒ x, y are in the same block of π (20)

for all x, y ∈ [l + k].

The bijection (20) is independent of the choice of class
representative since

ix = iy ⇐⇒ σ(ix) = σ(iy) for all σ ∈ Sn (21)

Notice that the LHS of (20) is checking for an equality
on the elements of [n], whereas the RHS is separating the
elements of [l + k] into blocks; hence π must have at most
n blocks.

As a result, we have shown the following.

Theorem 5.1. The basis elements of
HomSn((Rn)⊗k, (Rn)⊗l), in the standard basis of
Rn, correspond bijectively with all set partitions π in Πl+k

having at most n blocks, which correspond bijectively with
the orbits coming from the action of Sn on [n]l+k.

We can obtain the basis elements themselves, as follows:

Taking a set partition π in Πl+k,n, and denoting the number
of blocks in π by t, we obtain a labelling of the blocks by

letting B1 be the block that contains the number 1 ∈ [l+ k],
and iteratively letting Bj , for 1 < j ≤ t, be the block
that contains the smallest number in [l + k] that is not in
B1 ∪B2 ∪ · · · ∪Bj−1.

Using this labelling of the blocks, we can create an element
of [n]l+k by letting the ith position, i ∈ [l + k], be the label
of the block containing the number i. This is called the
block labelling of π. Denote it by the pair (Iπ, Jπ), where
clearly Iπ ∈ [n]l and Jπ ∈ [n]k.

In doing so, we have created a representative of the orbit for
the Sn action on [n]l+k corresponding to the set partition
π ∈ Πl+k,n under the bijection given in (20). Denote this
orbit by OSn((Iπ, Jπ)).

We form a basis element of HomSn
((Rn)⊗k, (Rn)⊗l), de-

noted by Xπ, by adding together all matrix units whose
indexing pair (I, J) appears in the orbit OSn((Iπ, Jπ)); that
is,

Xπ :=
∑

(I,J)∈OSn ((Iπ,Jπ))

EI,J (22)

We see that Xπ is a basis element of
HomSn

((Rn)⊗k, (Rn)⊗l) by (17).

Doing this for each set partition π in Πl+k,n, or, equivalently,
for all of the orbits coming from the action of Sn on [n]l+k,
gives:

Theorem 5.2. For l, k ∈ Z≥0, n ∈ Z≥1, we have that

{Xπ | π ∈ Πl+k,n} (23)

is a basis of HomSn
((Rn)⊗k, (Rn)⊗l), and so

dimHomSn
((Rn)⊗k, (Rn)⊗l) = B(l + k, n) (24)

6. Alternating Group
In exactly the same way as for the symmetric group, we can
show that the basis elements of HomAn

((Rn)⊗k, (Rn)⊗l)
are in bijective correspondence with the orbits coming from
the action of An on [n]l+k.

However, the major difference between the symmet-
ric group and the alternating group is that the An or-
bits on [n]l+k, and consequently the basis elements of
HomAn

((Rn)⊗k, (Rn)⊗l), are not necessarily in bijective
correspondence with the set partitions of [l + k] having at
most n blocks. This is because some of the Sn orbits on
[n]l+k become the disjoint union of more than one An orbit
on [n]l+k. We say that an Sn orbit on [n]l+k splits if it is
the disjoint union of more than one An orbit on [n]l+k. Our
first task is to identify which Sn orbits on [n]l+k split and
which do not.

Theorem 6.1 (Sn orbits split). Let π be a set partition in
Πl+k,n having some t blocks, and consider its correspond-
ing Sn orbit on [n]l+k, OSn((Iπ, Jπ)).
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If t ≤ n− 2, then OSn
((Iπ, Jπ)) does not split.

If t = n− 1 or n, then OSn
((Iπ, Jπ)) splits into a disjoint

union of exactly two An orbits.

Proof. Consider the case where π has t = n blocks. Choose
some arbitrary element (Iα, Jα) ∈ OSn((Iπ, Jπ)), and
consider StabAn((Iα, Jα)), the stabilizer of (Iα, Jα) un-
der the action of An. Since all of the elements in [n] ap-
pear in the tuple (Iα, Jα), the only element of An that
fixes the entries of (Iα, Jα) is the identity element; that
is, StabAn

((Iα, Jα)) = {eAn
}. Hence, by the Orbit–

Stabilizer Theorem, we have that |OAn((Iα, Jα))| = n!
2 .

Since |OSn((Iπ, Jπ))| = n! in this case, and because
(Iα, Jα) was an arbitary element of OSn

((Iπ, Jπ)), we see
that, by another application of the Orbit–Stabilizer Theorem,
OSn

((Iπ, Jπ)) splits into a disjoint union of two An orbits.

Similarly, for the case where π has t = n − 1 blocks, we
see that StabAn

((Iα, Jα)) = {eAn
}, and so, by the same

argument, OSn
((Iπ, Jπ)) splits into a disjoint union of two

An orbits.

Finally, for t ≤ n − 2, we have that StabAn
((Iα, Jα)) ∼=

An−t, and so, by the Orbit–Stabilizer Theorem, we see that
|OAn((Iα, Jα))| = |OSn((Iπ, Jπ))|. Consequently, the Sn

orbit OSn((Iπ, Jπ)) does not split.

Remark 6.2. The case for t ≤ n − 2 in Theorem 6.1 was
proven independently in (Maron et al., 2019b).

As a result, we immediately obtain the following two theo-
rems:

Theorem 6.3. Let k, l ∈ Z≥0 and n ∈ Z≥1.

If π is a set partition in Πl+k,n having n − 2 blocks or
fewer, then π corresponds bijectively to a basis element of
HomAn((Rn)⊗k, (Rn)⊗l),

Otherwise, π corresponds to two basis elements of
HomAn((Rn)⊗k, (Rn)⊗l).

Theorem 6.4. For k, l ∈ Z≥0, n ∈ Z≥1, the dimension of
HomAn

((Rn)⊗k, (Rn)⊗l) is equal to

n−2∑
t=1

{
l + k
t

}
+ 2

{
l + k
n− 1

}
+ 2

{
l + k
n

}
(25)

In other words, Theorem 6.3 tells us that finding a basis
of HomAn

((Rn)⊗k, (Rn)⊗l) in the standard basis of Rn is
very similar to finding a basis of HomSn

((Rn)⊗k, (Rn)⊗l)
in the standard basis of Rn, since finding the basis amounts
once again to considering all of the set partitions of [l + k]
having at most n blocks.

Indeed, if a set partition π in Πl+k,n has at most n − 2
blocks, then we see that Xπ given in (22) is a basis

element of HomAn
((Rn)⊗k, (Rn)⊗l) since, in this case,

OSn((Iπ, Jπ)) = OAn((Iπ, Jπ)), by Theorem 6.1.

The question remains as to how to take a set partition π in
Πl+k,n having either n− 1 or n blocks and use it to obtain
the two basis elements of HomAn((Rn)⊗k, (Rn)⊗l) that
it corresponds to. Said differently, we would like to take
such a set partition π and identify the two An orbits that
its corresponding Sn orbit on [n]l+k, OSn

((Iπ, Jπ)), splits
into.

6.1. Enter: the Jellyfish

Comes (2020) originally came up with the idea of using
jellyfish to identify the two An orbits; here, however, our
choice of exposition is rather different and our proofs are
simpler than those given in their paper.

We begin by defining the following map.

Definition 6.5. For n ∈ Z≥1, we define the determinant
map

det : (Rn)⊗n → R (26)

on the standard basis of (Rn)⊗n by

eI = ei1 ⊗ · · · ⊗ ein 7→
∣∣ei1 . . . ein

∣∣ (27)

and extend linearly, where the RHS of (27) is the determi-
nant of an n× n matrix.

Lemma 6.6. The determinant map is an element of
HomAn

((Rn)⊗n, (Rn)⊗0), but it is not an element of
HomSn

((Rn)⊗n, (Rn)⊗0).

Proof. It is clear that the determinant map is a linear map.

Then, for any σ ∈ Sn, we have that

det(ρn(σ)[eI ]) = (−1)sgn(σ) det(eI) (28)

since a transposition in Sn corresponds to swapping two
columns of the n× n matrix.

As sgn(σ) = 1 for all σ ∈ An, (28) shows that det is an
element of HomAn

((Rn)⊗n, (Rn)⊗0). It is enough to see
that for any odd permutation in Sn, (28) implies that det is
not an element of HomSn

((Rn)⊗n, (Rn)⊗0).

For each n ∈ Z≥1, we represent the determinant map by a
diagram that has a single row of n vertices, each of which is
attached to a blue head. We will call this diagram a jellyfish,
for obvious reasons.

For example, if n = 3, the jellyfish has the form
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Remark 6.7. It is important to highlight that the determinant
map (26) is different from the determinant operator on an
n× n matrix. In particular, the determinant map is a linear
map on (Rn)⊗n whereas the determinant operator on n× n
matrices is not linear.

We introduce the following useful lemma.

Lemma 6.8. The determinant map applied to a standard
basis vector of (Rn)⊗n gives either −1, 0 or +1.

Proof. Let eI = ei1 ⊗ · · · ⊗ ein be a standard basis vector
of (Rn)⊗n.

If ix = iy for some 1 ≤ x ̸= y ≤ n, then det(eI) = 0 since
two columns in the n×n matrix will be the same. Otherwise,
{i1, . . . , in} is some permutation of [n]. Defining e[n] :=
e1 ⊗ · · · ⊗ en, we know that det(e[n]) = +1. Since, in this
case, eI = ρn(σ)e[n] for some σ ∈ Sn, we can use (28) to
calculate det(eI), giving a result of ±1.

Remark 6.9. We can view Lemma 6.8 in another way;
namely, that the determinant map splits basis vectors of
(Rn)⊗n into disjoint classes. Let us call these classes −1, 0
and +1.

Consequently, Remark 6.9 suggests that the determinant
map is a possible candidate function for identifying the An

orbits that the Sn orbit OSn((Iπ, Jπ)) splits into, where π
is a set partition in Πl+k,n having either n− 1 or n blocks.

However, since the determinant map is a map (Rn)⊗n → R,
and the elements of OSn

((Iπ, Jπ)) are elements of [n]l+k,
to use the determinant map to try to identify the An or-
bits in OSn

((Iπ, Jπ)), it would be useful to create a map
gπ : (Rn)⊗l+k → (Rn)⊗n that corresponds bijectively
with the set partition π, since such a map would project
standard basis elements of (Rn)⊗l+k onto, at the very least,
a linear combination of basis elements of (Rn)⊗n. We
could then use the splitting property of the determinant map
on such linear combinations to try to split the elements of
OSn

((Iπ, Jπ)) into different classes. However, in order to
use the three classes given in Remark 6.9, we cannot choose
any map (Rn)⊗l+k → (Rn)⊗n. We will see that with a
clever choice of gπ, the determinant map then splits the
elements of OSn

((Iπ, Jπ)) into the ±1 classes and sends
all other elements of [n]l+k to the 0 class.

We create gπ as follows. Flatten the diagram dπ that cor-
responds to π. Add a new top row of n vertices above the
row of l + k vertices. From the bottom row, take the lowest
numbered vertex in block i of π, 1 ≤ i ≤ t, where t = n−1
or n, and connect that vertex to vertex i in the top row. Call
this new diagram bπ .

We claim the following:

Proposition 6.10. The diagram bπ corresponds bijectively

with a basis element of HomSn
((Rn)⊗l+k, (Rn)⊗n). Con-

sequently, we define gπ to be this basis element.

Proof. It is clear that the diagram bπ corresponds to a set
partition of [n + l + k] having exactly n blocks. Hence
this set partition is an element of Πn+l+k,n. Since each set
partition in Πn+l+k,n corresponds bijectively with a basis
element of HomSn

((Rn)⊗l+k, (Rn)⊗n), by Theorem 5.2,
we obtain the result.

The following result is immediate from the construction of
the diagram bπ .

Proposition 6.11. In the standard basis of matrix units of
Hom((Rn)⊗l+k, (Rn)⊗n), gπ is given by

gπ :=
∑

(K,I,J)∈OSn ((Kπ,Iπ,Jπ))

EK,(I,J) (29)

where
Kπ := (1, 2, . . . , n) (30)

and OSn
((Kπ, Iπ, Jπ)) is defined to be(K, I, J)

∣∣∣∣∣∣
(I, J) ∈ OSn

((Iπ, Jπ))
and if (I, J) = σ(Iπ, Jπ),
then K := σ(Kπ)

 (31)

In order to see that gπ has the properties that we need, we
first define the following map.

Definition 6.12. Let π be a set partition in Πl+k,n having
either n − 1 or n blocks. Then we define fπ := det ◦ gπ :
(Rn)⊗l+k → R. Clearly, fπ corresponds bijectively with
the set partition π.

We can associate to fπ a diagram that is built from the
composition of bπ (which corresponds to the map gπ) and a
jellyfish (which corresponds to the determinant map).

For example, the diagram that is associated to fπ for the set
partition π whose diagram dπ is given in Figure 1, where
we choose l = 3, k = 5 and n = 5, is

4 5 6 7 81 2 3

Proposition 6.13. The map fπ is an element of
HomAn((Rn)⊗l+k, (Rn)⊗0).

Proof. Let e(I,J) be any standard basis vector in (Rn)⊗l+k,
where I ∈ [n]l and J ∈ [n]k.

6
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Then, for all σ ∈ An, we have that

fπ(ρl+k(σ)[e(I,J)]) = det ◦ gπ(ρl+k(σ)[e(I,J)]) (32)
= det(ρn(σ)[gπ(e(I,J))]) (33)
= det(gπ(e(I,J))) (34)
= fπ(e(I,J)) (35)

where, in (33), we have used Proposition 6.10 and in (34),
we have used (28).

We come to the crucial result for our purposes.

Theorem 6.14. Let e(I,J) be any standard basis vector in
(Rn)⊗l+k, where I ∈ [n]l, J ∈ [n]k.

Then

fπ : e(I,J) →

{
±1 if (I, J) ∈ OSn

((Iπ, Jπ))

0 otherwise
(36)

Proof. For any standard basis vector e(I,J) in (Rn)⊗l+k, we
have, on a matrix unit of Hom((Rn)⊗l+k, (Rn)⊗n), that

EK,(L,M)e(I,J) = δ((L,M),(I,J))eK (37)

where eK is a standard basis vector in (Rn)⊗n.

Hence, by (29), we see that, for the otherwise case,
gπ(e(I,J)) = 0, and so fπ(e(I,J)) = 0.

If (I, J) ∈ OSn
((Iπ, Jπ)), then we have that (I, J) =

σ(Iπ, Jπ) for some σ ∈ Sn.

Hence, by (29), (37) and the definition of
OSn

((Kπ, Iπ, Jπ)) given in (31), we see that
gπ(e(I,J)) = eK , where K = σ(Kπ).

Since K is a permutation of [n], we can apply Lemma 6.8
to get that fπ(e(I,J)) = det(eK) = ±1.

Consequently, we can define the following two sets:

O+
π := {(I, J) ∈ OSn

((Iπ, Jπ)) | fπ(e(I,J)) = +1}
(38)

and

O−
π := {(I, J) ∈ OSn

((Iπ, Jπ)) | fπ(e(I,J)) = −1}
(39)

We claim the following result.

Theorem 6.15. O+
π and O−

π are the two An orbits that
OSn

((Iπ, Jπ)) splits into.

Proof. It is enough to show that if (I, J) ∈ O+
π , then

σ(I, J) ∈ O+
π for all σ ∈ An, and if (I, J) ∈ O−

π , then
σ(I, J) ∈ O−

π for all σ ∈ An, where the action of σ on the

pair (I, J) is given in (18). Indeed, by Proposition 6.13, we
have that

fπ(eσ(I,J)) = fπ(ρl+k(σ)[e(I,J)]) = fπ(e(I,J)) (40)

Applying Theorem 6.14 gives the result.

Relabelling O+
π as OAn

((I+π , J+
π )), and O−

π as
OAn((I

−
π , J−

π )), we obtain the two basis elements
of HomAn((Rn)⊗k, (Rn)⊗l) from the one set partition
π ∈ Πl+k,n that has either n− 1 or n blocks, namely

X+
π :=

∑
(I,J)∈OAn ((I+

π ,J+
π ))

EI,J (41)

and
X−

π :=
∑

(I,J)∈OAn ((I−
π ,J−

π ))

EI,J (42)

We summarise the above results into the following theorem.

Theorem 6.16. For l, k ∈ Z≥0, n ∈ Z≥1, the union of the
two sets

{Xπ | π ∈ Πl+k,n−2} (43)

{X+
π , X−

π | π ∈ Πl+k,n \Πl+k,n−2} (44)

forms a basis of HomAn
((Rn)⊗k, (Rn)⊗l). Its dimension

is given in Theorem 6.4.

In Algorithm 1, we present some pseudocode for how to
explicitly construct the weight matrix for an An-equivariant
linear layer mapping (Rn)⊗k → (Rn)⊗l in the standard
basis of Rn. We assume that we have access to the following
procedures:

• SYMMGRPORBIT calculates the Sn orbit for a set par-
tition π ∈ Πl+k,n.

• FLATTEN takes a set partition diagram with l vertices
in the top row and k vertices in the bottom row, and
returns its equivalent flattened set partition diagram
having a single row of l + k vertices, as per Section
5.1.

• NEWTOPROWCONNECT takes a flattened set partition
diagram having either n − 1 or n blocks, inserts a
new top row consisting of n vertices, and connects the
lowest numbered vertex in each block i to vertex i in
the top row.

• ATTACHJELLYFISH takes a set partition diagram bπ
with n vertices in the top row and l + k vertices in the
bottom row having either n− 1 or n blocks, attaches
a jellyfish with n legs to the top row, and returns the
function fπ that is associated with this new diagram.

7
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Algorithm 1 How to Calculate the Weight Matrix for an An

Equivariant Linear Layer Mapping (Rn)⊗k → (Rn)⊗l

Input: n, k, l
Output: Weight Matrix M
Initialize M = 0.
for all π ∈ Πl+k,n−2 do

OSn
((Iπ, Jπ)) = SYMMGRPORBIT(π, n)

Xπ =
∑

(I,J)∈OSn ((Iπ,Jπ))
EI,J

M = M + λπXπ

end for
for all π ∈ Πl+k,n \Πl+k,n−2 do

dπ = FLATTEN(dπ)
bπ = NEWTOPROWCONNECT(dπ, n)
fπ = ATTACHJELLYFISH(bπ, n)
OSn

((Iπ, Jπ)) = SYMMGRPORBIT(π, n)
for all (I, J) ∈ OSn((Iπ, Jπ)) do

if fπ(e(I,J)) = +1 then
OAn

((I+π , J+
π )).APPEND((I, J))

else
OAn

((I−π , J−
π )).APPEND((I, J))

end if
end for
X+

π =
∑

(I,J)∈OAn ((I+
π ,J+

π )) EI,J

X−
π =

∑
(I,J)∈OAn ((I−

π ,J−
π )) EI,J

M = M + λ+
πX

+
π + λ−

πX
−
π

end for
Return: M

We give an example that explicitly shows how to construct
such a weight matrix in the Technical Appendix, in the case
where n = 2, k = 2 and l = 1.

We appreciate that there will be some technical challenges
when implementing Algorithm 1 given the current state of
computer hardware. We discuss this in more detail in the
Technical Appendix.

It is possible to extend our results by looking at linear layer
functions that are equivariant to a direct product of alternat-
ing groups; this is given in full in the Technical Appendix.

7. Adding Features and Biases
7.1. Features

We have assumed throughout that the feature dimension for
all of the layers appearing in the neural network is one. We
can adapt all of the results that have been shown for the case
where the feature dimension of the layers is greater than
one.

Suppose that an r-order tensor has a feature space of dimen-
sion dr. We now wish to find a basis for

HomAn((Rn)⊗k ⊗ Rdk , (Rn)⊗l ⊗ Rdl) (45)

in the standard basis of Rn.

Such a basis can be found by making the following substitu-
tions, where now i ∈ [dl] and j ∈ [dk]:

• replace EI,J by EI,i,J,j in (22), (41), and (42)

• relabel Xπ by Xπ,i,j , X+
π by X+

π,i,j , and X−
π by

X−
π,i,j .

Consequently, a basis for (45) in the standard basis of Rn is
given by the union of the two sets

{Xπ,i,j | π ∈ Πl+k,n−2, i ∈ [dl], j ∈ [dk]} (46){
X+

π,i,j , X
−
π,i,j

∣∣∣∣ π ∈ Πl+k,n \Πl+k,n−2,
i ∈ [dl], j ∈ [dk]

}
(47)

7.2. Biases

Including bias terms in the layer functions of a An-
equivariant neural network is harder, but it can be
done. For the learnable linear layers of the form
HomAn((Rn)⊗k, (Rn)⊗l), Pearce–Crump (2022a) shows
that the An-equivariance of the bias function, β :
((Rn)⊗k, ρk) → ((Rn)⊗l, ρl), needs to satisfy

c = ρl(g)c (48)

for all g ∈ An and c ∈ (Rn)⊗l.

Since any c ∈ (Rn)⊗l satisfying (48) can be viewed as an
element of HomAn

(R, (Rn)⊗l), to find the matrix form of c,
all we need to do is to find a basis for HomAn

(R, (Rn)⊗l).

But this is simply a matter of applying Theorem 6.16, setting
k = 0.

8. Related Work
The theory for the alternating group has its roots in the the-
ory for the symmetric group and its links to the partition
algebra. Jones (1994) constructed a surjective algebra homo-
morphism between the partition algebra Pk(n) and the cen-
traliser algebra of the symmetric group, EndSn

((Rn)⊗k).
Most notably, Benkart and Halverson went on to develop
much of the theory for the duality between the symmetric
group and the partition algebra in a number of important pa-
pers (2017; 2019a; 2019b). Bloss (2005) used the result of
Jones (1994) to study the centralizer algebra of the alternat-
ing group, EndAn

((Rn)⊗k). He showed that the partition
algebra Pk(n), which has a basis consisting of set partition
diagrams having two rows of k vertices, is isomorphic to
the centralizer algebra when n ≥ 2k + 2. He also high-
lighted the difficulty of finding a diagrammatic approach
for characterising EndAn((Rn)⊗k) in the remaining cases

8
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since he recognised that the Sn orbits that correspond bi-
jectively with the set partition diagrams split in these cases.
Comes (2020) solved this problem and extended it to all
Hom–spaces HomAn

((Rn)⊗k, (Rn)⊗l), developing much
of the theory in the process. In particular, he came up with
the idea of using the determinant map to show how the Sn

orbits split, and introduced jellyfish to represent this map in
its diagrammatic form.

Finding the form of neural networks that are equivariant
to a particular group has become an important area of re-
search. Zaheer et al. (2017) introduced the first permutation
equivariant neural network, called Deep Sets, for learning
from sets in a permutation equivariant manner. Maron et
al. (2019a) were the first to study the problem of classify-
ing all of the linear permutation equivariant and invariant
neural network layers, with their motivation coming from
learning relations between the nodes of graphs. They char-
acterised all of the learnable, linear, permutation equivariant
layer functions in HomSn

((Rn)⊗k, (Rn)⊗l) in the practi-
cal cases (specifically, when n ≥ k + l). They used some
equalities involving Kronecker products to find a number of
fixed point equations which they solved to find a basis, in
tensor form, for the layer functions under consideration.

As discussed in the Introduction, the approach taken in this
paper to characterise all of the learnable, linear, equivariant
layer functions in HomAn((Rn)⊗k, (Rn)⊗l) is similar to
the one seen in the papers written by Pearce–Crump (2022a;
2022b). They used various sets of set partition diagrams
to characterise all of the learnable, linear, equivariant layer
functions in HomG((Rn)⊗k, (Rn)⊗l) when G is any of the
following groups: the symmetric group Sn, the orthogonal
group O(n), the symplectic group Sp(n), and the special
orthogonal group SO(n).

9. Conclusion
We are the first to show how the combinatorics underlying
set partition diagrams, together with some jellyfish repre-
senting the determinant map, provides the theoretical back-
ground for constructing neural networks that are equivariant
to the alternating group when the layers are some tensor
power of Rn. We looked at the problem of calculating the
form of the learnable, linear, An–equivariant layer functions
between such tensor power spaces in the standard basis of
Rn. We achieved this by finding a basis for the Hom–spaces
in which these layer functions live. In particular, we showed
how set partition diagrams correspond to a number of basis
elements, and we used jellyfish to identify the individual
basis elements when a set partition diagram corresponded to
more than one basis element. In doing so, we calculated the
number of parameters that appear in these layer functions.
We also generalised our approach to show how to construct
neural networks that are equivariant to local symmetries.
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A. The Weight Matrix for S2 and A2–Equivariant Linear Layer Functions from (R2)⊗2 to R2

We first show how to find a basis of HomS2
((R2)⊗2,R2), where, in this case, n = 2, k = 2, and l = 1.

To do this, we first need to find all set partitions in Π1+2,2, that is, all set partitions π of 3 having at most 2 blocks. The first
column of Figure 3 shows these set partitions in their equivalent diagram form, dπ. Each of these set partition diagrams
corresponds to a basis element in HomS2

((R2)⊗2,R2), by Theorem 5.1.

To obtain the basis elements themselves, we first recall that each set partition π corresponds to an orbit OS2
((Iπ, Jπ))

coming from the action of S2 on [2]1+2. A representative of each orbit, called the block labelling, is given in the third
column of Figure 3, and it is found by letting the ith position in [1 + 2] be the label of the block in π containing the number
i, where the blocks of π have themselves been labelled by letting B1 be the block that contains the number 1 ∈ [1 + 2], and,
if π has 2 blocks, letting B2 be the other block in π.

Finally, we form a basis element Xπ of HomS2((R2)⊗2,R2) by summing over all matrix units in Hom((R2)⊗2,R2) that
are indexed by the elements of OS2((Iπ, Jπ)), as stated in (22). These basis elements are given in the fourth column of
Figure 3.

Set Partition Diagram
dπ

Partition
π

Block Labelling
(Iπ | Jπ)

Standard Basis Element
Xπ

1

2 3

{1, 2, 3} {1 | 1, 1}
[1,1 1,2 2,1 2,2

1 1 0 0 0
2 0 0 0 1

]

1

2 3

{1, 2 | 3} {1 | 1, 2}
[1,1 1,2 2,1 2,2

1 0 1 0 0
2 0 0 1 0

]

1

2 3

{1, 3 | 2} {1 | 2, 1}
[1,1 1,2 2,1 2,2

1 0 0 1 0
2 0 1 0 0

]

1

2 3

{1 | 2, 3} {1 | 2, 2}
[1,1 1,2 2,1 2,2

1 0 0 0 1
2 1 0 0 0

]

Figure 3. We use Theorem 5.2 to obtain a basis of HomS2((R2)⊗2,R2) from all of the set partitions in Π1+2,2.

Consequently, the weight matrix for an S2–equivariant linear layer function from (R2)⊗2 to R2 is of the form

[1,1 1,2 2,1 2,2

1 λ1 λ2 λ3 λ4

2 λ4 λ3 λ2 λ1

]
(49)

for scalars λ1, . . . , λ4 ∈ R.

Next, we show how to find a basis of HomA2
((R2)⊗2,R2). Again, we consider all set partitions in Π1+2,2. Since n = 2,

the S2 orbit corresponding to each set partition in Π1+2,2 splits because each set partition has either 1 or 2 blocks.

We show in full how to find the two basis elements X+
π , X−

π in HomA2
((R2)⊗2,R2) that corresponds to the first set

partition diagram dπ in Figure 3, where π = {1, 2, 3}, and state what they are for the other set partition diagrams in Figure
4.
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First, we flatten the set partition diagram dπ. Then we add a new top row consisting of n = 2 vertices, and connect the
lowest numbered vertex in each block i of π to vertex i in the top row. Hence, we obtain the diagram bπ , which is

1 2 3

(50)

Next, we attach a two-legged jellyfish to the top row of vertices, giving

1 2 3

(51)

This is the diagram that is associated with the function fπ that is given in Proposition 6.13.

To obtain the two A2 orbits OA2
((I+π , J+

π )) and OA2
((I−π , J−

π )) corresponding to π, we apply Theorem 6.14.

From Figure 3, we see that OS2
((Iπ, Jπ)) = {(1, 1, 1), (2, 2, 2)}, and so, we have that

fπ(e(1,1,1)) = det ◦ gπ(e(1,1,1)) = det(e(1,1) + e(1,2)) = +1 (52)

and
fπ(e(2,2,2)) = det ◦ gπ(e(2,2,2)) = det(e(2,1) + e(2,2)) = −1 (53)

Hence, by (38) and (39), we have that
OA2

((I+π , J+
π )) = {(1, 1, 1)} (54)

and
OA2

((I−π , J−
π )) = {(2, 2, 2)} (55)

and so, by (41) and (42),
X+

π = E(1|1,1) (56)

and
X−

π = E(2|2,2) (57)

Consequently, from the matrices given in Figure 4, the weight matrix for an A2–equivariant linear layer function from
(R2)⊗2 to R2 is of the form [1,1 1,2 2,1 2,2

1 λ1 λ3 λ5 λ7

2 λ8 λ6 λ4 λ2

]
(58)

for scalars λ1, . . . , λ8 ∈ R.

Note that if n = 3, then we also need to consider the set partition diagram
1

2 3

(59)

corresponding to the set partition {1 | 2 | 3}, since this is a valid set partition in Π1+2,3. In this case, only the set partition
{1, 2, 3} does not split. Hence, while the dimension of HomS3

((R3)⊗2,R3) is 5, the dimension of HomA3
((R3)⊗2,R3) is

9.

However, if n ≥ 4, then none of the set partitions in Π1+2,n split, and so, in this case,

HomSn
((Rn)⊗2,Rn) = HomAn

((Rn)⊗2,Rn) (60)

Consequently, the basis {Xπ}, of size 5, is the same for each space.

12



How Jellyfish Characterise Alternating Group Equivariant Neural Networks

Set Partition Diagram
dπ

Partition
π

Standard Basis Element
X+

π

Standard Basis Element
X−

π

1

2 3

{1, 2, 3}
[1,1 1,2 2,1 2,2

1 1 0 0 0
2 0 0 0 0

] [1,1 1,2 2,1 2,2

1 0 0 0 0
2 0 0 0 1

]

1

2 3

{1, 2 | 3}
[1,1 1,2 2,1 2,2

1 0 1 0 0
2 0 0 0 0

] [1,1 1,2 2,1 2,2

1 0 0 0 0
2 0 0 1 0

]

1

2 3

{1, 3 | 2}
[1,1 1,2 2,1 2,2

1 0 0 1 0
2 0 0 0 0

] [1,1 1,2 2,1 2,2

1 0 0 0 0
2 0 1 0 0

]

1

2 3

{1 | 2, 3}
[1,1 1,2 2,1 2,2

1 0 0 0 1
2 0 0 0 0

] [1,1 1,2 2,1 2,2

1 0 0 0 0
2 1 0 0 0

]

Figure 4. By considering which set partitions in Π1+2,2 split, we obtain a basis of HomA2((R2)⊗2,R2).

B. Limitations and Feasibility
It is important to acknowledge that given the current limitations of hardware, there will be some challenges when imple-
menting the neural networks that are discussed in this paper. In particular, significant engineering efforts will be needed to
achieve the required scale because storing high-order tensors in memory is not a straightforward task. This was demonstrated
by Kondor et al. (2018), who had to develop custom CUDA kernels in order to implement their tensor product based
neural networks. Nevertheless, we anticipate that with the increasing availability of computing power, higher-order group
equivariant neural networks will become more prevalent in practical applications. Notably, while the dimension of tensor
power spaces increases exponentially with their order, the dimension of the space of equivariant maps between such tensor
power spaces is often much smaller, and the corresponding matrices are typically sparse. Therefore, while storing these
matrices may present some technical difficulties, it should be feasible with the current computing power that is available.

C. Equivariance to Local Symmetries
We can extend our results to looking at linear layer functions that are equivariant to a direct product of alternating groups;
that is, we can construct neural networks that are equivariant to local symmetries. The case for an external tensor product of
order 1 tensors can be found in (Maron et al., 2020); below, we show the equivariance for any tensors of any order.

We wish to find a basis for

HomAn1
×···×Anp

((Rn1)⊗k1 ⊠ · · ·⊠ (Rnp)⊗kp , (Rn1)⊗l1 ⊠ · · ·⊠ (Rnp)⊗lp) (61)

where ⊠ is the external tensor product.

The Hom-space given in (61) is isomorphic to
p⊗

r=1

HomAnr
((Rnr )⊗kr , (Rnr )⊗lr ) (62)

As Theorem 6.16 gives a basis for each individual Hom–space in (62), we can obtain a basis for the overall Hom–space (61)
by forming all possible p–length Kronecker products of basis elements in the standard way for tensor product spaces.
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