Abstract

For infinite action contextual bandits, smoothed regret and reduction to regression results in state-of-the-art online performance with computational cost independent of the action set: unfortunately, the resulting data exhaust does not have well-defined importance-weights. This frustrates the execution of downstream data science processes such as offline model selection. In this paper we describe an online algorithm with an equivalent smooth regret guarantee, but which generates well-defined importance weights: in exchange, the online computational cost increases, but only to order smoothness (i.e., still independent of the action set). This removes a key obstacle to adoption of smoothed regret in production scenarios.

1. Introduction

Those who ignore history are doomed to repeat it. A modern variant of this truth arises in controlled experimentation platforms, where offline procedures are a critical complement to online tests, e.g., supporting counterfactual evaluation strategies (Agarwal et al., 2016), offline model selection (Li et al., 2015), and prioritization of scarce online experimental resources (Gomez-Uribe & Hunt, 2015). Consequently, the utility of a learning algorithm is not solely determined by online performance, but also by the post-hoc utility of the data exhaust.

The recent contribution of Zhu & Mineiro (2022) exemplifies this: an online contextual bandit algorithm for infinite action spaces with $O(1)$ space and time complexity with respect to the action set. Unfortunately, this performance is achieved by sampling from a distribution which is not absolutely continuous with the reference measure. Therefore, a variety of post-hoc evaluation procedures that rely on importance-weighting cannot be applied, limiting adoption.

In this paper, we describe an alternative approach to infinite action spaces which not only enjoys similar smooth regret guarantee (and empirical performance), but also utilizes sampling distributions with well defined importance-weights. In exchange, we pay an increased computational cost. However, the computational cost only scales with the smoothness of the regret guarantee, rather than the cardinality or dimensionality of the action space per se. Furthermore the new approach does not require an $\arg\min$ oracle, which plays a critical role in the work of Zhu & Mineiro (2022).

Contributions. We highlight our main contributions:

1. In Section 3.2, we present CappedIGW, an algorithm that achieves near-optimal smooth regret guarantees with (i) a sampling distribution that generates reusable data exhaust, and (ii) no dependence on an expansive $\arg\min$ oracle (which is used by previous algorithms).

2. In Section 3.3, we develop algorithms to efficiently implement the algorithm CappedIGW. Our computational complexity only scales with the smoothness parameter, but otherwise has no explicit dependence on the cardinality or dimensionality of the action space. Our implementation leverages techniques from betting martingales (Waudby-Smith & Ramdas, 2020) and is of independent interest for Monte-Carlo integration.

In Section 4, we provide experimental demonstrations exhibiting a combination of equivalent online performance to Zhu & Mineiro (2022) and superior offline utility.

2. Problem Setting

Unfortunately several unusual aspects of our approach demand a tedious exposition: we operate via reduction to regression; we use a nonstandard (smoothed) regret criterion; and our computational complexity claims require careful specification of oracles in the infinite action setting. The impatient reader can skip directly to Section 3 and use this section as reference.

Notation. For functions $f, g : \mathcal{Z} \rightarrow \mathbb{R}_+$, we write $f = O(g)$ (resp. $f = \Omega(g)$) if there exists a constant $C > 0$ such that $f(z) \leq Cg(z)$ (resp. $f(z) \geq Cg(z)$) for all $z \in \mathcal{Z}$.
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We write \( f = \tilde{O}(g) \) if \( f = O(g \cdot \text{polylog}(T)) \), \( f = \tilde{\Omega}(g) \) if \( f = \Omega(g/\text{polylog}(T)) \). For a set \( Z \), we let \( \Delta(Z) \) denote the set of all Radon probability measures over \( Z \). We let \( \Gamma_z \in \Delta(Z) \) denote the distribution over \( z \). For \( x \in \mathbb{R} \) we define \((x)_+ := \max(x, 0)\).

### 2.1. Contextual Bandits: Reduction to regression

We consider the following standard contextual bandit problems. At any time step \( t \in [T] \), nature selects a context \( x_t \in \mathcal{X} \) and a distribution over loss functions \( \ell_t : \mathcal{A} \rightarrow [0, 1] \). We map the (compact) action set \( \mathcal{A} \) to a loss value in \([0, 1]\). Conditioned on the context \( x_t \), the loss function is stochastically generated, i.e., \( \ell_t \sim P_{\ell_t}(\cdot | x_t) \). The learner selects an action \( a_t \in \mathcal{A} \) based on the revealed context \( x_t \), and obtains (only) the loss \( \ell_t(a_t) \) of the selected action. The learner has access to a set of measurable regression functions \( \mathcal{F} \subseteq (\mathcal{X} \times \mathcal{A} \rightarrow [0, 1]) \) to predict the loss of any context-action pair. We make the following standard realizability assumption studied in the contextual bandit literature (Agarwal et al., 2012; Foster et al., 2018; Foster & Rakhlin, 2020; Simchi-Levi & Xu, 2021).

**Assumption 1** (Realizability). There exists a regression function \( f^* \in \mathcal{F} \) such that \( E\ell_t(a_t | x_t) = f^*(x_t, a_t) \) for any \( a_t \in \mathcal{A} \) and across all \( t \in [T] \).

### 2.2. Smoothed Regret

Let \((\mathcal{A}, \Omega)\) be a measurable space of the action set and \( \mu \) be a base probability measure over the actions. Let \( \mathcal{Q}_\tau \) denote the set of probability measures such that, for any measure \( Q \in \mathcal{Q}_\tau \), the following holds true: (i) \( Q \) is absolutely continuous with respect to the base measure \( \mu \), i.e., \( Q \ll \mu \); and (ii) The Radon-Nikodym derivative of \( Q \) with respect to \( \mu \) is no larger than \( \tau \), i.e., \( \frac{dQ}{d\mu} \leq \tau \). We call \( \mathcal{Q}_\tau \) the set of smoothing kernels at smoothness level \( \tau \), or simply put the set of \( \tau \)-smoothed kernels. For any context \( x \in \mathcal{X} \), we denote by \( \text{Smooth}_\tau(x) \) the smallest loss incurred by any \( \tau \)-smoothed kernel, i.e.,

\[
\text{Smooth}_\tau(x) := \inf_{Q \in \mathcal{Q}_\tau} E_{a_t \sim Q}[f^*(x, a_t)].
\]

Rather than competing with \( \arg\min_{a_t \in \mathcal{A}} f^*(x, a_t) \)—which is minimax prohibitive in infinite action spaces—we take \( \text{Smooth}_\tau(x) \) as the benchmark and define the **smooth regret** as follows:

\[
\text{Reg}_{\text{CB}, \tau}(T) := E \left[ \sum_{t=1}^{T} f^*(x_t, a_t) - \text{Smooth}_\tau(x_t) \right]. \tag{1}
\]

One important feature about the above definition is that the benchmark, i.e., \( \text{Smooth}_\tau(x_t) \), automatically adapts to the context \( x_t \): this gives the benchmark more power and makes it harder to compete against, compared to previously studied baselines (Chaudhuri & Kalyanakrishnan, 2018; Krishnamurthy et al., 2020).

### 2.3. Computational Oracles

The first step towards designing computationally efficient algorithms is to identify reasonable oracle models to access the sets of regression functions or actions. Otherwise, enumeration over regression functions or actions (both can be exponentially large) immediately invalidates the computational efficiency. We consider two common oracle models: a regression oracle and a sampling oracle.

**The regression oracles.** A fruitful approach to designing efficient contextual bandit algorithms is through reduction to supervised regression with the class \( \mathcal{F} \) (Foster & Rakhlin, 2020; Simchi-Levi & Xu, 2021; Foster et al., 2020, 2021a). We provide a brief introduction to the reduction technique employed in this paper in **Appendix A**. Following Foster & Rakhlin (2020), we assume that we have access to an **online regression oracle** \(\text{Alg}_{\text{Sq}}\), which is an algorithm for sequential prediction under square loss. More specifically, the oracle operates in the following protocol: At each round \( t \in [T] \), the oracle makes a prediction \( \tilde{f}_t \), then receives context-action-loss tuple \((x_t, a_t, \ell_t(a_t))\). The goal of the oracle is to accurately predict the loss as a function of the context and action, and we evaluate its performance via the square loss \((\tilde{f}_t(x_t, a_t) - \ell_t(a_t))^2\). We measure the oracle’s cumulative performance through the square-loss regret to \(\mathcal{F}\), which is formalized below.

**Assumption 2.** The regression oracle \(\text{Alg}_{\text{Sq}}\) guarantees that, with probability at least \(1 - \delta\), for any (potentially adaptively chosen) sequence \(\{(x_t, a_t, \ell_t(a_t))\}_{t=1}^{T}\),

\[
E \left[ \sum_{t=1}^{T} (\tilde{f}_t(x_t, a_t) - \ell_t(a_t))^2 \right] \leq \text{Reg}_{\text{Sq}}(T, \delta),
\]

for some (non-data-dependent) function \(\text{Reg}_{\text{Sq}}(T, \delta)\).

We will consider the following operations \(O(1)\) cost: (i) query the oracle’s estimator \(\tilde{f}_t\) with context-action pair \((x_t, a_t)\) and receive its predicted value \(\tilde{f}_t(x_t, a_t) \in [0, 1]\); and (ii) update the oracle with example \((x_t, a_t, \ell_t(a_t))\).

Online regression is a well-studied problem, with known algorithms for many model classes (Foster & Rakhlin, 2020; Foster et al., 2020), including linear models (Hazan et al., 2007), generalized linear models (Kakade et al., 2011), non-parametric models (Gaillard & Gerchinovitz, 2015), and beyond. Using Vovk’s aggregation algorithm (Vovk, 1998), one can show that \(\text{Reg}_{\text{Sq}}(T, \delta) = O(\log(|\mathcal{F}|/\delta))\) for any finite set of regression functions \(\mathcal{F}\), which is the canonical setting studied in contextual bandits (Langford & Zhang, 2007; Agarwal et al., 2012). In the following of this paper, we use abbreviation \(\text{Reg}_{\text{Sq}}(T) := \text{Reg}_{\text{Sq}}(T, T^{-1})\),
The sampling oracle. In order to design algorithms that work with large/continuous action spaces, we assume access to a sampling oracle \( \text{Alg}_{\text{Sample}} \) to get access to the action space. In particular, the oracle \( \text{Alg}_{\text{Sample}} \) returns an action \( a \sim \mu \) randomly drawn according to the base probability measure \( \mu \) over the action space \( \mathcal{A} \). We consider this operation \( O(1) \) cost.

Representing the actions. In practice the number of bits required to represent any action \( a \in \mathcal{A} \) scales with \( O(\log|\mathcal{A}|) \) with a finite set of actions and \( O(d) \) for actions represented as vectors in \( \mathbb{R}^d \). Nonetheless we consider this \( O(1) \), i.e., we elide the representational overhead in big-\( O \) notation for our computational analysis.

3. Algorithms

3.1. Background: SmoothIGW

Zhu & Mineiro (2022) designed an oracle-efficient SmoothIGW that achieves a \( \sqrt{T} \)-type regret under the smooth regret defined in Eq. (1). Algorithm 1 contains the pseudo code of the SmoothIGW algorithm. At each round \( t \in [T] \), the learner observes the context \( x_t \) from the environment, obtains the estimator \( \hat{f}_t \) from the regression oracle \( \text{Alg}_{\text{Sq}} \), and computes the greedy action \( \tilde{a}_t \). It then constructs a sampling distribution \( P_t \) by mixing a smoothed inverse gap weighted (IGW) distribution (Abe & Long, 1999; Foster & Rakhlin, 2020) and a delta mass at the greedy action. The algorithm samples an action \( a_t \sim P_t \) and updates the regression oracle.

**Algorithm 1 SmoothIGW (Zhu & Mineiro, 2022)**

**Input:** Exploration parameter \( \gamma > 0 \); online regression oracle \( \text{Alg}_{\text{Sq}} \)

1. for \( t = 1, 2, \ldots, T \) do
2. Observe context \( x_t \).
3. Receive \( \hat{f}_t \) from regression oracle \( \text{Alg}_{\text{Sq}} \).
4. Get \( \tilde{a}_t := \arg\min_{a \in \mathcal{A}} \hat{f}_t(x_t, a) \).
5. Set \( P_t := M_t + (1 - M_t(\mathcal{A})) \cdot \mathbb{I}_{\tilde{a}_t} \)

where \( M_t \) is the measure defined in Eq. (2)

6. Sample \( a_t \sim P_t \) and observe loss \( \ell_t(a_t) \).
7. Update \( \text{Alg}_{\text{Sq}} \) with \((x_t, a_t, \ell_t(a_t))\)

The measure \( M_t \) on line 5 of Algorithm 1 is defined by the following density with respect to the reference measure,

\[
\frac{dM_t(a)}{d\mu} := \frac{\tau}{\tau + \gamma \cdot (\hat{f}_t(x_t, a) - \hat{f}_t(x_t, \tilde{a}_t))}.
\]  

Note that \( M_t \) is only a sub-probability measure since \( dM_t/d\mu(a) \leq 1 \), hence an additional \( (1 - M_t(\mathcal{A})) \cdot \mathbb{I}_{\tilde{a}_t} \) term is needed (to make sure that \( P_t \) is a probability measure).

**The Problems.** While SmoothIGW is the first oracle-efficient contextual bandit algorithm that works with smooth regret, it is not without problems. We highlight two problems associated with SmoothIGW below.

- **The arg min oracle.** Note that Algorithm 1 requires an exact arg min oracle to compute the greedy action \( \tilde{a}_t \) (on line 4), which is later on used to construct the sampling distribution \( P_t \) (on line 5). However, when working with large, and potentially continuous, action spaces, it can be computationally expensive to obtain such an exact arg min oracle. For their experiments, Zhu & Mineiro (2022) construct a regressor class with an \( O(1) \) arg min oracle, but their construction induces a unimodal \( \hat{f}_t \), which may not always be appropriate.

- **Insufficient data reuse.** While the \( M_t \) term is always absolutely continuous with respect to the base measure \( \mu \), the delta distribution \( \mathbb{I}_{\tilde{a}_t} \) is not absolutely continuous with respect to \( \mu \) in many common cases, e.g., when \( \mu \) is the Lebesgue measure in \( \mathbb{R}_d \). As a result, a variety of post-hoc procedures that rely on importance-weighting cannot be applied. Unfortunately, to achieve \( O(\sqrt{T}) \) regret, SmoothIGW uses \( \gamma \propto \sqrt{T} \), which implies that the fraction of actions sampled from the \( \mathbb{I}_{\tilde{a}_t} \) component increases with horizon length, e.g., Fig. 3.

These two drawbacks frustrate the deployment of SmoothIGW in real-world applications.

3.2. New Approach: CappedIGW

Resolution of the above issues requires eliminating the use of the greedy action \( \tilde{a}_t \), which occurs in two places:

- **Inverse-gap weighting.** In sub-probability measure \( M_t \), its density (with respect to \( \mu \)) on any action \( a \) is defined to be inversely proportional to the empirical loss gap \( \left( \hat{f}_t(x_t, a) - \hat{f}_t(x_t, \tilde{a}_t) \right) \); here, we use \( \hat{f}_t(x_t, \tilde{a}_t) \) as a benchmark to compute the loss gap.

- **Pseudo normalization.** Since \( M_t \) is only a sub-probability measure, to actually sample from a probability measure, SmoothIGW shifts the remaining probability mass to the delta distribution at the greedy action, i.e., \( \mathbb{I}_{\tilde{a}_t} \); here, we use \( \mathbb{I}_{\tilde{a}_t} \) to pseudo normalize the sub-probability measure \( M_t \).
In the sequel we eliminate use of the greedy action.

**Sampling Density.** Let \( \beta_t, \kappa_t \in \mathbb{R} \) be two parameters (whose values will be computed later). We consider a probability measure \( P_t \) whose density with respect to the base measure \( \mu \) is defined as follows:

\[
\frac{dP_t}{d\mu}(a) = \kappa_t \frac{\tau}{1 + \gamma \left( \hat{f}_t(x_t, a_t) - \beta_t \right)_+},
\]

where \((x)_+ := \max(x, 0)\). Relative to SmoothIGW:

- We replace the old loss gap benchmark \( \hat{f}_t(x_t, \hat{a}_t) \) by the new parameter \( \beta_t \); we also take another max operation over \( \hat{f}_t(x_t, a) - \beta_t \) and 0 to ensure the positivity of the loss gap. This was inspired by observing the optimal \( \tau \)-smooth policy plays uniformly over the \( \tau^{-1} \)-th quantile of the true \( f^* \), but is ultimately justified by the regret decomposition in the proof of Theorem 1.

- We use \( \kappa_t \) as a normalization factor instead of shifting mass to \( \frac{1}{2} \); the normalization factor \( \kappa_t \) is determined by the choice of \( \beta_t \) via

\[
\kappa_t = \frac{1}{\mathbb{E}_{a_t \sim \mu} \left[ \frac{\tau}{1 + \gamma \left( \hat{f}_t(x_t, a_t) - \beta_t \right)_+} \right]}. 
\]

With this new sampling distribution in Eq. (3) at hand, we develop a new algorithm for smooth regret, shown next in Algorithm 2.

**Algorithm 2 CappedIGW**

**Input:** Exploration parameter \( \gamma > 0 \); online regression oracle \( \text{Alg}_{\text{Sq}} \)

1: for \( t = 1, 2, \ldots, T \) do
2: Observe context \( x_t \).
3: Receive \( \hat{f}_t \) from regression oracle \( \text{Alg}_{\text{Sq}} \).
4: Compute \( \beta_t \). // Algorithm 3
5: Sample \( a_t \sim P_t \) // Eq. (3), Algorithm 4
6: Observe loss \( \ell_t(a_t) \).
7: Update \( \text{Alg}_{\text{Sq}} \) with \( (x_t, a_t, \ell_t(a_t)) \).

We will show in next section that \( \beta_t \) can be computed efficiently in \( \tilde{O}(\tau \log \tau) \) calls to the sampling oracle. First we state a regret guarantee.

**Theorem 1.** Fix any smoothness level \( \tau \geq 1 \). Suppose \( \forall t : \kappa_t \geq 1 \) and let \( \kappa_\infty \) be an upper bound on \( \kappa_t \) for \( \forall t \). By setting the exploration parameter \( \gamma = \sqrt{8T \kappa_\infty \tau / \text{Reg}_{\text{Sq}}(T)} \), Algorithm 2 ensures that

\[
\text{Reg}_{\text{CB}, \tau}(T) \leq \sqrt{4T \tau \kappa_\infty \text{Reg}_{\text{Sq}}(T)}.
\]

**Proof.** See Appendix B. \( \square \)

The guarantee in Theorem 1 is the same as the guarantee for SmoothIGW (which is near-optimal) up to a \( \sqrt{\kappa_\infty} \) factor. Since we can always find appropriate \( \beta_t, \kappa_t \) to ensure \( \kappa_\infty = O(1) \), we can efficiently achieve the near-optimal smooth regret guarantees without (i) an arg min oracle, and (ii) with full data exhaust reuse.

**Adapting to an unknown smoothness level \( \tau \).** We can simply replace SmoothIGW with CappedIGW in Zhu & Mineiro (2022, Thm. 2) to build (i) Pareto optimal algorithms with unknown smoothness level \( \tau \), and (ii) develop nearly minimax optimal algorithms under the standard regret for bandits with multiple best arms Zhu & Nowak (2020) and Lipschitz/Hölder bandits Kleinberg (2004); Hadjii (2019); see Section 4 and Section 5 in Zhu & Mineiro (2022) for details.

### 3.3. Efficient Implementation

In this section, we discuss how to efficiently (i) compute parameter \( \beta_t \) and (ii) sample actions from the distribution \( P_t \). We first notice that the condition \( \kappa_t \geq 1 \) is critical to Theorem 1. Intuitively, \( \beta_t \) must be chosen so that Algorithm 2 plays a policy which is at most \( \tau \)-smooth. Because we are competing with \( \tau \)-smooth policies, it makes sense to be less smooth than the competitor but not to be more smooth than the competitor (further, as described at the end of Section 3.2, the appropriate level for \( \tau \) can be adaptively chosen).

Consistent with Theorem 1, our task is to find a \( \beta_t \) such that

\[
\mathbb{E}_{a_t \sim \mu} \left[ \frac{\tau}{1 + \gamma \left( \hat{f}_t(x_t, a_t) - \beta_t \right)_+} \right] \in \left[ \frac{1}{\kappa_\infty}, 1 \right]. (4)
\]

First, we establish that it is provably possible to satisfy Eq. (4) with high probability using \( O(\tau \log((\tau+\gamma)/\delta)) \) samples from the reference measure.

**Theorem 2.** With the choice \( \kappa_\infty = 24 \), with probability at least \( 1 - \delta \), it is possible to estimate \( \beta \) satisfying Eq. (4) using \( O(\tau \log((\tau+\gamma)/\delta)) \) samples from \( \mu \).

**Proof.** See Appendix C. \( \square \)

Theorem 2 uses a fixed sampling strategy which is amenable to analysis and provably terminates after \( \tilde{O}(\tau \log \tau) \) samples. However, this fixed sampling strategy is unnecessarily conservative in practice. To obtain a better empirical performance, instead, we use Algorithm 3—an anytime-valid technique—to ensure early-termination whenever possible. In lieu of proving termination, we backstop Algorithm 3.
with Theorem 2, which leads to at most doubling the number of samples required.

**Algorithm 3** Normalization CS to compute \( \beta_t \). The subroutine BettingMartingale.Update is defined in Appendix D.

**Input:** \( \hat{f}_t \) (from regression oracle \( \text{alg}_{\text{Sq}} \)); exploration parameter \( \gamma > 0 \); failure probability \( \delta \); and \( \kappa_\infty \geq 1 \).

1. Let \( n_{\text{max}} = O ( \tau \log (\gamma/\delta) ) \) // It suffices to take \( \kappa_\infty = 2^4 \)
2. \( l, u \leftarrow \frac{1}{\tau}, 1 \) // From Theorem 2
3. for \( n = 1, 2, \ldots, n_{\text{max}} \) do
4. Sample \( a_n \sim \mu \).
5. Let \( g_n(\cdot) = \frac{\tau}{1 + \gamma (f_t(x_t, a_n) - (\cdot))} \).
6. \( l_n, u_n \leftarrow \text{BettingMartingale.Update}(g_n; \kappa_\infty; \delta) \)
7. if \( l_n > u_n \) then
8. return \( l_n \) // Satisfies Eq. (4) w.p. \( 1 - \delta \)
9. tail call Theorem 2 // Never happens in practice

**Theorem 3.** If Algorithm 3 returns a value on line 8, that value satisfies Eq. (4) with probability at least \( 1 - \delta \) with respect to the realizations from line 4.

**Proof.** See Appendix E

In practice, Algorithm 3 is vastly more sample efficient than the procedure from Theorem 2: see Table 1 for an empirical comparison. Algorithm 3 operates by maintaining two betting martingales, one of which tries to refine a lower bound on \( \beta \) and the other an upper bound. We defer complete details to Appendix D.

As a motivation, note the combination of betting martingales and no-regret algorithms yields a test with asymptotic optimal power (Casgrain et al., 2022), but which can be safely composed with any stopping rule (e.g., line 8 of Algorithm 3). Early stopping is advantageous to the extent \( \hat{f}_t \) is closer to a constant function, because evidence regarding the normalization constant accumulates more rapidly than accounted for by Theorem 2.

**Algorithm 4** Sampling routine

**Input:** \( \hat{f}_t \) (from regression oracle \( \text{alg}_{\text{Sq}} \)); \( \beta_t \) (from Algorithm 3); exploration parameter \( \gamma > 0 \)

1. while true do
2. Sample \( a_t \sim \mu \).
3. Compute \( p_{\text{accept}} := \frac{1}{1 + \gamma (f_t(x_t, a_t) - \beta_t)} \).
4. With probability \( p_{\text{accept}} \), return \( a_t \).

**Efficiently sampling** \( a_t \). Algorithm 4 is an efficient rejection sampling on the density from Eq. (3). Note that \( p_{\text{accept}} \) on line 3 is proportional to the desired sampling density \( P_t \) defined in Eq. (3), but at most 1. Hence we have the following two established properties of rejection sampling:

1. If line 4 returns an action \( a_t \), then the action \( a_t \) is distributed according to Eq. (3);
2. The number of samples required before Algorithm 4 terminates is geometrically distributed with mean \( \kappa_t \tau \). In particular, with high probability the number of samples is \( O(\kappa_t \tau) \) due to exponential tail bounds.

**Computing** \( \kappa_t \). The astute reader will notice that \( \kappa_t \) need not be computed explicitly for Algorithm 2, i.e., for online inference. However an estimate of \( \kappa_t \) might be useful for having more accurate importance-weights for offline reuse. For our experiments we use the naive constant estimate \( \tilde{\kappa}_t = 1 \) and leave this an area for future work.

**4. Experiments**

We conduct multiple experiments in this section. In Section 4.1, we empirically compare the performance of Theorem 2 and Algorithm 3. We compare our algorithm CappedIGW with the previous state-of-the-art algorithm SmoothIGW (Zhu & Meineiro, 2022) in terms of both the online performance (Section 4.2) and the offline utility (Section 4.3). We also demonstrate why SmoothIGW lacks offline utility in Section 4.4. Code to reproduce all experiments available at https://github.com/mrucker/onoff_experiments.

**4.1. Normalization CS**

This experiment establishes the empirical validity and efficacy of Algorithm 3. For these simulations we use the unit interval as the action space; Lebesgue reference measure; \( \hat{f}_t(x_t, a_t) = 1_{a_t \neq 1} \), corresponding to loss function which is a narrow “needle in the haystack”; failure probability \( \delta = 2.5\% \); and \( \kappa_\infty = 24 \). As indicated in Table 1, Algorithm 3 is a vast improvement over the procedure from Theorem 2. Note in Table 1, \( \kappa_t \) is the true value computed analytically from the \( \beta_t \) produced by Algorithm 3.

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( \gamma )</th>
<th>( n ) (THM 2)</th>
<th>( n ) (ALG 3)</th>
<th>( \kappa_t ) (ALG 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>16</td>
<td>942</td>
<td>[18, 24]</td>
<td>[1.3, 3.0]</td>
</tr>
<tr>
<td>20</td>
<td>304</td>
<td>13496</td>
<td>[123, 227]</td>
<td>[10.2, 11.8]</td>
</tr>
<tr>
<td>200</td>
<td>6368</td>
<td>177141</td>
<td>[2254, 2788]</td>
<td>[1.8, 23.6]</td>
</tr>
</tbody>
</table>
4.2. Online Regret

Here we demonstrate that SmoothIGW has similar online regret to CappedIGW. We use twenty regression datasets converted to contextual bandit datasets with action space $\mathcal{A} = [0, 1]$ via a supervised-to-bandit transformation (Bietti et al., 2021). Each dataset is individually shifted and scaled so that target value $y_t \in [0, 1]$. When an algorithm plays action $a_t \in [0, 1]$, it receives bandit feedback $\ell_t(a_t) := |y_t - a_t|$. We assess each algorithm (SmoothIGW, CappedIGW) on progressive validation loss. (Blum et al., 1999). For each dataset we run both algorithms using the same set of 30 different seeds, where a seed controls all non-determinism (including data set shuffling, parameter initialization, and action sampling). For each dataset we compute the average of the paired (by seed) differences between each algorithm, and then compute a 90% bootstrap confidence interval.

The two algorithms are declared to have tied on a dataset when the 90% CI for their difference contains a 0. Otherwise one of the algorithms is declared to win. In total we observe five ties, one small SmoothIGW win, and fourteen small CappedIGW wins. The complete result can be seen in Figure 1.

This experiment also demonstrates the effectiveness of Algorithm 3 within CappedIGW. In this experiment CappedIGW determines $\beta_t$ each iteration using Algorithm 3 with $\kappa_\infty = 4$.

For further details (e.g., model class for $f_t$) see Appendix F.

4.3. Offline Utility

This experiment provides an example of the increased utility of CappedIGW’s data exhaust for offline learning relative to SmoothIGW’s exhaust. Here we mimic a typical production goal of evaluating a more complicated model class than

**Figure 1.** Consistent with their similar theoretical guarantees, online performance of SmoothIGW and CappedIGW is similar, although CappedIGW enjoys a slight advantage. Each datapoint represents a single dataset. Plotted here is $(\text{Loss}(\text{SmoothIGW}) - \text{Loss}(\text{CappedIGW}))$ with 90% bootstrap CIs, i.e., larger values in the plot indicate CappedIGW is outperforming SmoothIGW. Win/tie/loss is determined by if the CI contains 0.

**Figure 2.** Policies trained offline using CappedIGW data exhaust exhibit less average loss online compared to policies trained offline using SmoothIGW data exhaust. Plotted here is $(\text{Loss}(\text{SmoothIGW}) - \text{Loss}(\text{CappedIGW}))$ with 90% bootstrap CIs, i.e., larger values in the plot indicate training on CappedIGW exhaust is superior to training on SmoothIGW exhaust. Win/tie/loss is determined by if the CI contains 0.

The complete result can be seen in Figure 1, offline learners trained on CappedIGW exhaust exhibit statistically significant smaller average loss on twelve of twenty datasets.

To generate data exhaust all $(x_t, a_t, \hat{P}_t(a_t), \ell_t(a_t))$ were logged during the online experiments described in Section 4.2, where

$$\hat{P}_t(a_t) := \frac{\tau}{1 + \gamma (\hat{f}_t(x_t, a_t) - \beta_t)},$$

i.e., we (naively) estimate $\kappa_t = 1$. We use the inverse of $\hat{P}_t(a_t)$ as the importance weight.

For each resulting dataset (SmoothIGW exhaust or CappedIGW exhaust), the best of two off-policy learning methods was selected: the direct method (Dudík et al., 2011), which does not use importance-weights; and clipped IPS (Strehl et al., 2010), where for SmoothIGW exhaust we assign the greedy action the maximum importance weight of 5.

To train the offline models data exhaust is split 80%-10%-10% for training, validation and testing respectively. Training epochs are performed on the training set until a decrease in model performance is observed on the validation set. After training learners are assessed using the average loss on the test set. Note validation and test evaluation are independent of what data exhaust was used to train, as the source datasets contain the true label and therefore admit on-policy evaluation.

For each dataset we run the offline learners 30 times using the exhaust files generated from the 30 online seeds. For each dataset we compute the average of the paired (by exhaust) differences between offline learners and then compute a 90% bootstrap confidence interval.

For further details see Appendix G.
4.4. SmoothIGW Increasingly Plays Greedy

Here we show the frequency that SmoothIGW plays its greedy action during the online experiment described in Section 4.2. This is not a problem for online performance. Rather, as described in Section 3.1, this only becomes a problem when attempting to conduct post-hoc analysis with importance-weighting techniques. We can see in Fig. 3 that by the 1,000th learning iteration in the online experiment over 80% of played actions no longer have usable importance weights for post-hoc analysis.

4.5. CappedIGW Sensitivity to $\kappa_\infty$

Here we look at the effect of varying levels of $\kappa_\infty$ on online and offline performance using our 20 Datasets. For these experiments we set $\kappa_\infty$ equal to 2, 4, and 24 (note, $\kappa_\infty$ was 4 for experiments in Section 4.2 and 4.3).

In our experiments the value of $\kappa_\infty$ strongly impacted the number of samples required to estimate $\beta_t$ with smaller values of $\kappa_\infty$ requiring more samples (Fig. 4). This is expected given that smaller values of $\kappa_\infty$ indicate tighter confidence bounds on $\beta_t$.

We observe a negligible impact in online performance for the three levels of $\kappa_\infty$ (Fig. 5). In most datasets the average reward seen was nearly identical at all levels. At the same time we observe a slight increase in offline utility when training on the online exhaust generated with $\kappa_\infty$ equal to 4 or 24 (Fig. 6).

For further details see Appendix H.

5. Additional Related Work

In this section, we briefly highlight related work that we have not already mentioned in previous sections.

Large action spaces with additional assumptions. Unlike contextual bandits with finite action sets, infinite (or very large) action space contextual bandits are minimax intractable—as observed from the lower bound in (Agarwal et al., 2012). Nonetheless, the setting with infinite action spaces are highly practical in many real-world scenarios, e.g., in large-scale recommender systems. To make progress in this setting, researchers have develop algorithms that work with additional modeling assumptions, such as contextual bandits with linear functions (Auer, 2002; Li et al., 2010; Abbasi-Yadkori et al., 2011), with linearly-structured actions and general (context) function approximation (Foster et al., 2020; Xu & Zeevi, 2020; Zhu et al., 2022), with Lipschitz/Hölder regression functions (Kleinberg, 2004; Hadiji, 2019), and with convex functions (Lattimore, 2020). While these modeling assumptions have lead to fruitful theoretical guarantees, they might be violated in practice.

Large action spaces with smooth regret. An alternative line of research to tackling the large action spaces problems, in which this paper sits, is to weaker the competing benchmark to avoid the otherwise minimax negative result. This idea was first proposed in non-contextual bandits by Chaudhuri & Kalyanakrishnan (2018), where they compete against the $1 - \alpha$th quantile (of reward) instead of highest reward. In the case with contextual bandits, Krishnamurthy et al. (2020) proposed a variant of the smooth regret (defined
In Section 2.2) for agnostic policy-based analysis. Krishna-murthy et al. (2020) develops algorithms that are statistically optimal, but computationally intractable; a computationally tractable instantiation was later developed in Majzoubi et al. (2020) (but with slightly weaker statistical performance). We remark here that, even though our definition of smoothed regret (in Section 2.2) dominates the one appearing in Krishnamurthy et al. (2020), our approach requires an additional realizability assumption to reduce to regression (instead of classification); Foster et al. (2020) shows how to manage misspecification within a reduction to regression framework.

Offline learning in contextual bandits. Offline learning, or off-policy evaluation, considers the problem of learning a new policy/model only using historic logging data collected from other online policies. Because offline learning permits learning/testing without costly online exploration, it has been used in many real-world applications, such as recommender systems (Thomas et al., 2017) and healthcare industry (Nie et al., 2021). Focusing on contextual bandits, the method of inverse propensity scoring (IPS) (Horvitz & Thompson, 1952) has been extensively used to correct the mismatch between action distributions under the offline and online policies. Besides the IPS method, the direct method (DM) (Dudík et al., 2011; Rothe, 2016) has also been used in offline learning where the learner first learns a reward estimator based on the offline data and then evaluates the new policies.

6. Discussion

This work exhibits a statistical free lunch: the online regret guarantee of an algorithm is essentially unchanged, while the subsequent offline utility of the data exhaust is increased. We speculate this is not typical but rather an artifact of the sub-optimality of the prior technique. In other words, we anticipate that online regret and offline utility are conflicting objectives that must be traded off, suggesting a currently unknown Pareto frontier remains to be discovered. The empirical study of Williams et al. (2021) provides evidence in this direction.
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A. Background: Minmax Reduction Design

Our approach is based on the work of Foster et al. (2021b), which we review here. From this work, we define the Decision-Estimation Coefficient for any smoothness level $\tau \geq 1$, function class $\mathcal{F}$, context $x \in \mathcal{X}$, and $\text{Alg}_{\text{Sq}}$ estimate $\hat{f}$:

$$
\text{dec}_\gamma(\mathcal{F}; \hat{f}, x) := \inf_{P \in \Delta(\mathcal{X})} \sup_{Q \in \mathcal{Q}, f \in \mathcal{F}} \mathbb{E}_{a \sim P, a^* \sim Q} \left[ f(x, a) - f(x, a^*) - \frac{\gamma}{4} \cdot \left( \hat{f}(x, a) - f(x, a) \right)^2 \right],
$$

(5)

where $f$ is the true loss function, $Q$ is the optimal smoothed policy with respect to $f$, $P$ is a policy of our choosing, and $\gamma$ is a tunable learning rate. Note that with this formulation $\text{Smooth}_\tau(x) = -\sup_{Q \in \mathcal{Q}} \mathbb{E}_{a \sim Q} [-f^*(x, a)]$ with respect to the results in the paper.

Our goal is to construct $P$ such that we can derive an upper bound on $\text{dec}$. Because $\text{dec}$ is the difference between the expectation of $\text{Reg}_{\text{CB}, \tau}$ and $\text{Reg}_{\text{Sq}}$, an upper bound on $\text{dec}$ implies that $\text{Reg}_{\text{CB}, \tau}(T)$ has an upper bound in terms of $\text{Reg}_{\text{Sq}}(T)$. This allows us to reduce the CB problem to simply minimizing the $\text{Reg}_{\text{Sq}}(T)$ via any regression oracle $\text{Alg}_{\text{Sq}}$ of our choosing.

For our work we prove a bound on the Decision-Estimation Coefficient in Appendix B.1 and from there derive a regret bound in Appendix B.2.

B. Proof of Theorem 1

Theorem 1. Fix any smoothness level $\tau \geq 1$. Suppose $\forall t : \kappa_t \geq 1$ and let $\kappa_\infty$ be an upper bound on $\kappa_t$ for $\forall t$. By setting the exploration parameter $\gamma = \sqrt{8T \kappa_\infty \tau / \text{Reg}_{\text{Sq}}(T)}$, Algorithm 2 ensures that

$$
\text{Reg}_{\text{CB}, \tau}(T) \leq \sqrt{4T \tau \kappa_\infty \text{Reg}_{\text{Sq}}(T)}.
$$

The proof proceeds by first bounding the Decision-Estimation Coefficient (Foster et al., 2021b), after which the regret bound follows almost directly.

B.1. Bounding the Decision-Estimation Coefficient

With respect to any context $x \in \mathcal{X}$ and estimator $\hat{f}$ obtained from $\text{Alg}_{\text{Sq}}$, we consider Eq. (5).

Lemma 1 (Zhu & Mineiro (2022)). Fix constant $\gamma > 0$ and context $x \in \mathcal{X}$. For any measures $P$ and $Q$ such that $Q \ll P$, we have

$$
\sup_{f \in \mathcal{F}} \mathbb{E}_{a \sim P, a^* \sim Q} \left[ f(x, a) - f(x, a^*) - \frac{\gamma}{4} \cdot \left( \hat{f}(x, a) - f(x, a) \right)^2 \right] \\
\leq \mathbb{E}_{a \sim P} [\hat{f}(x, a)] - \mathbb{E}_{a \sim Q} [\hat{f}(x, a)] + \frac{1}{\gamma} \cdot \mathbb{E}_{a \sim P} \left[ \left( \frac{dQ}{dP}(a) - 1 \right)^2 \right].
$$

Subsequently we omit the dependence on the context $x \in \mathcal{X}$, and use abbreviations $f(a) := f(x, a)$ and $\hat{f}(a) := \hat{f}(x, a)$.

We first notice that for any $Q \in \mathcal{Q}_\tau$ we have $Q \ll P_t$ for $P_t$ defined in Eq. (3); since (i) $Q \ll \mu$ by definition, and (ii) $\mu \ll P_t$. Therefore, applying Lemma 1 we have

$$
\mathbb{E}_{a \sim P_t, a^* \sim Q} \left[ f(a) - f(a^*) - \frac{\gamma}{4} \cdot \left( \hat{f}(a) - f(a) \right)^2 \right] \\
\leq \mathbb{E}_{a \sim P_t} [\hat{f}(a)] - \mathbb{E}_{a \sim Q} [\hat{f}(a)] + \frac{1}{\gamma} \cdot \mathbb{E}_{a \sim P_t} \left[ \left( \frac{dQ}{dP_t}(a) - 1 \right)^2 \right].
$$
Denote \( p(a) = \frac{dP_t}{d\mu}(a) \) and \( q(a) = \frac{dQ_t}{d\mu}(a) \). Continuing

\[
\mathbb{E}_{a \sim P_t} \left[ \hat{f}(a) \right] - \mathbb{E}_{a \sim Q} \left[ \hat{f}(a) \right] + \frac{1}{\gamma} \cdot \mathbb{E}_{a \sim P_t} \left[ \left( \frac{dQ_t}{dP_t}(a) - 1 \right)^2 \right]
\]

\[
= \mathbb{E}_{a \sim \mu} \left[ p(a) \cdot (\hat{f}(a) - \beta) \right] - \mathbb{E}_{a \sim \mu} \left[ q(a) \cdot (\hat{f}(a) - \beta) \right] + \frac{1}{\gamma} \cdot \mathbb{E}_{a \sim \mu} \left[ p(a) \cdot \left( \frac{q(a)}{p(a)} - 1 \right)^2 \right]
\]

\[
= \mathbb{E}_{a \sim \mu} \left[ p(a) \cdot (\hat{f}(a) - \beta) \right] - \mathbb{E}_{a \sim \mu} \left[ q(a) \cdot (\hat{f}(a) - \beta) \right] + \frac{1}{\gamma} \cdot \mathbb{E}_{a \sim \mu} \left[ q(a) \cdot \frac{q(a)}{p(a)} - 2q(a) + p(a) \right]
\]

\[
= \mathbb{E}_{a \sim \mu} \left[ p(a) \cdot (\hat{f}(a) - \beta) \right] + \frac{1}{\gamma} \cdot \mathbb{E}_{a \sim Q} \left[ \frac{q(a)}{p(a)} - \gamma \cdot (\hat{f}(a) - \beta) \right] - \frac{1}{\gamma}
\]

\[
= \mathbb{E}_{a \sim \mu} \left[ p(a) \cdot \max \{0, \hat{f}(a) - \beta\} \right] + \frac{1}{\gamma} \cdot \mathbb{E}_{a \sim Q} \left[ \frac{q(a)}{p(a)} - \gamma \cdot \max \{0, \hat{f}(a) - \beta\} \right]
\]

\[
+ \mathbb{E}_{a \sim \mu} \left[ (p(a) - q(a)) \cdot \min \{0, \hat{f}(a) - \beta\} \right] - \frac{1}{\gamma}.
\]

(6)

Now we note the definition of \( P_t \) implies

\[
\mathbb{E}_{a \sim \mu} \left[ p(a) \cdot \max \{0, \hat{f}(a) - \beta\} \right] \leq \frac{\kappa_t \tau}{\gamma};
\]

(7)

furthermore, the constraints \( q(a) \leq \tau \) and \( \kappa_t \geq 1 \) imply

\[
\frac{1}{\gamma} \cdot \mathbb{E}_{a \sim Q} \left[ \frac{q(a)}{p(a)} - \gamma \cdot \max \{0, \hat{f}(a) - \beta\} \right]
\]

\[
\leq \frac{1}{\gamma} \mathbb{E}_{a \sim Q} \left[ \frac{1 + \gamma \cdot \max \{0, \hat{f}(a) - \beta\}}{\kappa_t} \right] - \gamma \cdot \max \{0, \hat{f}(a) - \beta\}
\]

\[
\leq \frac{1}{\gamma}.
\]

(8)

and finally

\[
\mathbb{E}_{a \sim \mu} \left[ (p(a) - q(a)) \cdot \min \{0, \hat{f}(a) - \beta\} \right]
\]

\[
\leq (\kappa_t - 1)\tau \cdot \mathbb{E}_{a \sim \mu} \left[ \min \{0, \hat{f}(a) - \beta\} \right]
\]

\[
\leq 0.
\]

(9)

Substituting Eq. (7), Eq. (8), and Eq. (9) into Eq. (6) yields

\[
\mathbb{E}_{a \sim P_t, a \sim Q} \left[ f(a) - f(a^*) - \frac{\gamma}{4} \cdot (\hat{f}(a) - f(a))^2 \right] \leq \frac{\kappa_t \tau}{\gamma}.
\]

(10)

B.2. Finishing the proof

This part is almost verbatim from Zhu & Mineiro (2022, Thm 1, Appendix A.2), but included for completeness.

We use abbreviation \( f_t(a) := f(x_t, a) \) for any \( f \in \mathcal{F} \). Let \( a_t^* \) denote the action sampled according to the best smoothing kernel within \( \mathcal{Q}_r \) (which could change from round to round). We let \( \mathcal{E} \) denote the good event where the regret guarantee stated in Assumption 2 (i.e., \( \text{Reg}_{\mathcal{S}q}(T) := \text{Reg}_{\mathcal{S}q}(T, T^{-1}) \)) holds with probability at least \( 1 - T^{-1} \). Conditioned on this good event, following the analysis provided in Foster et al. (2020), we decompose the contextual bandit regret as follows.

\[
\mathbb{E} \left[ \sum_{t=1}^{T} f_t^*(a_t) - f_t^*(a_t^*) \right] = \mathbb{E} \left[ \sum_{t=1}^{T} f_t^*(a_t) - f_t^*(a_t^*) - \frac{\gamma}{4} \cdot (\hat{f}_t(a_t) - f_t^*(a_t))^2 \right] + \frac{\gamma}{4} \cdot \mathbb{E} \left[ \sum_{t=1}^{T} (\hat{f}_t(a_t) - f_t^*(a_t))^2 \right]
\]

\[
\leq T \cdot \frac{\kappa_t \tau}{\gamma} + \frac{\gamma}{4} \cdot \mathbb{E} \left[ \sum_{t=1}^{T} (\hat{f}_t(a_t) - f_t^*(a_t))^2 \right].
\]
where the bound on the first term follows from Eq. (10). We analyze the second term below.

\[
\frac{\gamma}{4} \cdot \mathbb{E} \left[ \sum_{t=1}^{T} \left( \left( \hat{f}_t(a_t) - \ell_t(a_t) \right)^2 - \left( f^*(a_t) - \ell_t(a_t) \right)^2 + 2 \left( \ell_t(a_t) - f^*_t(a_t) \right) \cdot \left( \hat{f}_t(a_t) - f^*_t(a_t) \right) \right) \right]
\]

\[
= \frac{\gamma}{4} \cdot \mathbb{E} \left[ \sum_{t=1}^{T} \left( \left( \hat{f}_t(a_t) - \ell_t(a_t) \right)^2 - \left( f^*_t(a_t) - \ell_t(a_t) \right)^2 \right) \right]
\]

\[
\leq \frac{\gamma}{4} \cdot \text{Reg}_{\text{sq}}(T),
\]

where on the second line follows from the fact that \( \mathbb{E}[\ell_t(a_t) \mid x_t] = f^*(x_t, a_t) \) and \( \ell_t \) is conditionally independent of \( a_t \), and the third line follows from the bound on regression oracle stated in Assumption 2. As a result, we have

\[
\text{Reg}_{\text{CB, } T}(T) \leq \frac{T \kappa_{\infty} \tau}{\gamma} + \frac{\gamma}{4} \cdot \text{Reg}_{\text{sq}}(T) + O(1),
\]

where the additional term \( O(1) \) accounts for the expected regret suffered under event \( \sim \mathcal{E} \). Taking \( \gamma = \sqrt{8T \kappa_{\infty} \tau / \text{Reg}_{\text{sq}}(T)} \) leads to the desired result.

C. Proof of Theorem 2

**Theorem 2.** With the choice \( \kappa_{\infty} = 24 \), with probability at least \( (1 - \delta) \), it is possible to estimate \( \beta \) satisfying Eq. (4) using \( O(\tau \log(1/\delta)) \) samples from \( \mu \).

We elide the contextual dependence here, as \( x_t \) is a constant for all of these operations.

Define

\[
g(a; \beta) := \frac{\tau}{1 + \gamma \max(0, \hat{f}_t(a) - \beta)},
\]

\[
\beta_{\text{min}} := \frac{1 - \tau}{\gamma},
\]

\[
\beta_{\text{max}} := 1,
\]

where \( \hat{f}_t(a) \in [0, 1] \). We note the following properties:

\[
g(a; \beta) \in [0, \tau],
\]

\[
d \frac{d}{d\beta} g(a; \beta) \in [0, \gamma g(a; \beta)],
\]

\[
\mathbb{E}_{a \sim \mu} \left[ g(x, \beta_{\text{min}}) \right] \leq 1,
\]

\[
\mathbb{E}_{a \sim \mu} \left[ g(x, \beta_{\text{max}}) \right] \geq 1,
\]

\[
\mathbb{E}_{a \sim \mu} \left[ g^2(x, \beta) \right] \leq \tau \mathbb{E}_{a \sim \mu} \left[ g(x, \beta) \right].
\]

**Fixed \( \beta \) bound.** With \( n \) samples we can estimate the integral \( z(\beta) = \mathbb{E}_{a \sim \mu} \left[ g(a, \beta) \right] \) at any fixed \( \beta \) from the empirical mean \( \hat{z}(\beta) \) via

\[
z(\beta) \in \hat{z}(\beta) \pm \left( \sqrt{\frac{2\mathbb{E}_{a \sim \mu} \left[ g^2(a, \beta) \right]}{n}} \ln(2/\delta) + \tau \frac{\ln(2/\delta)}{3n} \right) \quad \text{(Bernstein)}
\]

\[
\in \hat{z}(\beta) \pm \left( \sqrt{\frac{2\tau z(\beta) \ln(2/\delta)}{n}} + \tau \frac{\ln(2/\delta)}{3n} \right) \quad \text{(self-bounding)}
\]

\[
\in \hat{z}(\beta) \pm \left( \frac{1}{2} z(\beta) + \frac{4\tau \ln(2/\delta)}{n} + \tau \frac{\ln(2/\delta)}{3n} \right), \quad \text{(AM-GM)}
\]

\[
z(\beta) \in \left[ \frac{2}{3} \left( \hat{z}(\beta) - \frac{26\tau \ln(2/\delta)}{3n} \right), 2 \left( \hat{z}(\beta) + \frac{26\tau \ln(2/\delta)}{3n} \right) \right].
\]

with probability at least \( 1 - \delta \).
Picking the \( \beta \) grid. Suppose
\[
\frac{26\tau \ln(2/\delta)}{3n} \leq \frac{1}{8},
\]
then
\[
z(\beta) \in \left[ \frac{2}{3} \bar{z}(\beta) - \frac{1}{12} \cdot 2\bar{z}(\beta) + \frac{1}{4} \right],
\]
therefore
\[
\bar{z}(\beta) \in \left[ \frac{3}{16}, \frac{3}{8} \right] \implies z(\beta) \in \left[ \frac{1}{24}, 1 \right].
\]
Thus if we can evaluate \( \bar{z}(\beta) \) on a grid where it increases by at most a factor of 2, then we will obtain a \( \beta^* \) such that \( z(\beta^*) \in \left[ \frac{1}{24}, 1 \right] \).

Using the assumptions,
\[
\bar{z}'(\beta) \leq \gamma \bar{z}(\beta) \implies \bar{z}(\beta) \leq \bar{z}(\beta_0) \exp(\gamma(\beta - \beta_0))
\]
hence evaluation over a grid spaced as \( \Delta \beta = \log(2)\gamma^{-1} \) will ensure \( \bar{z}(\beta) \) does not increase by more than a factor of 2.

Using a union bound over these points we need
\[
\frac{\beta_{\max} - \beta_{\min}}{\Delta \beta} = \frac{26\tau \log(2\log(2)) + \log(\tau + \gamma) - \log(\delta)}{3n} \leq \frac{1}{8},
\]
\[
\frac{26\tau \log(2\log(2)) + \log(\tau + \gamma) - \log(\delta)}{3} \leq n,
\]
thus \( n = O(\tau \log((\tau+\gamma)/\delta)). \)

---

D. Explanation of Algorithm 3

Note the following discussion is localized to a single invocation of Algorithm 3, and therefore we elide the contextual dependence.

Using the notation from the proof of Theorem 2, note that \( z(\beta) := \mathbb{E}_{\alpha \sim \mu} [g(x, \beta)] \) is continuous and non-decreasing in \( \beta \). Fix \( \kappa_\infty > 1 \) and define
\[
\beta_{\kappa_\infty} := \sup \{ \beta \mid z(\beta) \leq \kappa_\infty^{-1} \}, \quad \beta_1 := \inf \{ \beta \mid z(\beta) \geq 1 \}.
\]

Given a failure probability \( \delta \), we will construct an lower confidence sequence \( L_n \) for \( \beta_1 \) and an upper confidence sequence \( U_n \) for \( \beta_{\kappa_\infty} \), each with failure probability \( \delta/2 \), i.e., a pair of adapted random processes \( L_n \) and \( U_n \) satisfying
\[
P(\forall n \in \mathbb{N} : \beta_{\kappa_\infty} \leq U_n) \geq 1 - \delta/2, \quad \text{(11)}
\]
\[
P(\forall n \in \mathbb{N} : L_n \leq \beta_1) \geq 1 - \delta/2, \quad \text{(12)}
\]
where our random processes are defined on the discrete-time filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_n\}_{n \in \mathbb{N}}, \mathbb{P}) \) generated by the sampling oracle in line 4 of Algorithm 3. Standard techniques for achieving Eq. (11) and Eq. (12) are described further below: for now, assuming those properties, note that whenever \( L_n \geq U_n \), we can conclude with probability at least \((1 - \delta)\) that
\[
\beta \in [U_n, L_n] \implies z(\beta) \in \left[ \frac{1}{\kappa_\infty}, 1 \right]
\]
which is the desired property from Eq. (4). Because \( z(\beta) \) is non-decreasing and we want the smallest \( \kappa_1 \) possible, we use the largest \( \beta \), and hence return \( L_n \) on line 8 of Algorithm 3.

To achieve Eq. (11) and Eq. (12), we combine betting martingales with a no-regret algorithm, aka ONS-m. (Waudby-Smith & Ramdas, 2020) To ease exposition, we describe the lower bound only; the upper bound is analogous. For the lower bound we define the wealth process
\[
W_n^{(-)}(\nu; \beta) = \prod_{m=1}^{n} (1 + \nu_m (1 - g(A_m; \beta))),
\]
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where $A_m$ is the sequence of actions generated by line 4 of Algorithm 3; and $\nu_n \in [0, (\tau - 1)^{-1}]$ is a predictable betting sequence (to be specified below). This wealth process is a non-negative martingale with initial value of 1 when evaluated at $\beta = \beta_1$ and therefore due to Ville’s inequality

$$
P \left( \forall n \in \mathbb{N} : W_n^{(-)}(\nu; \beta) \leq 2/n \right) \geq 1 - 1/n.
$$

Because $g(\cdot, \beta)$ is non-decreasing in $\beta$, it follows $L_n = \sup \left\{ \beta \left| W_n^{(-)}(\nu; \beta) \leq 2/n \right\} \right.$ is a lower confidence sequence for $\beta_1$. It remains to specify the betting process $\nu_n$: we use online Newton step to choose bets that maximize the (log) wealth, using loss $-\log W_n^{(-)}(\nu; L_{m-1})$, and constraining the bet sequence $\nu \in [0, 1/2\tau]$ to ensure a bounded gradient.

The upper bound is similar, but using a martingale of the form $W_n^{(+)}(\nu; \beta) = \prod_{m=1}^n \left( 1 + v_m \left( g(A_m; \beta) - \kappa_{\infty}^{-1} \right) \right)$, and constraining the bet sequence $\nu \in [0, n\infty/2]$.

### E. Proof of Theorem 3

**Theorem 3.** If Algorithm 3 returns a value on line 8, that value satisfies Eq. (4) with probability at least $(1 - \delta)$ with respect to the realizations from line 4.

This uses the notation from Appendix D.

From Waudby-Smith & Ramdas (2020, Corollary 1), $L_n$ and $U_n$ satisfy Eq. (11) and Eq. (12) respectively. Therefore, whenever $L_n \geq U_n$, given the monotonicity of $g(\cdot; \beta)$ wrt $\beta$, Eq. (4) holds with probability at least $(1 - \delta)$.

### F. Online Regret Experiment: Additional Details

We perform the online regret experiment using twenty regression datasets hosted on OpenML (Vanschoren et al., 2014) and released under a CC-BY license. The exact data ids for these datasets are: 150, 422, 1187, 41540, 41540, 42225, 42225, 44025, 44031, 44056, 44059, 44069, 44140, 44142, 44146, 44148, 44463, 44964, 44964, 44973, and 44977.

For large datasets a random subset of 80,000 examples is selected. Features in every data set are transformed so that the contexts $x_t$ and labels $y_t$ are learned as well so that for every label $y_t \in [0, 1]$.

During evaluation of SmoothIGW and CappedIGW the contexts $x_t$ is revealed to the learners in batches of eight. The learners then pick an action to play for each context in the batch. After picking their actions learners then receive the loss $\ell_t(a_t) = |a_t - y_t|$, for each of the selected actions. This process continues until all examples in a dataset are exhausted.

Both SmoothIGW and CappedIGW assume access to a $\hat{f}_t$ and SmoothIGW also assumes access to an arg min orcale to compute $\hat{a}_t$. To satisfy these requirements we mirror the implementation pattern of Zhu & Mineiro (2022) where $\theta$ are learned parameters, $\hat{f}_t(x; a; \theta) := g(\hat{a}(x; \theta) - a; \theta)$, and $g$ is defined so that its global minimizer is 0. With $\theta := (u; w; q; z; \zeta)$ our experiment defines $\hat{a}(x; \theta) = \sigma (u + \langle x, w \rangle)$ where $\sigma$ is the sigmoid function and, given $z = \hat{a}(x; \theta) - a$,

$$
\hat{g}(x; a; \theta) = \begin{cases} 
q + \langle w, (z, z^{3/2}, z^2) \rangle & \text{if } z \geq 0 \\
q + \langle \zeta, (|z|, |z|^{3/2}, |z|^2) \rangle & \text{if } z < 0
\end{cases}.
$$

To optimize $\theta$ we use a mean squared error loss with Adam (Kingma & Ba, 2014) in PyTorch (Paszke et al., 2019).

We use the Corral meta-algorithm from Zhu & Mineiro (2022) to select the smoothness parameter $\tau$ for both SmoothIGW and CappedIGW. The hyperparameter settings for the meta-algorithm were optimized and fixed globally to give the best average performance across all experiment datasets. For SmoothIGW we use $\eta := 0.3$ and select $\tau$ from the set $\{2, 3.76, 7.05, 13.24, 24.87, 46.7, 87.7, 164.69, 309.27, 580.77, 1090.6, 2048\}$. For CappedIGW we use $\eta := 0.3$ and select $\tau$ from the set $\{6, 9.57, 15.28, 24.37, 38.89, 62.05, 99.01, 157.98, 252.08, 402.21, 641.77, 1024\}$.
Figure 7. As $\kappa_\infty$ grows online probability is increasingly near 0.

Figure 8. As $\kappa_\infty$ grows offline weight has a greater spread.

Figure 9. As $\kappa_\infty$ grows actions have a greater spread around what the learners believes the argmax $\hat{a}_t$ is.

G. Offline Utility Experiment: Additional Details

For the offline experiment we use data exhaust from the online experiment which takes the form of $(x_t, a_t, P_t(a_t), \ell_t(a_t))$. Because of this the datasets for the offline experiment are identical to those in the online experiment as are the dataset transformations, both of which are described in Appendix F.

The offline learners use the same functional form as the online learners; that is $f(x, a; \theta) := g(a^*(x; \theta) - a; \theta)$ with the definition of $g$ given in Eq. (13). The offline experiment uses a more complex form for $a^*(x; \theta)$ than the online learners. Rather than one linear layer with a sigmoid output the offline learners use a three layer feedforward neural network with width equal to the number of features in a dataset, ReLU activation functions, and a sigmoid output.

We optimize offline learner parameters $\theta$ using mean squared error loss with Adam (Kingma & Ba, 2014) in PyTorch (Paszke et al., 2019). When using clipped IPS (Strehl et al., 2010) we multiply each mean squared error by its importance weight. It is known that this is not an optimal way to perform importance updates (Karampatziakis & Langford, 2011). Even so, the offline learners still benefit from the importance weighted updates when using CappedIGW exhaust. During testing our offline learners follow the policy $\pi^*(x) := a^*(x; \theta)$.

H. CappedIGW Sensitivity to $\kappa_\infty$: Additional Details

To further understand how $\kappa_\infty$ influences experimental outcomes we look here at the probabilities logged during online analysis along with the importance weights used during offline analysis. We see in Fig. 7 that for our 20 datasets as $\kappa_\infty$ became larger logged CappedIGW probabilities tended toward 0. In turn, we see a greater spread in offline importance weights from this data Fig. 8. Another perspective can be found by looking at the distribution of actions played by our learners. For this we recorded the distance a learner’s played action was from what the learner believed the greedy action was. This perspective is only useful in these experiments due to the unimodal implementation of $\hat{f}_t$ (see Appendix F). We see that as $\kappa_\infty$ increases so to does the spread of actions played around the believed argmax Fig. 9.