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Abstract

We develop a principled approach to end-to-end
learning in stochastic optimization. First, we show
that the standard end-to-end learning algorithm
admits a Bayesian interpretation and trains a pos-
terior Bayes action map. Building on the insights
of this analysis, we then propose new end-to-end
learning algorithms for training decision maps
that output solutions of empirical risk minimiza-
tion and distributionally robust optimization prob-
lems, two dominant modeling paradigms in opti-
mization under uncertainty. Numerical results for
a synthetic newsvendor problem illustrate the key
differences between alternative training schemes.
We also investigate an economic dispatch problem
based on real data to showcase the impact of the
neural network architecture of the decision maps
on their test performance.

1. Introduction

Most practical decision problems can be framed as stochas-
tic optimization models that minimize the expected value
of a loss function impacted by one’s decisions and by an
exogenous random variable Y. Stochastic optimization tech-
niques are routinely used, for example, in portfolio selection
(Markowitz & Todd, 2000) or economic dispatch and pric-
ing (Cournot, 1897; Wong & Fuller, 2007) among many
other areas. However, the probability distribution Py~ of the
uncertain problem parameter Y is generically unknown and
needs to be inferred from finitely many training samples
Y1,...,Yn. In empirical risk minimization (ERM), Py is
simply replaced with the empirical (uniform) distribution
on the given samples. Unfortunately, ERM is susceptible
to overfitting, that is, it leads to decisions that exploit arte-
facts of the training samples but perform poorly on test data.
This effect is also referred to as the “optimizer’s curse” in
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decision theory (Smith & Winkler, 2006). Various regular-
ization techniques have been proposed to combat this effect.
Distributionally robust optimization (DRO) (Delage & Ye,
2010; Wiesemann et al., 2014), for example, seeks decisions
that are worst-case optimal in view of a large family of dis-
tributions that could have generated the training samples.
Alternatively, any additional information or beliefs about
Py may be used as a prior that is updated upon observing
training data like in Bayesian estimation. The use of prior
information also has a regularizing effect, and the result-
ing optimal decision is referred to as the posterior Bayes
action (Berger, 2013). ERM and DRO implicitly assume
that independent samples from Py form the only source of
information available to the decision-maker. However, this
assumptions often fails to hold in practice. Financial asset
returns are not stationary, and their distribution is corre-
lated with slowly varying macroeconomic factors (Li, 2002).
Similarly, the distribution of wind energy production levels
depends on meteorological conditions and is strongly cor-
related with wind speeds. Contextual stochastic programs
(Bertsimas & Kallus, 2020) exploit contextual information
such as macroeconomic factors or wind speeds to inform
decision-making. Existing approaches to contextual stochas-
tic optimization can be grouped into two categories. Predict-
then-optimize approaches (see, e.g., (MiSi¢ & Perakis, 2020)
for a survey) first use some method from statistics or ma-
chine learning to learn a parametric or non-parametric model
of the distribution Py-. In a second step, the learned distri-
bution model is used in an optimization model to compute
a decision. A key drawback of this approach is that the
machine learning method used for predicting Py (e.g., max-
imum likelihood estimation) is agnostic of the downstream
optimization model. Some ideas to remedy this shortcoming
are discussed in (Elmachtoub & Grigas, 2022). End-to-end
learning approaches, on the other hand, train a decision map
directly from the available data without the detour of first
estimating a model for Py (Donti et al., 2017).

In this work, we investigate the usage of neural networks
in end-to-end learning. The relation between a trained neu-
ral network and the corresponding Bayes optimal classi-
fier (Baum & Wilczek, 1987; Wan, 1990; Papoulis & Pil-
lai, 2002; Kline & Berardi, 2005) as well as the universal
approximation capabilities of neural networks (Cybenko,
1989; Lu et al., 2017) are well understood in traditional
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regression and classification. In the context of end-to-end
learning, however, similar results are lacking. In this work,
we aim to close this gap.

Related Work: The concept of end-to-end learning for
stochastic optimization was first introduced by Donti et al.
(2017). Instead of minimizing a generic loss function such
as the mean-square error, end-to-end learning directly min-
imizes the task loss over a class of neural networks that
embed the underlying stochastic optimization model in their
architecture. Despite their unorthodox structure, such neural
networks can be differentiated by exploiting the Karush-
Kuhn-Tucker optimality conditions of the embedded opti-
mization model (Agrawal et al., 2019). Hence, they remain
amenable to gradient-based training schemes. More recent
approaches to end-to-end learning relax the requirement
that the neural network must contain an optimization layer
and use simpler architectures to approximate the decision
map (Zhang et al., 2020; Butler & Kwon, 2021; Uysal et al.,
2021a). This paper complements these efforts. Instead of
introducing new algorithms to improve performance, we
aim to advance our theoretical understanding of the existing
algorithms and extend them to broader problem classes.

The term end-to-end is used slightly differently across dif-
ferent machine learning communities. We adopt the same
convention as Donti et al. (2017) whereby a decision model
is “end-to-end” if it is trained on the task loss. In this case
the feature extractor and prescriptor are trained jointly and
directly on the task loss of interest. In traditional deep learn-
ing, on the other hand, end-to-end learning usually refers to
the training of a deep network without hand-crafted features
that processes the data input in its original format, such as
audio spectrograms (Amodei et al., 2016), images (Wang
etal., 2011; He et al., 2016) or text (Wang et al., 2017).

End-to-end learning is also related to reinforcement learn-
ing, which seeks a policy that maps an observable state to
an action in a dynamic decision-making context. Reinforce-
ment learning agents have been successfully trained to play
board games (Silver et al., 2017; 2018) as well as video
games (Vinyals et al., 2019) or to steer self-driving cars (Ki-
ran et al., 2021). However, a key distinguishing feature of
reinforcement learning applications is their dynamic nature.
The decision-maker interacts with an unknown environment
over multiple periods, and the action chosen in a particular
period affects the state of the environment in the next pe-
riod. The decision-maker thus seeks an action that not only
incurs a small loss in the current period but also leads to a
favorable state in the next period. In contrast, end-to-end
learning focuses on static decision problems. We highlight
that end-to-end learning is also related to contextual bandits
(Chu et al., 2011; Lattimore & Szepesvari, 2020), where
an agent sequentially chooses among a finite set of actions,
whose expected loss or payoff depends on an unknown dis-

tribution conditioned on an observable context. End-to-end
learning differs from contextual bandits and reinforcement
learning in that training is performed offline. Only the im-
mediate loss after training is relevant, which eliminates the
notorious exploration-exploitation trade-off (Audibert et al.,
2009; Graves & Jaitly, 2014).

Contributions: Our contributions are summarized below.
e We develop a general and versatile modeling framework
for end-to-end learning in stochastic optimization.

e We show that the widely used standard algorithm for end-
to-end learning outputs a posterior Bayes action map.

e [everaging the insights of our Bayesian analysis, we pro-
pose new end-to-end learning algorithms for training deci-
sion maps that output solutions of ERM and DRO problems.
e We show that existing universal approximation results
for neural networks extend to decision maps of end-to-end
learning models with projection and optimization layers.

e We experimentally compare different approaches to end-
to-end learning and different types of contextual information
in the framework of a newsvendor problem with synthetic
data and an economic dispatch problem with real data.

Notation: All random objects are defined on an abstract
probability space (€2, F,P), and E[-] denotes the expecta-
tion with respect to P. Random objects are denoted by
capital letters and their realizations by the corresponding
lowercase letters. Given two random vectors X and Y, we
use Py and Py | x to denote the marginal distribution of ¥’
and the conditional distribution of Y given X, respectively.

2. End-to-End Learning

We consider a decision problem impacted by a random vec-
tor Y € ), and we assume that the decision-maker has
access to an observation X € X that provides informa-
tion about the distribution of Y. In order to express all
possible causal relationships between Y and X, we further
assume that there is an unobservable confounder Z € Z.
For example, Z could represent a parameter that uniquely
determines the joint distribution P x vy of X and Y. All
Bayesian network structures of interest are shown in Fig-
ure 1. In Figure la, X and Y have the same parent and no
Cross inﬂuenc/g. This 1/§ the case, for instance, if, conditional
on Z, X = [Y1,...,Yn] consists of multiple independent
and identically distributed (i.i.d.) copies of Y. In Figure 1b,
there is an additional direct causal link from Y to X. This is
the case, for instance, if X represents a noisy measurement
of Y. Finally, in Figure Ic, there is an additional direct
causal link from X to Y. This is the case, for instance, if Y
represents the current state and X the previous state of a
Markov chain or if X captures contextual information.
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Figure 1. Bayesian networks visualizing the possible relationships
between Y and X. The decision map is denoted by m, the loss
function by £. Both the decision A and loss L are random variables
because they are deterministic mappings of random variables.

The decision maker aims to solve the stochastic program

min E[£(Y, a)|X]. ey
This problem minimizes the expected value of a differ-
entiable, bounded loss function £ : Y x A — R, which
depends on the uncertain problem parameter Y and the
decision a € A, conditional on the observation X. The
objective function of (1) is commonly referred to as the
Bayesian posterior loss (Berger, 2013, Definition 8). In an
energy dispatch problem, for example, Y € ) = R denotes
the uncertain wind energy production, a € A = x7_, [0, a;]
represents the energy outputs of J conventional generators
with respective capacities a;, j = 1,...,J, and

((Y,a) =c"a+p-max {d -Y - ijl aj,O}

captures the production cost ¢ a of the generators and a
penalty for unmet demand. Here, d stands for the total de-
mand, Y + ijl a; represents the total energy production,
and p > 0 is a prescribed penalty parameter. In this exam-
ple, the observation X can have different meanings.

Figure 1a: Assume that the confounder Z ~ N (uz,0%)
represents the (unknown) mean of Y ~ N(Z,0%). In
this case X = [V1,...,Yn] may represent a collection
of V historical wind production levels. If ¥;, ~ N(Z, 0%),
n=1,..., N, are ii.d. samples from Py z, then one can
show that the posterior distribution of Y given X is

N((% +¥§1Yﬂ>/(% + )08 + (& + %)—1).

Figure 1b: The wind power Y ~ A(uy,o%) may be
indirectly observable through the output X ~ N (Y,0%)
of a noisy power meter. Hence, the posterior distribution
of Y given X is N (uy + 0% (0% +0%) (X —py), 0% —
o3 (0% +0%)71), and Y becomes observable as o3 drops.
Figure 1c: The observation X could represent the wind

speed at a nearby location, which has a causal impact on Y.

Exploiting such contextual information leads to better deci-
sions. Assuming normality, the posterior distribution of ¥’
given X adopts a similar form as above. Details are omitted.

By the interchangeability principle (Rockafellar & Wets,
2009, Theorem 14.60), problem (1) is equivalent to

in E[¢(Y, m(X 2

Jmin B[E(Y, m(X)], )

where M denotes the space of all measurable decision
maps m from X to A. Specifically, m* solves (2) if and
only if a* = m*(X) solves (1) for every realization of X.

We assume from now on that the joint distribution of X, Y
and Z is unknown. In the special situation displayed in Fig-
ure la, a decision map feasible in (2) can be computed from
the observation X alone if X = [Y1,...,Yn] consists of
sufficiently many i.i.d. samples from Py ;. Indeed, m(X)
can be defined as a solution of the ERM problem

min 3 377, (Vi ). 3)

Alternatively, m(X) can be defined as a solution of the
DRO problem (Delage & Ye, 2010; Wiesemann et al., 2014)

min max
a€AQeU(X)

fy g(yva) dQ(y)v (4)

where U (X)) represents an ambiguity set, that is, a family
of distributions Q of Y that are sufficiently likely to have
generated the samples Y7, ..., Y. Popular choices of the
ambiguity set I/ (X) are surveyed in (Rahimian & Mehrotra,
2019). However, both ERM and DRO do not readily extend
to the situations depicted in Figures 1b and Ic.

In the remainder of the paper we assume that we have ac-
cess to i.i.d. training samples { (X, Y% )}, (recall that the
confounder Z is not observable). A feasible decision map
can then be obtained via the predict-then-optimize approach,
which trains a regression model to predict Y from X and
defines m(X) as an action that minimizes the loss of the
prediction, see, e.g., (MiSi¢ & Perakis, 2020). The resulting
decisions are tailored to the point prediction at hand but
may incur high losses when Y deviates from its prediction.
In addition, the regression model used for the prediction is
usually agnostic of the downstream optimization model (1);
a notable exception being (Elmachtoub & Grigas, 2022). In-
stead of predicting Y from X, one can use machine learning
methods to predict the conditional distribution Py | x of ¥’
given X and define m(X) as a solution of (1) under the es-
timated distribution (Bertsimas & Kallus, 2020). However,
the methods that are used for estimating Py-|x are again
agnostic of the downstream optimization model (1).

All approaches reviewed so far have the shortcoming that
evaluating m(X) necessitates the solution of a potentially
large optimization problem. In contrast, end-to-end learning
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(Donti et al., 2017; Fu et al., 2018; Agrawal et al., 2019;
Uysal et al., 2021b; Zhang et al., 2021) trains a parametric
decision map m that is near-optimal in (2) without the detour
of first estimating Y or its distribution. This is achieved by
applying stochastic gradient descent (SGD) directly to (2).
Thus, end-to-end learning (i) avoids the artificial separation
of estimation and optimization characteristic for competing
methods, (i) enjoys high scalability because the decision
map is trained using SGD and can be evaluated efficiently
without solving any optimization model, and (iii) can even
handle unstructured observations X such as text or images.

In the following, we describe several key aspects of an
end-to-end learning model. In Section 3 we discuss neural
network architectures that lend themselves to representing
decision maps. In Section 4 we then review a popular SGD-
based training method and prove that the resulting decision
map approximately minimizes the Bayesian posterior loss
E[/(Y, a)| X] under the prior P x y and the observation X

Remark 2.1 (Generalized Data Sets). All results of this
paper extend to training sets of the form {(Xy,Py)} |,
where @k represents an unbiased estimator for the condi-
tional distribution Py|x, in the sense that

E[ [, ((y, a) APy (y)| Xi] = E[U(Y, )| X3 Yk = 1,... K.

Note that if (X3, Y3,) is sampled from P x y-), for example,
then the Dirac distribution @k = Jy, constitutes an unbiased

estimator for Py|x,. Hence, the dataset {(Xk.,@k)}kK:l
strictly generalizes the standard dataset { (X}, i)} ;.

3. Model Architecture

A fundamental design choice for end-to-end learning mod-
els is the architecture of the decision map m : X — A.
Throughout this section, we represent m as a neural net-
work obtained by combining a feature extractor f : X — R
with a prescriptor p : R — A, where R denotes the feature
space. The complete network is thus given by m = p o f.
Below we review possible choices for both f and p.

3.1. Feature Extractor

As in classical machine learning tasks, the choice of the
architecture for the feature extractor is mainly informed by
the data format and by the desired symmetry and invariance
properties. Thus, the feature extractor may include linear
layers (Rumelhart et al., 1986), convolutional layers (Zhang
et al., 1988; LeCun et al., 1989), attention layers (Vaswani
et al., 2017) and recurrent layers (Elman, 1990; Hochreiter
& Schmidhuber, 1997; Cho et al., 2014) etc., combined with
activation functions and regularization layers.

3.2. Prescriptor

We propose three different architectures for the prescriptor.
(A) Multi-Layer Perceptron (MLP). Uysal et al. (2021b)
use classical neural network layers for the prescriptor. In this
case the decision map reduces to a MLP, which enjoys great
expressive power thanks to various universal approxima-
tion theorems; see (Cybenko, 1989; Barron, 1991; Lu et al.,
2017; Delalleau & Bengio, 2011) and references therein.
(B) Constraint-Aware Layers. The stochastic program (1)
often involves constraints that ensure compliance with phys-
ical or regulatory requirements (such as maximum driving
voltage constraints in robotics or short-sales constraints in
portfolio selection). To ensure that the decision map satisfies
all constraints, we use an output layer that maps any input to
the corresponding feasible set. This can be achieved in two
different ways. Sometimes, one can manually design activa-
tion functions tailored to the constraint set at hand (Zhang
et al., 2021). For example, the smooth softmax function
maps any input into the probability simplex. However, more
complicated constraint sets require a more systematic treat-
ment. If the constraint set is closed and convex, for example,
then one can construct an output layer that projects any input
onto the feasible set. Unfortunately, this approach suffers
from a gradient projection problem outlined in Section 4.4.
(C) Optimization Layers. In view of (1), it is natural to
define the prescriptor as the ‘argmin’ map of a parametric
optimization model. Specifically, the prescriptor may out-
put the solution of a deterministic optimization model that
minimizes the loss at a point estimate of Y. Alternatively, it
may output the solution of a stochastic optimization model
that minimizes the expected loss under an estimator for the
conditional distribution Py x. In both cases, the Jacobian
of the prescriptor with respect to the estimator, which is
an essential ingredient for SGD-type methods, can quite
generally be derived from the problem’s KKT conditions
(Donti et al., 2017; Agrawal et al., 2019; Uysal et al., 2021b).
A key advantage of optimization layers is their ability to
capture prior structural information. They are also highly in-
terpretable because the features can be viewed as predictions
of Y or IP’Y‘ x . Like constraint-aware layers, however, opti-
mization layers suffer from a gradient projection problem
that is easy to overlook; see Section 4.4.

3.3. Approximation Capabilities

It is well known that MLPs can uniformly approximate any
continuous function even if they only have one hidden layer
(Cybenko, 1989; Lu et al., 2017). We will now show that the
decision maps considered in this paper inherit the universal
approximation capabilities from the feature extractor.

Proposition 3.1 (Universal Approximation of m). Assume
that m = p o f combines a feature extractor f : X — R
with a prescriptor p : R — A and that p is L,-Lipschitz
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continuous. Then, the following hold.

(i) If there exists a neural network f,, : X — R with
sup,cx |f(z) — fu(@)| < & then my = po fu
satisfies sup,c y [|m(x) — my(z)|| < Lye.

(ii) If there exists a neural network f,, : X — R with
E[|| f(X)— fu(X)||9] < € for some g > 1, then m,, =
po fu satisfies E[[|m(X) — m,, (X)[|7] < Lie.

The following corollary shows that neural networks can not
only be used to approximate m but also its expected loss.

Corollary 3.2 (Universal Approximation of the Loss). As-
sume that m = p o f combines a feature extractor f : X —
‘R with a prescriptor p : R — A, that f is continuous and
that p is Ly-Lipschitz continuous. If X is bounded and the
loss function {(y, a) is Ly-Lipschitz in a uniformly across
ally € Y, then for every € > ( there exists a neural network
fw : X = R with sigmoid activation that satisfies

[E[E(Y, m(X)] - E[6(Y, m., (X))]| < =.

Corollary 3.2 implies that, for every ¢ > 0, there exists a
neural network f,, and a decision map m,, = p o f,, with

E[(Y,m(X)] <E[(Y, my(X))] +e.

In other words, there exists a neural network-based map m,,
whose the expected loss exceeds that of m at most by €.

4. Training Process and Loss Function

The decision map m* that solves (2) under the unknown
true distribution of X and Y is inaccessible. However, we
can train a neural network 1, parametrized by w € R?
that approximates m*. In the following we review a popular
SGD-type algorithm for training m,,,. While the intimate re-
lation between this widely used algorithm and problems (1)
and (2) has not yet been investigated, we prove that m,,
maps any observation X to an approximate posterior Bayes
action corresponding to X. When X represents a collection
of i.i.d. samples from Py z, finally, we outline alternative
training methods under which m,, maps X to an approxi-
mate minimizer of an ERM or a DRO problem akin to (1).

4.1. SGD-Type Algorithm

End-to-end learning problems are commonly addressed with
Algorithm 1 below (Uysal et al., 2021b; Zhang et al., 2021).

Algorithm 1 End-to-End Learning
fork«+ 1,...,Kdo
gk < vwg(ykymw(Xk)”w:wk,l

Wg < Wg—1 — NkGk
end for

Note that V,,¢(Y, m., (Xj)) constitutes an unbiased esti-
mator for V,E[{(Y, m,,(X))]. Thus, Algorithm 1 can be
viewed as an SGD method for training the decision map m,,.
Note also that the step size 1, > 0 may depend on time.

Remark 4.1 (G/\eneralized Data Sets). Given a generalized
dataset {(X,P;)}/_, as described in Remark 2.1, we can
use Vi [y, 00y, M (X1))dPs (y) lw—w,_, as an unbiased
gradient estimator in Algorithm 1 (if it is well-defined).

4.2. Bayesian Interpretation of Algorithm 1

We now show that if the decision map m,, is trained via
Algorithm 1, then m,, (X) constitutes an approximate pos-
terior Bayes action. That is, it approximately solves prob-
lem (1), which minimizes the Bayesian posterior loss. The
Bayesian posterior Py x reflects the information available
from a given prior P x v and an observation X. Itis widely
used in various decision-making problems (Kalman, 1960;
Stengel, 1994; Pezeshk, 2003; Long et al., 2010).

4.2.1. THEORETICAL ANALYSIS OF ALGORITHM 1

Even though Algorithm 1 is commonly used and concep-
tually simple, the training loss it minimizes has not yet
been investigated. We now analyze Algorithm 1 theoreti-
cally. The following standard assumption is required for
convergence results of all methods under consideration.

Assumption 4.2 (Smoothness). The loss function £(y, a)
is smooth in a for all y € ), the decision map m,,(z) is
smooth in w for all z € X, and their gradients are bounded.

Replacing the space of all measurable decision maps by the
set of all neural network-based decision maps m,,, with pa-
rameter w € R? yields the following approximation of (2).

min, E[(Y, m, (X)) ®
weRd
From now on we use p(w) = E[¢(Y, m,(X))] as a short-
hand for the objective function of (5). Next, we prove that
Algorithm 1 converges to a stationary point of problem (5).

Theorem 4.3 (Bayesian Interpretation of Algorithm 1). Al-
gorithm 1 solves problem (5) in the following sense.

(i) The vector gy, computed in Algorithm I constitutes an
unbiased stochastic gradient for o(w) at w = wg_1.

(ii) If Assumption 4.2 holds and Algorithm 1 uses step
sizesmy, < 1/ Vk, then the random iterate @ e sampled
from {wy }E_| with respective probabilities {p }5_,,
pie o<y, satisfies E[|Veo(@x ) |13) = O(1/VE).

Theorem 4.3 implies that if Assumption 4.2 holds, then
the gradient of p(w) at the random iterate wy generated
by Algorithm 1 is small in expectation and—by virtue
of Markov’s inequality—also small with high probability.
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Thus, Wy converges in probability to a stationary point w*
of problem (5) as K tends to infinity. Throughout the sub-
sequent discussion we assume that w* is in fact a mini-
mizer of (5). Theorem 4.3 then suggests that the neural net-
work m.,,~ maps any observation X to an approximation of
the posterior Bayes action corresponding to X. To see this,
recall that any minimizer m™* of (2) maps any observation X
to the exact posterior Bayes action m* (X'), which solves the
original stochastic optimization problem (1). If the family
of neural networks M,, = {m,, : w € R%} is rich enough
to contain a minimizer m* of (2), then (2) and (5) are clearly
equivalent. A sufficient condition for this is that for every
function my € M,,, every measurable set B C X and ev-
ery bounded measurable function m; € M, the function
m : X — A defined through m(xz) = mo(z) if x € B
and m(x) = my(x) if x ¢ B is also a member of M,,;
see (Rockafellar & Wets, 2009, Theorem 14.60). The next
corollary describes a situation in which this condition holds.

Proposition 4.4 (Finite Observation Spaces). Assume that
X = {x1,...,x,} is finite and that the family of neural
networks My, = {m,, : w € R%} is rich enough such that
for every a € R™ there exists w € R with a; = m,(x;) for
alli =1,...,n. Then, problems (2) and (5) are equivalent.

Under the assumptions of Proposition 4.4 the family M,,
of neural networks is able to model a look-up table on &'
This implies that if Algorithm 1 converges to the global
minimizer w* of (5), then m,,« coincides exactly with the
posterior Bayes action map. Otherwise, Algorithm 1 uses
SGD to approximate m* or, in other words, to seek an
architecture-regularized approximation of m*.

The above insights highlight the importance of choosing a
training dataset that is reflective of one’s prior belief about
the distribution of the unobserved confounder Z. Put differ-
ently, it is crucial that the dataset {(Xy, Yy )}1_, is consis-
tent with the prior data distribution P x y-y during deploy-
ment. Indeed, a strong prior induced by the dataset may
significantly bias the decisions of the model. In addition,
the above insights provide some justification for augment-
ing the dataset with rare corner cases. Indeed, excluding
corner cases amounts to setting their prior probabilities to 0,
which may have undesirable consequences. In the context
of algorithmic fairness (Barocas et al., 2019), for instance,
using a training dataset in which one demographic group is
underrepresented amounts to working with a biased prior
distribution and results in subpar predictions for the under-
represented group (Buolamwini & Gebru, 2018).

4.2.2. MINIMUM MEAN-SQUARE ESTIMATION

In order to gain further intuition, consider the problem
of estimating the mean Z of a Gaussian random variable
Y ~ N(Z,4) based on an observation X = [Y7,..., Yy]
of 20 i.i.d. samples drawn from Py 7. Assume that Z ~

: Fn ) ' ’ : Iz

(a) NN vs ERM (b) NN vs Posterior Mean

Figure 2. Comparison of the approximate posterior mean finn out-
put by Algorithm 1 against figrm and fivvse. As the prior Py is
concentrated around E[Y] = 2, both the posterior mean fivMsE
as well as its approximation finn display a bias towards 2.

N (2,0.25). The minimum mean-square estimator coincides
with the solution of the stochastic optimization problem
min E[(Y — a)?|X], (6)
a€R
which is readily identified as an instance of (1). In order
to compute the minimum mean-square estimator simulta-
neously for all realizations of X, we should solve the cor-
responding instance of (2). A simple calculation exploit-
ing our distributional assumptions shows that (2) is solved
by m*(X) = (8 + 1 322% ;) /9. Absent any information
about the joint distribution of X, Y and Z, we have to solve
the approximate problem (5) instead. Specifically, we opti-
mize over decision maps of the form m,, = po fy, = fuw,
where the prescriptor p is the identity function, and the
feature extractor f,, is a feed-forward neural network with
an input layer accommodating 20 neurons and linear acti-
vation functions, two hidden layers with 500 neurons and
ReLU-activation functions, and an output layer with 1 neu-
ron and a linear activation function. We solve the resulting
instance of (5) using Algorithm 1 with K = 5 x 106 train-
ing samples {(Xj, Yj) H<_ | to find an approximate posterior
Bayes action map m,,, . Given an independent test sam-
ple X = [571, e ,57'20], this map outputs a neural network-
based approximation finn = M, (X) of the exact pos-
terior mean fiyvvse = m*(X). We compare it against
the sample mean figrm = 35 2310:1 Y;, which minimizes
the empirical risk. Figure 2 visualizes the differences be-
tween these estimators on 5,000 test samples generated
by sampling from Py z for 5,000 equidistant values of Z
between 0 and 5. We observe that fiynvisg closely approx-
imates the posterior mean because the scatter plot concen-
trates on the identity line in red. When compared to figrm,
1NN displays a bias towards 2 due to the strong prior.

4.3. Alternative Decision Models

While minimizing the Bayesian posterior loss is uncommon
in the literature, ERM and DRO are widely used if the
observation X = [Y7, ..., Yy] consists of NV i.i.d. samples
from the unknown distribution Py 7. We now propose new
neural network-based end-to-end learning algorithms that
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Table 1. Overview of main results.

Decision Model | Algorithm Guarantees
Bayesian Algorithm 1 | Theorem 4.3
ERM Algorithm 2 | Theorem 4.5
DRO Algorithm 3 | Theorem 4.6

output approximate solution maps for problems (3) and (4).
An overview of our main results is provided in Table 1.

4.3.1. EMPIRICAL RISK MINIMIZATION

Given observations of the form X = [Yy,...,Vy], it is
more common to solve the ERM problem (3) instead of
the Bayesian optimization problem (1). Algorithm 2 below
learns a parametric decision map m,, with the property that
m., (X) approximately solves (3) for every realization of X.

Algorithm 2 End-to-End Learning for ERM
for k + 1,...,K]\(Iio N
gk < vw% Zn:l K(Yk,wu mw(Xk)”w:wk,l

Wg < Wg—1 — NkYGk
end for

Unlike Algorithm 1, which evaluates the loss in the gradient
computations at a single sample Y}, which is independent
of X, conditional on the unobserved confounder Zj, Algo-
rithm 2 evaluates the loss at N samples {Y}, ,}_,, which
are the components of X. Thus, Algorithm 2 uses a train-
ing set that consists only of observations { X, }%_, but not
of the corresponding problem parameters {Y}, }le.

Using the interchangeability principle (Rockafellar & Wets,
2009, Theorem 14.60) and the law of iterated conditional
expectations, one can show that problem (3) is equivalent to

min B[ 32,00 (Vn, m(X))). (1)
Thus, m* solves (7) if and only if m*(X) solves (3) for
all realizations of X (Lemma B.1). Next, we show that
Algorithm 2 targets the following approximation of (7).

min E[i ZN

min B[ 350, (Y, M (X))] (8)

Below we abbreviate the objective function of (8) by ¥ (w).

Theorem 4.5 (ERM Interpretation of Algorithm 2). Algo-
rithm 2 solves problem (8) in the following sense.

(i) The vector gy, computed in Algorithm 2 constitutes an
unbiased stochastic gradient for (w) at w = wi_1.

(ii) If Assumption 4.2 holds and Algorithm 2 uses step
sizesmy, < 1/ Vk, then the random iterate @ sampled
from {wy }E_| with respective probabilities {p }5_,,
P o satisfies E[| V(@) [13] = O(1/VEK).

TERM
ANMSE

0 2 1 6 0 2 1 [
ANN ANN

(a) NN vs ERM (b) NN vs Posterior Mean
Figure 3. Comparison of the approximate sample mean finn out-
put by Algorithm 2 against igrMm and ZvmMsE.

In analogy to Section 4.2.2, we can use Algorithm 2 to
train an approximate ERM action map m,,,, which assigns
each observation X = [Y7,. .., Yo| an approximate sample
mean [iNN = My, (X). Figure 3 compares fiNN against the
exact sample mean jiggry and the posterior mean fiysE.

4.3.2. DISTRIBUTIONALLY ROBUST OPTIMIZATION

Another generalization of Algorithms 1 and 2 is Algorithm 3
below, which learns a parametric decision map m.,, with the
property that m,, (X) approximately solves the DRO prob-
lem (4) for every realization of X. Much like Algorithm 2,
Algorithm 3 uses a training set that consists only of obser-
vations but not of the corresponding problem parameters.

Algorithm 3 End-to-End Learning for DRO

fork <+ 1,...,K do
Qi € argmaxgeu(xy) Jy Y, M, (Xx)) dQ(y)
gk — vw fy f(y’ Moy (Xk)) d@;(y”w:wk—l
W < Wg—1 — NkJk

end for

One can show (Lemma B.2) that problem (4) is equivalent to

Jmin B [Qg%()fy £y, m(X)) d@(y)] .M

Algorithm 3 then targets the following approximation of (9).

min e [ e [ tma(0)d20)]. o)

Below we abbreviate the objective function of (10) by x (w).

Theorem 4.6 (DRO Interpretation of Algorithm 3). Algo-
rithm 3 solves problem (4) in the following sense. If As-
sumption 4.2 holds, U(X) # 0 is weakly compact and the
maximization problem over Q in (10) has P-almost surely a
unique solution, then the vector gj, computed in Algorithm 3
is an unbiased stochastic gradient for x(w) at w = wy_1.

The assumption that the maximization problem over Q has
a unique solution is violated by popular ambiguity sets such
as the Wasserstein ambiguity set (Kuhn et al., 2019). It is
satisfied, however, by the Kullback-Leibler (Hu & Hong,
2013) and Sinkhorn (Wang et al., 2021a) ambiguity sets.
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2 o

Figure 4. Contours of the expected loss ¢(w) = E[4(Y, mw (X))].
If the gradient V(w) exists, then it is perpendicular to the con-
tours of p(w). Thus, the iterates of Algorithm 1 converge to the
global minimum (0, 3) of ¢(w) if wo € A (solid red line) or to a
local minimum in {(0,¢) : ¢ > 1} if wo ¢ A (solid blue line).

4.4. Gradient Projection Phenomenon

Despite their conceptual merits, optimization and projection
layers in the decision map m,, may impede the convergence
of gradient-based training algorithms. Indeed, if the current
iterate w ¢ A is infeasible, then optimization and projection
layers in m,, have a tendency to push the gradient of ¢ (w)
to a subspace of R that is (approximately) perpendicular
to the shortest path from w to A. Thus, gradient-based
methods like Algorithm 1 may circle around A without
ever reaching a feasible point. To our best knowledge, this
phenomenon has not yet been studied or even recognized.

As an example, consider an instance of problem (2) with
X=R,Y=R%, A={aeR?: |als <1} and {(y,a) =
ly—all3. Assume further that Px = §; and Py |x = 5(0,2)-

In this case the constant decision map m(X) = (0, 3) is

optimal in (2). We now approximate (2) by problem (5),
which minimizes over parametric decision maps of the form
My = P o fu, and we assume that the prescriptor consists
of an optimization layer that maps any feature r € R? to

p(r) = argmin a2,

while the feature extractor parametrized by w € R? maps
any observation z to a feature f,,(x) = xw = w P-almost
surely. Training the decision map m,, via Algorithm 1
with an initial iterate wy ¢ A generates a sequence of
iterates that stay outside of A as visualized in Figure 4
(solid blue line). The corresponding predictions satisfy
Moy, (X) = p(wy,) P-almost surely. Thus, they stay on the
boundary of A (dashed blue line). If wy € A, on the other
hand, then the iterates converge to the global minimum
(solid red line). In this case, the corresponding predictions
satisfy my,, (X) = p(wg) = wy P-almost surely. Thus,
they coincide with the underlying iterates (dashed red line).

5. Experiments

We benchmark the discussed algorithms for end-to-end
learning against simple baselines as well as the predict-then-
optimize approach (Misi¢ & Perakis, 2020) in the context of
a newsvendor problem and an economic dispatch problem.
Implementation details are given in Appendix C, and the
code underlying all experiments is provided on GitHub.'

5.1. Newsvendor Problem

We first compare the Bayesian model addressed by Algo-
rithm 1 against the ERM and DRO models. To this end, we
consider the decision problem of the seller of a perishable
good ( e.g., a newspaper). At the beginning of each day, the
newsvendor buys a number a € A = {1,...,d} of items
from the supplier at a wholesale price p > 0. During the day
she sells the items at the retail price ¢ > p until the supply a
is exhausted or the random demand Y € ) = A is covered.
The salvage value of unsold items is 0. Hence, the newsven-
dor’s total cost amounts to £(Y, a) = pa—gmin{a, Y'}. We
assume that the unobserved confounder Z € R? represents
the demand distribution, that is, Z; = Py (Y = j) for all

Jj =1,...,d. If the newsvendor observes N independent
historical demands X = [Y1, ..., Yy]| sampled from Py,

then she aims to solve the following instance of (1)

minE[((Y,a)|X] = min 320, ¢(j, a)E[Z;]X].
In the following we fix a common neural network archi-
tecture and train decision maps via Algorithms 1, 2 and 3
with K = 5 x 10% samples. Specifically, in Algorithm 3
we set U(X) to the Kullback-Leibler ambiguity set of ra-
dius 0.025 around the empirical distribution on the demand
samples contained in X. We designate the strategies output
by the three algorithms as “NN_BAY”, “NN_ERM” and
“NN_DRO?”, respectively. The strategies obtained by solving
the Bayesian problem (1), the ERM problem (3) and the
DRO problem (4) exactly are designated as “BAY”, “ERM”
and “DRO”, respectively. Finally, the strategy output by an
oracle with perfect knowledge of Z is designated as “True”.

Figure 5 visualizes the out-of-sample cumulative distribu-
tion functions of the profit (negative loss) generated by dif-
ferent data-driven strategies. In line with Theorems 4.3, 4.5
and 4.6, the neural network-based decisions display a sim-
ilar performance as the corresponding optimization-based
decisions. Figure 5 further shows that a correct choice of
the prior is crucial for the Bayesian strategies (BAY and
NN_BAY). Finally, while the expected profits generated by
different strategies are similar, the lower tails of the profit
distributions vary dramatically. For example, Figure 5a in-
dicates that the risk of a loss (negative profit) is almost 10
times higher under the ERM strategy than under any other

"https://github.com/RAO-EPFL/end2end-SO
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Profit Distribution Profit Distribution

Table 2. Average test costs generated by different data-driven
strategies for the economic dispatch problem.

B
profit Proft

(a) Correct Prior

Figure 5. Cumulative distribution functions (solid lines) and ex-
pected values (dashed lines) of the out-of-sample profit generated
by different data-driven strategies.

strategy. Appendix C provides a more detailed compari-
son between the neural network-based strategies and the
corresponding optimization-based strategies.

5.2. Economic Dispatch Problem

In the second experiment, we revisit the stylized economic
dispatch problem described in Section 2. Here we assume
that there are J = 6 traditional generators and that the
penalty for unmet demand amounts to p = 100. The ca-
pacities a; of the six generators are given by 1,0.5,1, 1, 1
and 0.5, and the respective unit production costs c¢; are set
to 15, 20, 15, 20, 30 and 25. We use historical wind power
production and weather records” as samples from Pxv)-

Observations Contextual stochastic programs account for
side information such as wind speed measurements or
weather forecasts that can help to make better decisions.
Any such side information is captured by the random vari-
able X, which is observable when the generation decisions
a € A must be selected. In the following experiment we
distinguish three different possible observations. The my-
opic observation (Myopic) consists of current temperature,
wind speed and wind direction measurements. The incom-
plete myopic observation (Myopic incomp.) consists only
of the current wind direction. The most informative observa-
tion (Historical) consists of the current temperature, wind
speed and wind direction measurements as well as of the
temperature, wind speed, wind direction, and wind energy
production measurements at the last two timesteps.

Baselines We compare the performance of all data-driven
strategies to be described below against that of an ideal base-
line strategy that has oracle access to the future wind power
production level. This oracle strategy thus observes X =Y,
in which case the stochastic program (1) collapses to a de-
terministic optimization problem. The resulting strategy
is infeasible in practice and serves merely as a basis for
comparison. A related feasible baseline strategy is obtained
by pretending that Y equals the wind energy production
quantity observed in the last period and by solving the cor-

Mttps://wuw.kaggle.com/datasets/
theforcecoder/wind-power—-forecasting

N Approach Observation ‘ 10 minute freq. 30 minute freq.
= o Baseline Oracle 60.69 60.69
o Lag-1 64.96 67.71
Myopic 281.44(1.65) 280.10(0.75)
. MLE Myopic Incomp. | 348.41(0.0) 348.43(0.0)
(b) Incorrect Prior Historical 304.56(11.47)  277.74(2.38)
Myopic 68.25(3.73) 66.57(3.07)
E2E-CAL Myopic Incomp. | 72.62(0.00) 74.11(3.00)
Historical 67.09(4.50) 77.06(5.59)
Myopic 71.33(1.87) 72.53(0.13)
E2E-OPL-Softplus  Myopic Incomp. | 72.60(0.01) 72.60(0.00)
Historical 72.60(0.0) 72.60(0.0)

responding deterministic optimization problem akin to (1).

Maximum Likelihood Estimation (MLE) We construct a
predict-then-optimize strategy by solving a least squares
regression model for predicting the wind energy produc-
tion level Y and then solving the deterministic version of
problem (1) corresponding to this point prediction.

End-to-End (E2E) We also design end-to-end learning
strategies, which are obtained by using Algorithm 1 to train
the feature extractor together with the prescriptor. We dis-
tinguish two different neural network architectures. On the
one hand, we can define the prescriptor as an optimization
problem layer (OPL) and the feature extractor as a predictor
of Y. A Softplus activation function in the output layer
of the feature extractor ensures that the prediction of Y is
nonnegative. On the other hand, we can define the prescrip-
tor as a constraint-aware layer (CAL), which uses rescaled
sigmoid activation functions to force its output into .A.

Table 2 reports the test costs of the different strategies. All
strategies are compared under different data frequency mod-
els. That is, data is either observed every 10 minutes or
every 30 minutes. We observe that the MLE method incurs
the highest costs. This may be attributed to the symmetric
training loss, which ignores that it is better to underestimate
energy production because unmet demand is heavily penal-
ized. If new data is observed every 10 minutes, then the lag-1
baseline performs best, while the end-to-end strategy with
access to historical data and with constraint-aware layers
performs best among all neural network-based approaches.
If new data is observed every 30 minutes, then the stationar-
ity assumption is violated and the lag-1 baseline is no longer
competitive. In this case, the most useful observations are
the wind speed measurements, which cannot be leveraged
by the baselines. End-to-end learning strategies based on
optimization layers often fail to train, which we attribute to
the gradient projection problem. The myopic observation
is most useful, but the incomplete myopic observation does
not contain enough information to accurately estimate the
wind power production. The historical information is overly
rich and therefore leads to overfitting (Ying, 2019).
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A. Proofs of Section 3

Proof of Proposition 3.1. We first prove Assertion (i). As p is Lipschitz continuous, we have
Ip(r1) = p(r2)ll < Lypllry —r2fl Vri,re € R.

This is notably also true for 1 = f(z) and ro = f,,(x), in which case we obtain

[m () = ma (@)]| = [p(f(2)) = p(fu (@) < Lpllf(2) = fu(2)]| < Le Vo e X,

where the last inequality follows from the assumption about f,,(z). The claim now follows by maximizing the left hand side
across all z € X. As for Assertion (ii), the first part of the proof readily implies that

E[lm(z) = my (@) [|] <LGE (|| f(z) = fu(@)[I] < Lie,

where the last inequality follows from the the assumption about f,,(z). O

Proof of Corollary 3.2. Setd = ¢/(L,L,). By (Cybenko, 1989), there exists a neural network f,, with a single hidden layer
of sufficient width and with sigmoid activation functions such that sup,¢ v || f(x) — fw(z)|| < 0. By the Lipschitz-continuity
of p and /¢, we thus obtain

sup [€(y, m(x)) = £(y, mw(x))| < sup Le[lm(z) — me (2)|| < sup LyLe| f(z) — fu(@)] <e.
zEX,yey TEX reX

The claim now follows because the expected value of a non-negative random variable is upper bounded by its supremum. []

B. Proofs of Section 4
Proof of Theorem 4.3. As for Assertion (i), note that the expected value of g conditional on the last iterate wy_; satisfies

E[gk‘wk—l] = ]E[vwé(ylm mw(Xk))|w:wk,1 |wk—1]
= vwE[E(kamw(Xk))|wkfl]|w:wk_1
=Vu,E [ﬂ(Y, mw(X))Hw:wk—l = v@(wk—l)v

where the first equality follows from the definition of gi. The second equality holds because the gradient with respect
to w and the expectation conditional on wy_; can be interchanged thanks to the dominated convergence theorem, which
applies thanks to Assumption 4.2. The third equality, finally, exploits the independence of (X}, Y;) and wy_1, and the last
equality follows from the definition of ¢. Assertion (ii) follows from (Wang et al., 2021b, Theorem 3.5), which applies
again thanks to Assumption 4.2. Indeed, g, constitutes an unbiased gradient estimator for ¢(w) at w = wy_; thanks to
Assertion (i). Assumption 4.2 further implies that ¢ (w) is L-smooth for some L < oo. In addition, the stochastic gradients
g have bounded variance because they are themselves bounded by Assumption 4.2. Finally, for ¢* = min, cge p(w), we
have that E[p(wy) — ¢*] is bounded because ¢ is bounded. Thus, the claim follows. O

The next lemma establishes the equivalence of problems (3) and (7).

Lemma B.1 (Equivalence of (3) and (7)). Problems (3) and (7) are equivalent in the sense that if m* solves (7), then
m*(X) solves (3) P-almost surely and vice versa.

Proof of Lemma B.1. By the law of iterated conditional expectations (Durrett, 2010, Theorem 5.1.6.), (7) can be recast as

. 1 s
min E [IE [N;aymm(x» ‘XH . (11)

Next, by the interchangeability principle (Rockafellar & Wets, 2009, Theorem 14.60), minimizing over all measurable
decision maps m € M outside of the outer expectation is equivalent to minimizing over all decisions a € A inside the outer
expectation. Hence, the above optimization problem is equivalent to

X ] 1 . 12)

E |minE

acA

1L
NZE(Yma)
n=1
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In addition, the interchangeability principle also implies that m* solves the minimization problem over m € M in (11)

if and only if a* = m*(X) solves the minimization problem over a € A in (12) P-almost surely. As X = [¥7,...,Yn],
the samples Y,, are measurable with respect to the o-algebra generated by X for all i = 1,..., N. Therefore, the inner
minimization problem in (12) is in fact equivalent to the ERM problem (3). Thus, the claim follows. O]
Proof of Theorem 4.5. The proof widely parallels that of Theorem 4.3. Details are omitted for brevity. O

Similar to Lemma B.1, we provide a Lemma to outline the equivalence of problems (4) and (9).

Lemma B.2 (Equivalence of (4) and (9)). Problems (4) and (9) are equivalent in the sense that if m* solves (9), then
m*(X) solves (4) P-almost surely and vice versa.

Proof of Lemma B.2. By the law of iterated conditional expectations (Durrett, 2010, Theorem 5.1.6.), (9) can be recast as

minE[ { max /Ey, ))dQ(y ’X” (13)

meM QeU(X)

and by the interchangeability principle (Rockafellar & Wets, 2009, Theorem 14.60), this is equivalent to

E {minE[ max / 0y, a) dQ(y)’X” =E [min max / e(y,a)d@(y)]. (14)

acA Qeu(x) Jy acAQeU(X) Jy

The last equality holds because X = [)717 e ?N] The interchangeability principle also implies that m* solves the
minimization problem over m € M in (13) if and only if a* = m*(X) solves the minimization problem over a € A in (14)
P-almost surely. This observation completes the proof. O

Proof of Theorem 4.6. By Assumption 4.2, the gradient V,, fy £y, my, (X5))dQ(y) exists and is continuous in w for every

Q € U(X) and for every k = 1,..., K. Since the maximization problem over Q in (10) has P-almost surely a unique
solution, Danskin’s Theorem (Shapiro et al., 2021, Theorem 7.21) implies that

"=V, [ /y (g, ma (X) d@;@n]

:Vw[ max /é Y, M (Xx) dQ(y )]

QeU(Xr)

W=Wg—1

As gy, is bounded, it has a bounded variance, and thus we can conclude that

Blouni] = Vil [ mex [ et ma(x0 000

QeU(Xk)

W=Wk—1

This observation completes the proof. O

C. Details on Experiments
C.1. Details on the Minimum Mean-Square Estimation Experiment in Section 4.2.2

The observation is given by X = [171, . ,1720}, whose components 17” are sampled independently from Py|z. Thus, Y
and X are independent conditionally on Z as in Figure l1a. Note, however, that both Y and X depend on Z, and thus they
are not (unconditionally) independent. We solve problem (6) with a Batch-SGD variant of Algorithm 1, where the training
samples {(Xp, Yj,)}/—, are generated by first sampling Z from the prior /(2,0.25). We then sample X, from Py |z and
Y}, from Py 7. The Batch-SGD algorithm runs over 50,000 iterations with 100 samples per batch to reduce the variance of
the gradient updates. Therefore, a total of K = 5 x 100 training samples are used for training. The neural network-based
predictions zixN are compared against the sample mean figry and posterior mean jiyvsg. The posterior mean can be
computed in closed form. Indeed, since we use a conjugate prior for the mean of a Gaussian distribution, the solution of
problem (6) can be computed analytically. This is possible because Py |x = N ({Bayes, aéayes) with

1 2 YV ) L 20\
fove = L+ D (0.25 Ty and OB =4 \G T )
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Figure 6. Cumulative distribution functions (solid lines) and expected values (dashed lines) of the out-of-sample profit generated by
different data-driven strategies for the newsvendor problem (additional example with incorrect prior).

More specifically, Y can be expressed as (igayes + A + B, where A and B are both zero-mean Gaussian random variables
with A having variance 4 (because Py |, = N(Z,4)) and B having variance (1/0.25 4 20/ 4)71, see (Murphy, 2007) for a
detailed derivation of the posterior mean with conjugate prior. It follows that [intvsE = [Bayes. By Theorem 4.3, we expect
the output jinN of the trained neural network to approximate the minimizer fiynpvsg of the expected posterior loss, which is
biased towards 2 due to the chosen prior. On the other hand, ziggrp is an unbiased estimator of the mean, and we thus expect
it to behave differently than the other two estimators. This simple experiment empirically verifies Theorem 4.3.

C.2. Details on the Newsvendor Experiment in Section 5.1

We set the number of possible demand levels to d = 11, the wholesale price to p = 5 and and the retail price to ¢ = 7. We
further assume that an observation X consists of N = 20 historical demand samples (i.e., X = [Y71,. .., Ya0|). Finally, we
define the ambiguity set /(X ) in the DRO problem (4) as the family of all demand distributions whose Kullback-Leibler
divergence with respect to the empirical distribution on the samples in X does not exceed 0.25. In this case problem (4)
can be solved efficiently via the convex optimization techniques developed in (Ben-Tal et al., 2013). Instead of using
Algorithms 1, 2 and 3 directly, we train the neural networks via the Adam optimizer (Kingma & Ba, 2015). Training
proceeds over 1,000 iterations using batches of 1,000 samples of Z ~ Pz and 5 samples of (X,Y) ~ P(x y) 7 per iteration.
This corresponds to K = 5 x 10° samples of (X, Y, Z) in total as described in Section 5.1. When generating training
samples, we assume that P represents the uniform distribution on the 11-dimensional probability simplex. Note that this
uniform distribution coincides with the Dirichlet distribution of order d = 11 whose 11 parameters are all equal to 1. As
the prior Pz is a Dirichlet distribution, the posterior Pz x is also a Dirichlet distribution with new parameters updated by
the observation X (Berger, 2013). Thus, the posterior Bayes action map (the “True” strategy) can be computed in closed
form. The out-of-sample profit —E[¢(Y, m(X))] of any decision strategy m(X) is evaluated empirically on 10,000 test
samples of (XY, Z). To assess the advantages and disadvantages of the different decision strategies, we consider several
test distributions. These test distributions are constructed exactly like the training distribution but use different Dirichlet
parameters for P;. We expect that the performance of the ERM and DRO strategies is immune to misspecifications of
the prior Pz. The Bayesian strategy and its neural network approximation, however, are expected to suffer under a biased
prior. The test performance shown in Figure 5a is evaluated under the correct prior (i.e., all parameters of the Dirichlet
distribution P are equal to 1). Figures 5b and 6 show the impact of a distribution shift. Specifically, the Dirichlet parameters
of the test distribution underlying Figure 5b are set to 0.1 for the five lowest demand levels and to 2 for the 6 highest demand
levels. Thus, the prior used for training gives too much weight to low demand levels. Similarly, the Dirichlet parameters
of the test distribution underlying Figure 6 are set to 2 for the 6 lowest demand levels and to 0.1 for the 5 highest demand
levels. Thus, the prior used for training gives too much weight to high demand levels.

Figure 7 compares the decisions obtained with the different methods. In this experiment, the training and testing distributions
match, and we set the Dirichlet parameters of the prior Pz to 0.5 for the 7 lowest demand levels and to 2 for the 4 highest
demand levels. This particular prior is chosen because it clearly exposes the differences between different strategies. We
generate 10° random observations X ~ Px and compute the corresponding decisions. Each chart in Figure 7 compares one
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Table 3. Generation costs and capacities of the generators

Generator j |1 2 3 4 5 6
Generation Costc; | 15 20 15 20 30 25
Capacity a; 1 05 1 1 I 05

of the exactly computed decisions (vertical axis) against a neural network-based approximation (horizontal axis) trained
with Algorithms 1, 2 and 3. The resulting point clouds visualized in Figure 7 are consistent with our theoretical results.
That is, the neural network-based approximations align best with the exactly computed decisions in the three charts on
the diagonal. Additionally, we observe that the Bayesian strategies order more than the ERM strategies because demand
distributions with a large expected value are more likely under the chosen prior. In contrast, the DRO strategies order less
than the ERM strategies due to the embedded ambiguity aversion, which favors conservative decisions.

C.3. Details on the Economic Dispatch Experiment in Section 5.2

We assume that the constant energy demand d = 4 must be covered by the uncertain output Y of the wind turbine and by
the outputs a;, j = 1,...,6, of the six controllable generators. The capacity of the wind turbine equals 2. Thus, at least 2
units of energy must be produced by conventional generators. The capacities and generation costs of these generators are
listed in Table 3. The wind turbine produces energy for free but cannot be controlled. A dataset of historical wind power
production and weather records with a 10 minute resolution is available from Kaggle.®> The dataset covers the period from
1 January 2018 to 30 March 2020. After removing corrupted samples, the period from 1 January 2018 to 31 December 2019
comprises 59,532 records, which we use as the training set. The remaining records are used for testing. We traverse the test
set in steps of 10, 30 and 60 minutes to simulate different sampling frequencies. For each interval between two consecutive
time steps we solve the economic dispatch problem described in Section 2.

Maximum Likelihood Estimation (MLE) The MLE approach first uses least squares regression on the training data to
construct a prediction Y of the wind energy production Y. This prediction is then used as an input for the deterministic
prescription problem minge 4 ¢ (Y a), which outputs the MLE decision. If Y can be expressed as a linear function of the
observation X with an additive Gaussian error, then least squares regression is indeed equivalent to MLE. While MLE
outputs an unbiased prediction Y the task loss caused by a prediction error Y — Y is misaligned with the regression loss.
Indeed, if Y overestimates Y, then ‘the MLE decision produces too little energy, which incurs high costs of p = 100 per unit
of unmet demand. Conversely, if Y underestimates Y, then the MLE decision produces too much energy. However, this
incurs a cost of at most 30 per unit of surplus, that is, the unit production cost of generator 5.

End-to-End (E2E) We compare multiple neural network architectures.

(OPL): The OPL architecture consists of a feature extractor that maps the observation X to a prediction Y of Y and a
prescriptor that maps Y to a decision. The feature extractor involves one hidden layer with 64 neurons and ReL.U activation
functions and an output layer with 1 neuron and a Softplus activation function. The prescriptor subsequently solves the
deterministic economic dispatch problem min,e 4 E(Y a), which outputs the E2E decision.

(CAL): The CAL architecture consists of a feature extractor that maps the observation X to a 6-dimensional feature R and
a prescriptor that maps R into the feasible set .A. The feature extractor involves one hidden layer with 64 neurons and ReLLU
activation functions and an output layer with 6 neurons and Sigmoid activation functions, which determine the output of
each generator as a percentage of its capacity. A simple rescaling with the generator capacities then yields a decision in A.

Table 4 reports the out-of-sample costs of all data-driven decision strategies corresponding to different observations and
sampling frequencies. It repeats the results of Table 2 but also shows the out-of-sample costs that can be earned by
observing X only every 60 minutes. These costs are uncertain for two reasons: (1) the neural network weights are randomly
initialized, and (2) the training dataset is shuffled before training. We report the mean as well as the standard deviation of
the average cost on the test data over 5 replications of the experiment.

3https ://www.kaggle.com/datasets/theforcecoder/wind-power—-forecasting
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Figure 7. Comparison of the Bayesian, ERM, and DRO strategies against the corresponding neural network-based approximations.
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Table 4. Mean and standard deviation (in parentheses) of the average test costs generated by different data-driven strategies for the

economic dispatch problem.

Approach Observation ‘ 10 minute frequency 30 minute frequency 60 minute frequency
Baseline Oracle 60.688 60.691 60.703
Lag-1 64.959 67.705 70.714
Myopic 281.436(1.652) 280.103(0.75) 278.686(0.504)
MLE Myopic Incomp. | 348.414(0.0) 348.425(0.0) 348.488(0.0)
Historical 304.558(11.472) 277.736(2.378) 277.541(5.637)
Myopic 68.251(3.73) 66.566(3.068) 69.565(3.727)
E2E-CAL Myopic Incomp. | 72.616(0.003) 74.107(2.997) 74.611(3.999)
Historical 67.088(4.502) 77.06(5.585) 79.827(3.879)
Myopic 72.601(0.0) 72.601(0.0) 72.603(0.0)
E2E-OPL-Relu Myopic Incomp. | 72.601(0.0) 72.601(0.0) 72.603(0.0)
Historical 72.601(0.0) 72.601(0.0) 72.603(0.0)
Myopic 71.326(1.872) 72.527(0.129) 69.312(2.673)
E2E-OPL-Softplus  Myopic Incomp. | 72.604(0.006) 72.602(0.002) 72.606(0.005)
Historical 72.601(0.0) 72.601(0.0) 72.603(0.0)
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