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Abstract

In this paper, we consider the problem of the high
computational complexity of video-based facial
expression recognition. A novel sequential pro-
cedure is proposed with an adaptive frame rate
selection in a short video fragment to speed up
decision-making. We automatically adjust the
frame rate and process fewer frames with a low
frame rate for more straightforward videos and
more frames for complex ones. To determine the
frame rate at which an inference is sufficiently
reliable, the Benjamini-Hochberg procedure from
multiple comparisons theory is employed to con-
trol the false discovery rate. The main advan-
tages of our method are an improvement of the
trustworthiness of decision-making by maintain-
ing only one hyper-parameter (false acceptance
rate) and its applicability with arbitrary neural
network models used as facial feature extractors
without the need to re-train these models. An
experimental study on datasets from ABAW and
EmotiW challenges proves the superior perfor-
mance (1.5-40 times faster) of the proposed ap-
proach compared to processing all frames and
existing techniques with early exiting and adap-
tive frame selection.

1. Introduction
Affective behavior analysis and understanding of people’s
emotions should be essential to a new generation of human-
centered interfaces, digital assistants, and personal advertise-
ments (Kollias, 2022). It is known that face is the biometric
of choice for this task because of its desirable properties:
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high accuracy of decisions, low cost of equipment, ease
of use, etc. (Jillela & Ross, 2009). Video-based facial ex-
pression recognition (FER) is one of the most challenging
problems in facial analytics due to the ambiguity of labeling
emotions in large datasets, various intensities of the same
emotion, and high imbalance of emotions in different sit-
uations (Wang et al., 2022). Moreover, since real-world
settings entail uncontrolled conditions, FER systems should
be robust to various contexts and video recording condi-
tions (Ryumina et al., 2022).

Nevertheless, there exist many methods (Savchenko, 2023;
Zhang et al., 2022) that demonstrate reasonable accuracy
in several challenges, such as ABAW (Affective Behavior
Analysis in-the-Wild) (Kollias, 2022) and EmotiW (Emo-
tion Recognition in-the-Wild) (Dhall, 2019). At first, the
majority of recent techniques (Jeong et al., 2022; Li et al.,
2019; Savchenko et al., 2022) perform two steps for each
video frame: (1) face detection; and (2) facial feature extrac-
tion. Even if the further processing is not computationally
complex, these steps typically employ slow inference in
deep neural networks. Unsatisfactory performance is ex-
ceptionally challenging for the second part, in which it is
essential to use complex models to reach high accuracy.

It is known that video data is often repetitive: the contents
of adjacent frames are usually strongly correlated (Dutson
et al., 2022). Hence, a lot of research has been done in
processing only a tiny fraction of available video frames by
selecting a subset of salient frames (Korbar et al., 2019; Wu
et al., 2019b) or conditionally computing using early exit-
ing (Ghodrati et al., 2021; Lim et al., 2022). Unfortunately,
most of these methods have been developed for action recog-
nition problems (Yeung et al., 2016) and cannot be directly
applied to FER with the same gain in performance due to
the following reasons. At first, it is impossible to rapidly
analyze the quality of faces on each frame by a lightweight
neural net (Lin et al., 2022; Wu et al., 2019b) without run-
ning time-consuming face detection and/or tracking for each
frame. Secondly, existing emotional datasets are small and
dirty due to the high complexity of labeling emotions. The
trained models learn too many features specific to a concrete
dataset, which is impractical for in-the-wild settings. As a re-
sult, it is practically impossible to skip frames reliably using
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learned models, such as reinforcement learning (RL)-based
policy (Wu et al., 2019b), recurrent neural networks (Yeung
et al., 2016) or even MLP (multi-layered perceptrons) in
gating models (Ghodrati et al., 2021). Finally, the main diffi-
culty of FER is the potentially rapid changes in an emotional
state, so it is necessary to process a video on a fine-grained
scale. Indeed, it is enough to make a single decision in video
classification or action detection for a clip with a duration of
dozens of seconds. Still, it is essential to recognize emotions
in near real-time with less than a second delay. The fewer
frames available in the input video, the lower the relative
efficiency of frame selection algorithms.

Hence, this paper examines the possibility of improving the
efficiency of FER in videos without significant degradation
in accuracy. Our main contribution is the novel framework
that can be applied with an arbitrary emotional feature ex-
tractor, frame pooling strategy, and video classifier. The
proposed method adaptively selects the frame rate in a short
video fragment and processes fewer frames with a low frame
rate for more straightforward videos and more frames for
complex ones. To automatically determine the frame rate
whether to stop inference, we use the ideas of the Benjamini-
Hochberg procedure (Benjamini & Hochberg, 1995) from
multiple comparisons theory (Hochberg & Tamhane, 2009)
to control the false discovery rate by using the confidence
of classifiers. The recognition trustworthiness is improved
by maintaining only one hyper-parameter, namely, false ac-
ceptance rate (FAR). As a result, the running time of FER
by our adaptive technique is 2-40 times lower compared
to traditional processing of all frames, while the accuracy
typically degrades only by 0.1-0.4%. The source code of
the proposed method is publicly available1.

2. Related Literature
2.1. Facial Expression Recognition in Videos

As was stated in Introduction, the typical emotional video
datasets are dirty and small. Hence, the vast majority of
techniques for FER in the video are based on the frame-
level feature extraction with the neural networks trained
on face identification and FER in static photos using such
large datasets as AffectNet (Mollahosseini et al., 2017). The
progress in the video-based FER has been estimated initially
on the AFEW (Acted Facial Expression In The Wild) dataset
from EmotiW 2013-2019 challenges (Dhall, 2019). For
example, the FAN (frame attention network) for features
extracted by the lightweight ResNet-18 model reached a
validation accuracy of 51% (Meng et al., 2019). In contrast,
the accuracy of the same ResNet-18 architecture trained by
the noisy student iterative procedure (Kumar et al., 2020)

1https://github.com/HSE-asavchenko/
face-emotion-recognition/

is higher than 55%. One of the best single models is the
family of EmotiEffNets, which are EfficientNets pre-trained
using a robust optimization on VggFace2 and AffectNet
datasets (Savchenko, 2021a; Savchenko et al., 2022). The
winners of the last EmotiW 2019 audio-visual challenge
are ensembles of several classifiers, namely, bi-modality
fusion (Li et al., 2019) and cross-modal feature fusion with
factorized bi-linear pooling (FBP) (Zhou et al., 2019).

The AFEW dataset is very small, and it lacks frame-level
labels. As a result, the video emotion classifiers trained on
this set have very low accuracy in cross-domain settings.
This problem has become a focus of many researchers since
the appearance of ABAW challenges (Kollias, 2022) that in-
volve different parts of rather large Aff-Wild and Aff-Wild2
databases (Kollias et al., 2019). These challenges were fo-
cused on the dynamic nature of the emotional state, so it is
necessary to make frame-level predictions. Due to its com-
plexity and high imbalance, the macro-averaged F1-score
on its validation and test sets in Expression classification
ABAW-3 competition of even the state-of-the-art techniques
based on Transformers (Karpov & Makarov, 2022; Zhang
et al., 2023) are relatively low (30-40%). For example, the
RegNetY-based transformer (Phan et al., 2022) is only 7-8%
more accurate than such simple baseline as the VGGFace
with new classification head (Kollias, 2022). The fastest
algorithm and a single model among the top performers are
the EmotiEffNets (Savchenko, 2022). A bit greater F1-score
is obtained by an ensemble of the Swin-S, IR152, HRNet,
and the RepVGG (Xue et al., 2022). A method based on
the ensemble of multi-head cross-attention networks for fa-
cial features extracted by ResNet50 was proposed in the
paper (Jeong et al., 2022). The winner of the recent chal-
lenge (Zhang et al., 2022) introduced a transformer-based
fusion module that integrates the static vision features and
the dynamic multimodal features from adjacent frames.

2.2. Efficient Video Recognition

Frame-level feature extraction is the most computationally
complicated step in a typical video classification pipeline.
There are two types of methods used to speed-up the
video processing. First, it is possible to improve the ef-
ficiency of feature extraction by compressing the original
models with structural pruning or quantization (Grachev
et al., 2017) and/or adaptive inference computational graphs
with early exits (branches) along several hidden layers of
a neural net (Teerapittayanon et al., 2016). Though such
methods can be successfully applied for very deep net-
works, they are not appropriate for lightweight architec-
tures (Savchenko, 2021b), such as ResNet-18 (Kumar et al.,
2020), MobileNet or EfficientNet (Savchenko, 2021a) men-
tioned above, that show the state-of-the-art performance for
several FER datasets and challenges.
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Hence, this paper focuses on the second group of methods
that decreases the number of frames processed. The sim-
plest solution is to reduce the frame rate and process only
every k-th frame. Unfortunately, it is practically impossible
to reliably choose the hyper-parameter k to balance between
accuracy and complexity for an arbitrary input video. Hence,
most existing works reduce the computational cost by solv-
ing the frame selection problem (Lin et al., 2022). It is
the same technique discussed in the previous paragraph but
adaptively selects frames rather than layers/units in neural
networks for fast inference. Its application for face identi-
fication is studied in (Jillela & Ross, 2009), where frames
can be automatically disregarded based on inconsistencies
with optical flow.

Most modern algorithms in this direction have been devel-
oped based on RL for action recognition tasks. One of the
first methods, FrameGlipses (Yeung et al., 2016), formu-
lated the model as a recurrent neural network-based agent
that observes video frames and decides where to look next
and when to emit a prediction. A similar end-to-end deep
reinforcement approach was proposed in (Fan et al., 2018),
which enables an agent to classify videos by watching a
tiny portion of frames. Another technique that uses com-
plex RL, AdaFrame (Wu et al., 2019b), contains a Long
Short-Term Memory (LSTM) network trained with a policy
gradient method to generate a prediction, determine which
frame to observe next and compute the expected future
reward of seeing more frames at each time step. The LiteE-
val (Wu et al., 2019a) contains coarse and fine LSTMs and
exploits features derived at a coarse scale with a lightweight
model. The AdaFocus (Wang et al., 2021) tries to local-
ize the most informative region in each frame (small im-
age patch) by using a light-weighted ConvNet to quickly
process the entire video sequence, whose features are op-
erated by a recurrent policy network to localize the most
task-relevant regions. The Dynamic-STE (StudentTeacher
Ensemble) employed two networks of different capabilities:
the lighter network processes more frames while the heavier
one only processes a few (Kim et al., 2021). The D-STEP
(Dynamic Spatio-Temporal Pruning) (Raviv et al., 2022) is a
cascade of lightweight policy networks to dynamically filter
out channels and regions that do not provide information.
The recent technique that models temporal sampling as a
decision-making process with RL is the OCSampler (Lin
et al., 2022). It processes a whole sequence of frames at
once rather than picking up frames sequentially by deriving
the policies from a light-weighted skim network. Unfortu-
nately, all such methods contain lightweight networks to
process each frame efficiently, so they can hardly improve
the FER’s speed because of the need for face detection
and efficient and accurate emotional feature extractors, e.g.,
EmotiEffNets (Savchenko et al., 2022).

An exciting idea is studied in (Gao et al., 2020) that uses

audio as a preview mechanism to eliminate short-term
and long-term visual redundancies. It cannot be used if
the audio modality is unavailable or the training set with
synchronous audio and video tracks is as small as a typ-
ical FER dataset (Khokhlova & Savchenko, 2014). The
SMART (Gowda et al., 2021) considers frames jointly us-
ing an attention mechanism instead of selecting one at a
time to look for suitable frames more effectively distributed
over the video. The AR-Net (Meng et al., 2020) sets the
optimal resolution for each frame in long untrimmed videos
and processes the frames with different resolutions based
on their relative importance. Similarly, VideoIQ (Video
Instance-aware Quantization) (Sun et al., 2021) trains a very
lightweight network in parallel with the recognition network
to produce a dynamic policy indicating which precision
to be used per frame in recognizing videos. As the res-
olution of typical facial models is much smaller than for
the action detection problems, one can hardly expect a sig-
nificant speed-up in using a small resolution for FER and
face-related parts.

An adaptive frame selection network (AFSNet) (Tao &
Duan, 2023) selects the most valuable frames in the im-
age sequence by stacking some adaptive frame selection
convolutions. The FrameExit (Ghodrati et al., 2021) em-
ploys a deterministic frame sampling strategy and a cas-
cade of gating MLP modules to automatically determine
the earliest point in processing where a decision is reliable.
The SCSampler (Korbar et al., 2019) is a lightweight clip-
sampling model that aggregates temporal information from
long videos so that it may be inefficient for short video frag-
ments and rapid changes in facial expressions. A similar
model, NSNet (Xia et al., 2022), generates pseudo labels
that can distinguish between salient and non-salient frames
to guide the frame saliency learning.

Thus, to the end of our knowledge, there are no efficient
video classification techniques that take into account the
main features of the FER task, namely, (1) the potentially
rapid evolution of emotions and the need to process rela-
tively short videos; (2) presence of face detection/tracking
step that limits the widely-used preprocessing of all frames
via small neural nets; (3) small training sets with dirty and
ambiguous labeling that limits the potential of deep mod-
els, especially in cross-domain scenarios, and forces the
usage of lightweight models, such as ResNet-18 or Effi-
cientNet. This paper tries to fill this gap and overcome
the above-mentioned drawbacks of the known methods by
using sequential analysis and the theory of multiple compar-
isons (Hochberg & Tamhane, 2009).

3. Proposed Approach
The task of this paper is formulated as follows. Given the in-
put facial video X = {X(t), t = 1, 2, ..., T} with T frames,
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Figure 1. The overview of our approach with adaptive frame rate.

it is necessary to associate it with one of C > 1 emotional
classes. The classes are specified by the training set of
N > 1 facial videos Xn = {Xn(t), t = 1, 2, ..., Tn}, n =
1, 2, ..., N with known class label yn ∈ {1, 2, ..., C} of the
n-th training example, where Tn is its number of frames.
For simplicity, we assume that only one subject is presented
in every frame of both input and training videos.

The proposed pipeline is shown in Fig. 1. Here we consider
the processing of the entire video with different frame rates
inspired by sequential statistical analysis (Wald, 2013). Re-
garding efficient video classification techniques (Wu et al.,
2019b; Ghodrati et al., 2021), the deterministic frame sam-
pling policy function with one hyper-parameter k > 1 is
used. Let us denote ⌈logk T ⌉ as L, where ⌈x⌉ is the ceiling
function. Our sequential processing will have at most L
steps. The frame rate factor (concerning the original frame
rate of the input video) at the l-th stage (l = 1, 2, ..., L) is
computed as follows: FR(l) = kL−l. Thus, every FR(l)-th
frame is considered in the input video, i.e., frames with num-
bers from a set T (l) = {1, FR(l), 2FR(l), ..., T}. For ex-
ample, only two frames {X(1), X(T )} are analyzed at the

first (coarsest) step, but all frames {X(1), X(2), ..., X(T )}
are processed at the last (finest) step. Such frame rate adapta-
tion will let us reuse the processing results from the previous
step as every sequence of frames at l-th stage is a subset of
frames processed at the (l + 1)-th stage.

The following procedure is repeated for every l-th step in
our pipeline. At first, an appropriate face detector and/or
tracker is used to obtain the facial image from every new
frame t ∈ (T (l) − T (l−1)), where T (0) = ∅ is an empty
set. Thus, T

kL−l − T
kL−(l−1) = T (k−1)

kL−l+1 new frames should
be processed.

Secondly, this image is fed into a neural network to extract
the D-dimensional feature vector (embeddings) x(t). In
video-based FER, it is typical to pre-train the neural feature
extractor on face identification and/or emotion classifica-
tion (Savchenko, 2021a) on large datasets of photos, such
as AffectNet (Mollahosseini et al., 2017).

Thirdly, the features of all frames from T (l) (including em-
beddings computed at previous steps) are aggregated into a
single representation of the entire video

x(l) = Pool({x(t)|t ∈ T (l)}). (1)

One can employ any simple strategies, such as statistical
functions: mean (AvgPool), max (MaxPool), min, standard
deviation or their concatenation (Savchenko, 2021a) or more
complicated techniques, e.g., LSTMs or FAN (Meng et al.,
2019).

Fourthly, descriptor x(l) is classified. During the training
procedure, faces are detected in all frames of every example
Xn, and their embeddings xn(t) are obtained with the same
neural network-based feature extractor. These embeddings
are aggregated in the same way as described above into
x
(l)
n descriptors for chosen frame rate factors FR(l), l =

1, 2, ..., L, and an arbitrary classifier C(l), such as MLP,
random forest, gradient boosting or SVM (support vector
machine), is trained using the set of pairs {(x(l)

n , yn)}.

By feeding x(l) into classifier C(l), we obtain predicted
class label ŷ(l) and its indicator of reliability (confidence
score). Without a lack of generality, let us assume that
each classifier represents a decision function s(l)(x(l)) =

[s
(l)
1 (x(l)), ..., s

(l)
C (x(l))], where s

(l)
y (x(l)) ≥ 0 is a confi-

dence score of the classifier, such as the estimate of class
posterior probability at the output of MLP or the signed
distance of x to the separating hyperplane for SVM. The
decision is made in favor of the class with the maximal
confidence

ŷ(l) = argmax
y∈{1,...,C}

s(l)y (x(l)). (2)

Fifthly, the inference will be terminated, and the classifier
output ŷ(l) will be returned if l is equal to L or decision (2)
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is rather reliable:

s
(l)

ŷ(l)(x
(l)) > s

(l)

ŷ(l) . (3)

Otherwise, the frame rate is adjusted (FR(l+1) = FR(l)/k),
and all five above-mentioned processing parts are repeated
for the (l + 1)-th step.

The best estimate of threshold s
(l)
y for y-th classifier output

at level l strongly depends on the chosen type of classifier.
For example, if the features are matched with the Kullback-
Leibler (KL) divergence, which has a chi-squared distribu-
tion with D degrees of freedom in asymptotic (Kullback,
1997), then s

(l)
y is proportional to the αl-quantile of the non-

central chi-squared distribution (Savchenko, 2020), where
α(l) is the fixed FAR.

Suppose there is no theoretical knowledge about the dis-
tribution of the decision function of a classifier. We pro-
pose to compute these thresholds using a random subset
of the training set for every class y to train a classifier.
Next, the confidence scores are obtained for the remain-
ing M examples {x(l)

n1 , ...,x
(l)
nM |ynm = y}. Threshold

s
(l)
y is chosen as the αl-quantile of the maximal scores

of other classes
{
max
c̸=y

s
(l)
c (x

(l)
nm)

∣∣∣∣m ∈ {1, ...,M}
}

. The

training set is split into two equal parts in all experi-
ments of this paper. Moreover, we use the same thresh-
old s

(l)
y = s(l) for each class, i.e., M is equal to N/2.

As a result, the threshold can be estimated more accu-
rately due to the larger size of the available maximal scores{

max
c̸=ynm

s
(l)
c (x

(l)
nm)

∣∣∣∣m ∈ {1, ...,M}
}

.

An essential question in this paper is how to choose con-
crete values α1, ..., αL if a confidence level α for the whole
image recognition procedure is specified? Let us consider
the task regarding statistical hypothesis testing (Belova &
Savchenko, 2015). At each step l, there is a null hypothe-
sis Hl that the decision ŷ(l) (2) is correct, and a decision
boundary for this hypothesis is specified by inequality (3).

It is an example of multiple hypothesis tests (Hochberg
& Tamhane, 2009). In this theory, it is typical to control
the false discovery rate, i.e., the expected ratio of false
positives to the total number of positive classifications. Such
correction usually requires sorting the p-values of all L
hypotheses. In this paper, it is assumed that the reliability
increases with the availability of additional information
about input video, i.e., with an increase in the frame rate.
Thus, a typical solution would be the Benjamini-Hochberg
test (Benjamini & Hochberg, 1995; Savchenko, 2021b):

αl =
α · l
L

. (4)

The proposed training procedure for our inference pipeline

Algorithm 1 Proposed Training Procedure
for each training example n ∈ {1, ..., N} do

for each frame t ∈ {1, ..., Tn} do
Extract facial region in Xn(t) using an arbitrary face
detector
Feed the facial image into a neural network feature
extractor and compute the embeddings xn(t)

end for
Compute video descriptor xn = Pool({xn(t)|t ∈
{1, 2, ..., Tn}})
for each step of adjusted frame rate l ∈ {1, ..., L− 1}
do

Compute x
(l)
n = Pool({xn(t)|t ∈ T (l)}) (1)

end for
end for
for each step of adjusted frame rate l ∈ {1, ..., L−1} do

Split N instances in a stratified fashion to get indices
{n1, ..., nM} of validation set
Train the l-th classifier C using remaining training ex-
amples
Initialize a list S = []
for each validation instance m ∈ {1, ...,M} do

Append the maximal inter-class confidence score
max

y ̸=y(n)
s
(l)
y (x

(l)
nm) to S

end for
Assign the ⌊αl/L⌋-th largest element from S to the
threshold s(l) using the Benjamini-Hochberg correc-
tion (4)

end for
Train an arbitrary classifier C using set of pairs
{(xn, yn)}.
return classifier C and thresholds s(l), l = 1, 2, ..., L

(Fig. 1) is summarized in Algorithm 1. It is important to
emphasize that here, in contrast to existing works (Gho-
drati et al., 2021; Wu et al., 2019b; Yeung et al., 2016), the
same classifier C can be used for all different frame rate
factors {FR(l)}, especially if simple statistical functions
are applied to estimate the video descriptor.

If classifier C and feature pooling Pool (1) are computation-
ally cheap, the number of processed frames mainly defines
the run-time complexity of the Algorithm (Fig. 1). If the
decision is made after the first step for the frame rate factor
FR(1), one will need to perform inference only twice (for
the first and the last frames). In the worst case, all T frames
should be analyzed. If we assume that every step has the
same exit probability of 1/L, the average complexity will
be estimated as follows:

1

L

L∑
l=1

(1 + kl−1) ≈ T

L
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Table 1. Mean F1-score and average relative inference time per one frame t (ms), top participants of the ABAW-3 challenge.

TEAM MODEL VAL F1-SCORE TEST F1-SCORE TIME t

NETEASE FUXI VIRTUAL INCEPTIONRESNET 0.295 0.2846 196.85 ±0.35
HUMAN (ZHANG ET AL., 2022) ENSEMBLE 0.394 0.359 983.20 ±0.54
IXLAB DAN (RESNET50) 0.317 0.3064 89.79 ±0.19
(JEONG ET AL., 2022) ENSEMBLE 0.346 0.3377 264.26 ±0.27
ALPHAAFF SWIN-S 0.4378 0.3138 511.85 ±0.41
(XUE ET AL., 2022) ENSEMBLE 0.4615 0.359 2078.20 ±1.10
HSE-NN (SAVCHENKO, 2022) EFFICIENTNET-B0 0.4018 0.3025 55.94 ±0.25
PRL (PHAN ET AL., 2022) REGNETY 0.3035 0.286 246.65 ±0.35
BASELINE (KOLLIAS, 2022) VGG16 0.23 0.205 160.54 ±0.48

In practice, the gain in performance strongly depends on the
relative number of exits at each level, so one can expect that
the first step is enough for most easy input videos. However,
it is still possible that all frames should be processed for
complex examples.

4. Experimental Study
In this section, performance of the proposed approach
(Fig. 1) is compared with known competitors (Section 2) and
the conventional classification of videos with a fixed frame
rate. We analyze two FER datasets from the third ABAW
2020 (Kollias, 2022) and EmotiW 2019 (Dhall, 2019) chal-
lenges. The average relative inference time per one frame
t is measured on the CPU of MSI GP63 8RE laptop (Intel
Core i7-8750H 2.2 GHz, 16 Gb RAM). The faces in all
video frames were preliminary extracted by the MTCNN
detector. Still, we do not report the face detection time in
t because there are a lot of fast detectors with high quality,
and we do not have the goal of choosing the best one. For
instance, face detection using the MediaPipe library requires
approximately 7 ms per frame on our MSI laptop.

4.1. ABAW Challenge

In this subsection, we describe the uni-task frame-level
FER task results with eight emotional labels (anger, dis-
gust, fear, happiness, sadness, surprise, neutral and other)
from the third ABAW CVPR 2022 Workshop and Compe-
tition. The training and validation sets provided by orga-
nizers contain 585,317 and 280,532 frames, respectively.
The macro-averaged F1 score PEXPR (Kollias, 2022) com-
puted on official validation and test sets, and classification
time t of the top-performers of this challenge are shown in
Table 1. As this paper mainly focuses on efficient video
processing, we chose the family of EmotiEffNet (Efficient-
Nets) (Savchenko, 2022; 2021a) for further experiments.
Indeed, they provide one of the most excellent accuracies
among existing single models with a reasonable inference
time. Moreover, they did not require fine-tuning on the
training set of the ABAW challenge. Only a new classifier

Table 2. Validation F1-score and average relative inference time
per one frame t (ms) of efficient video classification methods,
ABAW-3 challenge, EmotiEffNet-B0.

METHOD F1-SCORE TIME t

SMOOTHING (ALL FRAMES) 0.4262 55.94±0.25
ADAFRAME 0.4205 42.32±0.30
LITEEVAL 0.4220 50.71±0.26
AR-NET 0.4051 22.39±0.25
OCSAMPLER 0.3928 4.85±0.22
FRAMEEXIT 0.4177 5.97±0.37
PROPOSED APPROACH 0.4217 3.70±0.20

C (MLP with one hidden layer) should be trained on top
of the features extracted by a pre-trained network. Finally,
EmotiEffNet-B2 is currently the state-of-the-art model for
one of the primary FER datasets for static photos, Affect-
Net (Mollahosseini et al., 2017). In the remaining part of
this paper, we used the pre-trained models made publicly
available by its authors.

In Table 2, we present the results of several fast video classi-
fication methods. Most of them, e.g., AdaFrame (Wu et al.,
2019b), LiteEval (Wu et al., 2019a), and OCSampler (Lin
et al., 2022) need a fast feature extractor for the frame selec-
tion. Hence, the MobileNet v1 (Savchenko, 2021a) trained
similarly to EmotiEffNets is used as a lightweight neural
network here. Other hyper-parameters of these methods
were chosen to get the lowest running time, but, if possible,
the F1-score should not be lower than 1% lower than the
best F1-score for processing of all frames. In all cases, the
fragments of videos with T = 201 frames are considered
to decide on the facial expression of the middle frame. The
baseline is a simple smoothing of all 200 predictions at the
output of MLP classifier (Savchenko, 2022). In our method,
L = 5 steps were chosen with frame rate factors 200, 100,
50, 10, and 1. The constant ratio of sequential factors is
not required, but each next FR(l+1) should be a divider of
FR(l+1) to use frame embeddings computed at previous
steps. The FAR α in Algorithm 1 equals 0.2.
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Table 3. Validation F1-score and average relative inference time
per one frame t (ms) for fixed FAR and proposed multiple testing
correction, ABAW-3 challenge, EmotiEffNet-B0.

SEQUENCE OF THRESHOLDS
FRAME RATES ESTIMATOR F1-SCORE TIME t

(200–>100–> FIXED FAR 0.4190 20.15±0.35
50–>10–>1) PROPOSED 0.4217 3.70 ±0.20
(100–>50–> FIXED FAR 0.4205 23.82±0.29
10–>1) PROPOSED 0.4221 11.03 ±0.32
(50–>25 FIXED FAR 0.4257 26.58±0.31
–>1) PROPOSED 0.4253 17.12 ±0.23
(50–>10 FIXED FAR 0.4258 25.03±0.30
–>1) PROPOSED 0.4258 15.51 ±0.19
(200–>50 FIXED FAR 0.4203 29.39±0.28
–>1) PROPOSED 0.4207 20.41 ±0.20
(100–>50 FIXED FAR 0.4225 27.26±0.25
–>1) PROPOSED 0.4230 20.31 ±0.21

As one can notice, the proposed algorithm is 15 times faster
than smoothing all frames, though the drop in F1-score is
less than 0.5%. If the time for face detection is taken into ac-
count, the gain in performance will be even more noticeable.
Moreover, it is the most efficient video classification method.
For example, our approach is 60% faster than FrameExit,
while the F1-score of the latter is 0.4% lower. Only LiteEval
is slightly (0.03%) more accurate, but its running time is too
high due to the usage of the lightweight MobileNet model,
which is only twice faster than EfficientNet-B0.

Let us provide the ablation study results for our method. In
Table 3, we compare the proposed multiple testing correc-
tion with the choice of thresholds s(l) (3) by using the same
αl for all steps l = 1, 2, ..., L. The multiple comparisons
are worth using only if L ≥ 3. Indeed, only one threshold
should be estimated in our training Algorithm 1 if L = 2.
As one can notice, the Benjamini-Hochberg correction leads
to much better performance. The more the number of steps,
the greater the gain in the running time of the proposed
technique with conventional estimation of thresholds.

Finally, the results of several convolutional neural net-
works from a family of EmotiEffNets, namely, EmotiEffNet-
B0 from the previous experiments, its multi-task ver-
sion MT-EmotiEffNet-B0 (Savchenko, 2023) and deeper
EmotiEffNet-B2 (Savchenko et al., 2022), are shown in Ta-
ble 4. Though EmotiEffNet-B0 is the best model in this
competition, it is essential to emphasize that our method
works with an arbitrary feature extractor without the need to
re-train it with our model. Moreover, our speed-up over pro-
cessing of all frames is even more significant for two other
neural networks: up to 40 and 25 times for MT-EmotiEffNet
and EmotiEffNet-B2, respectively.

4.2. AFEW from EmotiW Challenge

This subsection provides the experimental results for the
AFEW dataset from EmotiW 2019 audio-visual emotion
recognition challenge (Dhall, 2019). It contains 773 train
and 383 validation short clips (1-5 seconds) with known
emotional labels (Anger, Disgust, Fear, Happiness, Sad and
Surprise, and Neutral) for each clip. Only video modality is
considered.

We reproduced the FER pipeline for EmotiEffNets from
the original paper (Savchenko et al., 2022), namely, con-
catenation of the point-wise mean, max, min, and standard
deviation in the feature pooling Pool (1) for facial features
extracted from each facial descriptors for a given frame
rate. The classifier C is the LinearSVC with regularization
parameter found using cross-validation on the training set.

Table 5 contains the results for various feature extractors
and frame rate factors, while the classification accuracy and
average inference time t are presented in Table 6. Here we
presented several known single models, namely, FAN (Meng
et al., 2019), DenseNet-161 (Liu et al., 2018), the best single
model (IR-50) and ensemble (factorized bilinear pooling,
FBP) from the paper (Zhou et al., 2019), the best single
model (VGG-Face + BLSTM) of a winner of EmotiW-
2019 (Li et al., 2019) and the noisy student (ResNet-18)
with iterative training (Kumar et al., 2020). The efficient
video classification techniques use the same features (pre-
trained EmotiEffNet-B0 and EmotiMobileNet) described in
the Subsection 4.1.

In our pipeline (Fig. 1), we started with frame rate factor
FR(1) = 18 as higher values are recognized with too many
mistakes. As a result, it is only twice faster than the clas-
sification of all frames for each feature extractor. Though
the running time of the proposed method is approximately
equal to t for the best techniques (ARNet, OCSampler, and
FrameExit), our approach is much more accurate.

5. Conclusion
This paper presents the novel framework (Fig. 1) that imple-
ments efficient video-based FER using sequential analysis of
various frames. Its most remarkable feature is the multiple
testing correction (4) that makes it possible to automatically
reach a balance between efficiency and accuracy (Table 3).
Our method focuses on the most critical aspects of affec-
tive behavior analysis (Makarov et al., 2016), namely, dirty
video datasets that limit the usage of complex models in
cross-dataset settings, short video sequences (low number
of frames with the same class label), and the need to per-
form face detection before actual classification. Indeed,
only L− 1 parameters (thresholds) should be estimated in
the proposed method, given the available training set. The
deterministic refinement of frame rates lets us obtain more
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Table 4. Validation F1-score and average relative inference time per one frame t (ms) for various neural networks and sequences of frame
rate factors, ABAW-3 challenge.

SEQUENCE OF EMOTIEFFNET-B0 MT-EMOTIEFFNET-B0 EMOTIEFFNET-B2
FRAME RATES F1-SCORE TIME t F1-SCORE TIME t F1-SCORE TIME t

(200) 0.3624 0.55±0.05 0.3323 0.56±0.04 0.3062 1.15 ±0.12
(1) 0.4262 55.94±0.25 0.3913 56.68±0.25 0.3532 116.04 ±0.30
(200–>100–>50–>10–>1) 0.4217 3.70±0.20 0.3820 1.34±0.08 0.3503 4.63 ±0.13
(50–>25–>1) 0.4253 17.12±0.23 0.3861 1.81±0.06 0.3518 19.09 ±0.19
(50–>10–>1) 0.4258 15.51±0.19 0.3898 3.02±0.12 0.3521 14.58 ±0.13
(200–>50–>1) 0.4207 20.41±0.20 0.3771 1.15±0.09 0.3488 24.82 ±0.22
(100–>50–>1) 0.4230 20.31±0.21 0.3787 1.07±0.05 0.3503 24.57 ±0.23
(200–>1) 0.4205 48.27±0.37 0.3832 31.37±0.28 0.3477 74.01 ±0.27
(100–>1) 0.4228 36.48±0.19 0.3840 14.43±0.07 0.3505 47.49 ±0.18
(50–>1) 0.4258 33.01±0.21 0.3885 12.65±0.09 0.3528 43.73 ±0.14

Table 5. Validation accuracy and average relative inference time per one frame t (ms) for various neural networks and sequences of frame
rate factors, AFEW dataset.

SEQUENCE OF EMOTIEFFNET-B0 MT-EMOTIEFFNET-B0 EMOTIEFFNET-B2
FRAME RATES ACCURACY TIME t ACCURACY TIME t ACCURACY TIME t

(18) 0.5085 3.60±0.03 0.5013 3.65±0.03 0.5040 7.48 ±0.06
(1) 0.5927 55.94±0.19 0.5699 56.68±0.20 0.5937 116.04 ±0.29
(18–>9–>1) 0.5850 29.75±0.15 0.5515 27.55±0.14 0.5778 53.74 ±0.21
(18–>6–>1) 0.5927 32.79±0.17 0.5515 30.09±0.15 0.5831 54.00 ±0.20
(9–>3–>1) 0.5903 38.70±0.18 0.5831 37.41±0.17 0.5989 73.03 ±0.23
(6–>3–>1) 0.5903 40.01±0.17 0.5726 38.93±0.17 0.5937 76.06 ±0.22
(18–>1) 0.5824 31.02±0.17 0.5541 30.30±0.16 0.5778 58.00 ±0.20
(9–>1) 0.5903 34.53±0.17 0.5752 33.01±0.17 0.5910 63.15 ±0.23
(6–>1) 0.5877 34.31±0.16 0.5726 34.04±0.16 0.5910 61.30 ±0.22
(3–>1) 0.5903 40.38±0.19 0.5726 39.45±0.19 0.5937 72.75 ±0.28

accurate results when compared to traditional complex tech-
niques based on RL (Kim et al., 2021; Wu et al., 2019b).
Secondly, our approach can be used with an arbitrary frame
pooling (aggregator) and facial feature extractor, including
lightweight architectures (Savchenko, 2021a). Hence, there
is no need to train additional lightweight models for fast
frame selection (Raviv et al., 2022; Wang et al., 2021; Wu
et al., 2019a).

It is important to emphasize that applying our approach to
other video-based object classification problems is possible.
Indeed, we can improve performance when compared to
existing fast video classification techniques if at least one
of the following conditions holds: (1) an object should be
preliminary detected and tracked with the computationally
expensive method before classification of objects attributes
(e.g., faces are detected and recognized, cars are detected
and mark/model is classified, the license plate is detected
and characters are recognized, etc.); (2) the video for an
observed object is short or object attributes can be rapidly
changed (our primary task of emotional intelligence); and
(3) the training set is too small to train complex RL-based
policies for skipping frames and the domain significantly

differs with other domains, so the transfer learning/domain
adaptation of RL-based techniques is impossible. One ex-
ample is face recognition in video surveillance systems or
facial recognition payment systems. Each subject is in front
of a camera for 1 to 5 seconds, and processing on embedded
devices is desirable. Though many facial quality assessment
tools exist to choose the best frames, our method can be an
intense but straightforward competitor. Another example ap-
plication is video-based traffic analysis, searching for traffic
violations, estimating a vehicle’s speed, etc.

The main disadvantage of our method is the need to know
the number of frames T to predict facial expression in the
whole video fragment. For example, only every 200-th
frame was analyzed at the coarsest level in the ABAW chal-
lenge (Subsection 4.1), but FR(l) cannot be greater than
20 (18 in our experiments) for the AFEW dataset (Subsec-
tion 4.1). In the future, it is essential to extend the pro-
posed approach for online decision-making with automatic
(maybe, not very accurate) detection of change points in
emotions and an adaptive choice of the first frame rate fac-
tor FR(l). For example, it will be meaningful to include a
scalable approach, detecting positive/negative changes of
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Table 6. Validation accuracy and average relative inference time
per one frame t (ms), AFEW dataset.

METHOD F1-SCORE TIME t

FAN (RESNET-18) 0.5118 35.18±0.08
DENSENET-161 0.5144 170.61±0.31
IR-50 0.5378 92.64±0.24
VGG-FACE + BLSTM 0.5391 165.90±0.45
NOISY STUDENT 0.5517 29.26±0.06
FBP FUSION 0.6550 232.02±0.33
EmotiEffNet-B0
ALL FRAMES 0.5927 55.94±0.19
ADAFRAME 0.5906 49.95±0.25
LITEEVAL 0.5927 52.20±0.31
AR-NET 0.5526 32.43±0.23
OCSAMPLER 0.5530 30.27±0.18
FRAMEEXIT 0.5726 31.89±0.34
PROPOSED APPROACH 0.5910 29.75±0.15

valence/arousal and then going at the finer detail of facial
expressions. However, the main challenge should be re-
solved: estimating the evolution of emotional state without
significant time delay.
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