
Unearthing InSights into Mars:
Unsupervised Source Separation with Limited Data

Ali Siahkoohi 1 Rudy Morel 2 Maarten V. de Hoop 1 Erwan Allys 3 Grégory Sainton 4 Taichi Kawamura 4

Abstract
Source separation involves the ill-posed problem
of retrieving a set of source signals that have been
observed through a mixing operator. Solving this
problem requires prior knowledge, which is com-
monly incorporated by imposing regularity condi-
tions on the source signals, or implicitly learned
through supervised or unsupervised methods from
existing data. While data-driven methods have
shown great promise in source separation, they
often require large amounts of data, which rarely
exists in planetary space missions. To address this
challenge, we propose an unsupervised source
separation scheme for domains with limited data
access that involves solving an optimization prob-
lem in the wavelet scattering covariance represen-
tation space—an interpretable, low-dimensional
representation of stationary processes. We present
a real-data example in which we remove tran-
sient, thermally-induced microtilts—known as
glitches—from data recorded by a seismometer
during NASA’s InSight mission on Mars. Thanks
to the wavelet scattering covariances’ ability to
capture non-Gaussian properties of stochastic pro-
cesses, we are able to separate glitches using only
a few glitch-free data snippets.

1. Introduction
Source separation is a problem of fundamental importance
in the field of signal processing, with a wide range of
applications in various domains such as telecommunica-
tions (Chevreuil & Loubaton, 2014; Gay & Benesty, 2012;
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Figure 1. Unsupervised separation of background noise, including
thermally induced microtilts (glitches), from a marsquake recorded
by the InSight lander’s seismometer on February 3, 2022 (InSight
Marsquake Service, 2023). Approximately 30 hours of raw data
from the U component, with no recorded marsquakes, were uti-
lized for background noise separation without any explicit prior
knowledge of marsquakes or glitches. The horizontal axis repre-
sents the UTC time zone.

Khosravy et al., 2020), speech processing (Pedersen et al.,
2008; Chua et al., 2016; Grais et al., 2014), biomedical sig-
nal processing (Adali et al., 2015; Barriga et al., 2003; Hasan
et al., 2018) and geophysical data processing (Ibrahim &
Sacchi, 2014; Kumar et al., 2015; Scholz et al., 2020).
Source separation arises when multiple source signals of
interest are combined through a mixing operator. The goal
is to estimate the original sources with minimal prior knowl-
edge of the mixing process or the source signals themselves.
This makes source separation a challenging problem, as the
number of sources is usually unknown, and the sources are
often non-Gaussian, nonstationary, and multiscale.

Classical signal-processing based source separation meth-
ods (Cardoso, 1989; Jutten & Herault, 1991; Bingham &
Hyvärinen, 2000; Nandi & Zarzoso, 1996; Cardoso, 1998;
Jutten et al., 2004) while being extensively studied and well
understood, often make simplifying assumptions regard-
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ing the sources, e.g., sources being distributed according
to Gaussian or Laplace distributions, which might nega-
tively bias the outcome of source separation (Cardoso, 1998;
Parra & Sajda, 2003). To partially address the shortcomings
of classical approaches, deep learning methods have been
proposed as an alternative approach for source separation,
which exploit the information in existing datasets to learn
prior information about the sources. In particular, super-
vised learning methods (Jang & Lee, 2003; Hershey et al.,
2016; Ke et al., 2020; Kameoka et al., 2019; Wang & Chen,
2018) commonly rely on existence of labeled training data
and perform source separation using an end-to-end training
scheme. However, since they require access to ground truth
source signals for training, supervised methods are limited
to domains in which labeled training data is available.

On the other hand, unsupervised source separation methods
(Févotte et al., 2009; Drude et al., 2019; Wisdom et al., 2020;
Liu et al., 2022; Denton et al., 2022; Neri et al., 2021) do
not rely on the existence of labeled training data and instead
attempt to infer the sources based on the properties of the ob-
served signals. These methods make minimal assumptions
about the underlying sources, which make them a suitable
choice for realistic source separation problems. Despite
their success, unsupervised source separation methods often
require tremendous amount of data during training (Wisdom
et al., 2020), which is often infeasible in certain applications
such as problem arising in planetary space missions, e.g.,
due to challenges associated with data acquisition. More-
over, generalization concerns preclude the use of data-driven
methods trained on synthetic data in real-world applications
due to the discrepancies between synthetic and real data.

To address these challenges, we propose an unsupervised
source separation method applicable to domains with limited
access to data. In order to achieve this, we embed inductive
biases into our approach through the use of domain knowl-
edge from time-series analysis and signal processing via
the an extension of scattering networks (Bruna & Mallat,
2013). As a means of capturing non-Gaussian and multi-
scale characteristics of the sources, we extract second-order
information of scattering coefficients, known as the wavelet
scattering covariance representation (Morel et al., 2022).
We perform source separation by solving an optimization
problem over the unknown sources that entails minimizing
multiple carefully selected and normalized loss functions
in the wavelet scattering covariance representations space.
These loss function are designed to: (1) ensure data-fidelity,
i.e., enforce the recovered sources to explain the observed
(mixed) data; (2) incorporate prior knowledge in the form
of limited (e.g., ≈ 50) training examples from one of the
sources; and (3) impose a notion of statistical independence
between the recovered sources. Our proposed method does
not require any labeled training data, and can effectively
separate sources even in scenarios where access to data is

limited.

As a motivating example, we apply our approach to data
recorded by a seismometer on Mars during NASA’s In-
terior Exploration using Seismic Investigations, Geodesy
and Heat Transport (InSight) mission (Giardini et al., 2020;
Golombek et al., 2020; Knapmeyer-Endrun & Kawamura,
2020). The InSight lander’s seismometer—known as the
SEIS instrument—detected marsquakes (Horleston et al.,
2022; Ceylan et al., 2022; Panning et al., 2023; InSight
Marsquake Service, 2023) and transient atmospheric sig-
nals, such as wind and temperature changes, that provide
information about the Martian atmosphere (Stott et al., 2022)
and enable studying the interior structure and composition
of the Red Planet (Beghein et al., 2022). The signal recorded
by the InSight seismometer is heavily influenced by atmo-
spheric activity and surface temperature (Lognonné et al.,
2020; Lorenz et al., 2021), resulting in a distinct daily pat-
tern. Among different types of noise, transient thermally
induced microtilts, commonly referred to as glitches (Scholz
et al., 2020; Barkaoui et al., 2021), are a significant com-
ponent of the noise and one of the most frequent recorded
events. These glitches, hinder the downstream analysis of
the data if left uncorrected (Scholz et al., 2020). We show
that our method is capable of removing glitches from the
recorded data by only using a few snippets of glitch-free
data.

In the following sections, after describing the related work,
we introduce wavelet scattering covariance as a domain-
knowledge rich representation for analyzing time-series and
provide justification for their usage in the context of source
separation. As a means to perform source separation in
domains with limited data, we introduce our source separa-
tion approach that involves solving an optimization problem
with loss functions defined in the wavelet scattering covari-
ance space. We present two numerical experiments: (1) a
synthetic setup in which we can quantify the accuracy of our
method; and (2) examples involving seismic data recorded
during the NASA InSight mission.

2. Related Work
Regaldo-Saint Blancard et al. (2021) introduced the notion
of components separation through a gradient descent in sig-
nal space with indirect constraints with applications to to
the separation of an astrophysical emission (polarized dust
emission in microwave) and instrumental noise. In an exten-
sive study, Delouis, J.-M. et al. (2022) attempts to separate
the full sky observation of the dust emission with instru-
mental noise using similar techniques via wavelet scattering
covariance representations. Authors take the nonstationarity
of the signal into account by constraining statistics on sev-
eral sky masks. Contrarily to a usual denoising approach,
both of these works focus primarily on recovering the statis-
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tics of the signal of interest. In a related approach, Jeffrey
et al. (2022) use a scattering transform generative model to
perform source separation in a Bayesian framework. While
very efficient, this approach requires training samples from
each component, which are often not available. Finally,
Xu et al. (2022) similarly aim to remove glitches and they
develop a supervised learning based on deglitched data ob-
tained by existing glitch removal tools. As a result, the
accuracy of their result is limited to the accuracy of the
underlying data processing tool, which our method avoid by
being unsupervised. As we show in our examples, we are
able to detect and remove glitches that were undetected by
the main deglitching software (Scholz et al., 2020) devel-
oped closely by the InSight team.

3. Wavelet Scattering Covariance
In order to enable unsupervised source separation with
limited quantities of data, we propose to design a low-
dimensional, domain-knowledge rich representation of data
with which we perform source separation. This is par-
tially motivated by recent success of self-supervised learn-
ing methods in natural language processing where high-
performing representations of data—obtained through pre-
trained Transformers (Vaswani et al., 2017; Baevski et al.,
2020; Gulati et al., 2020; Zhang et al., 2020)—are used in
place of raw data to successfully perform various down-
stream tasks (Polyak et al., 2021; Gulati et al., 2020;
Baevski et al., 2020; Zhang et al., 2020; Chung et al., 2021;
Siahkoohi et al., 2022).

Due to our limited access to data, we cannot employ self-
supervised learning with Transformers to acquire high-
performing data representations. Instead, we propose to use
wavelet scattering covariances (Morel et al., 2022) as means
to transfer data to a suitable representation space for source
separation. Rooted in scattering networks (Bruna & Mallat,
2013), wavelet scattering covariances provide interpretable
representations of data and are able to characterize a wide
range of non-Gaussian properties of multiscale stochastic
processes (Morel et al., 2022)—a type of signals that we
consider in this paper. The wavelet scattering covariance
generally does not require any pretraining and its weights,
i.e., wavelets in the scattering network, are often chosen
beforehand (see Seydoux et al. (2020) for a data-driven
wavelet choice) according to the time-frequency properties
of data. In the next section, we introduce the construction
of this representation space by first describing scattering
networks.

3.1. Wavelet Transform and Scattering Networks

The main ingredient of the wavelet scattering covariance
representation is a scattering network (Bruna & Mallat,
2013) that consists of a cascade of wavelet transforms fol-

lowed by a nonlinear activation function (akin to a typi-
cal convolutional neural network). In this network archi-
tecture, the wavelet transform, denoted by a linear oper-
ator W, is a convolutional operator with predefined ker-
nels, i.e., wavelet filters. These filters include a low-
pass filter φJ(t) and J complex-valued band-pass filters
ψj(t) = 2−jψ(2−jt), 1 ≤ j ≤ J , which are obtained by
the dilation of a mother wavelet ψ(t) and have zero-mean
and a fast decay away from t = 0. The wavelet transform
is often followed by the modulus operator in scattering net-
works. The output of a two-layer scattering network S can
be written as,

S(x) :=

[
Wx

W|Wx|

]
, (1)

where Wx := x ⋆ ψj(t) denotes the wavelet transform that
extracts variations of the input signal x(t) around time t at
scale 2j , and | · | is the modulus activation function (Bruna &
Mallat, 2013). The second component W|Wx| computes
the variations at different time and scales of the wavelet co-
efficients Wx. The scattering transform yields features that
characterize time evolution of signal envelopes at different
scales. Even though such representation has many success-
ful applications, e.g., intermittency analysis (Bruna et al.,
2015), clustering (Seydoux et al., 2020), event detection
and segmentation (Rodrı́guez et al., 2021) (with learnable
wavelets), it is not sufficient to build accurate models of mul-
tiscale processes as it does not capture crucial dependencies
across different scales (Morel et al., 2022).

3.2. Capturing Non-Gaussian Characteristics of
Stochastic Processes

The dependencies across different scales in scattering trans-
form coefficients are crucial in characterizing and discrimi-
nating non-Gaussian signals (Morel et al., 2022). To capture
them, we explore the outer product of the scattering coeffi-
cients matrix S(x)S(x)H:[

Wx (Wx)
H

Wx (W|Wx|)H

W|Wx| (Wx)
H

W|Wx| (W|Wx|)H

]
. (2)

In the above expression, H denotes the conjugate transpose
operation. The above matrix contains three types of coeffi-
cients:

• The correlation coefficients Wx (Wx)
H across scales

form a quasi-diagonal matrix, because separate scales
do not correlate due to phase fluctuation, whether sep-
arate scales are dependent or not (Morel et al., 2022).
We thus only keep its diagonal coefficients, which cor-
respond to the wavelet power spectrum;

• The correlation coefficients Wx (W|Wx|)H cap-
ture signed interaction between wavelet coefficients.
In particular, they detect sign-asymmetry and time-
asymmetry in x (Morel et al., 2022). We also consider
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a diagonal approximation to this matrix. For the same
reason as Wx (Wx)

H, two separate scales on the last
wavelet operator do not correlate. However, there may
exist a correlation between Wx at a given scale and
|Wx| at a distinct scale, and we retain these;

• Finally coefficients W|Wx| (W|Wx|)H capture cor-
relations between signal envelopes |Wx| at different
scales. These correlations account for intermittency
and time-asymmetry (Morel et al., 2022). Once again,
we retain only those coefficients that demonstrate cor-
relation between same-scale channels on the second
wavelet operator.

We denote diag
(
S(x)S(x)H

)
as such diagonal approxi-

mation of the full sparse matrix S(x)S(x)H. The wavelet
scattering covariance representation is obtained by comput-
ing the time average (average pool, denoted by Ave) of this
diagonal approximation:

Φ(x) := Ave

([
S(x)

diag
(
S(x)S(x)H

)]) . (3)

Non-Gaussian properties of x can be detected through
non-zero coefficients of Φ. Indeed, let us separate real
coefficients and potentially complex coefficients Φ(x) =(
Φreal(x),Φcomplex(x)

)
, with Φreal(x) being the real coeffi-

cients Ave
(
|Wx|, |Wx|2, |W|Wx||2

)
and Φcomplex(x) be-

ing the remaining potentially complex coefficients, that is
the cross-layer correlations Ave

(
Wx

(
W|Wx|

)H
)

or the

second layer correlations Ave
(
W|Wx|

(
W|Wx|

)H
)

with
different scale correlation on the first wavelet operator.

Proposition 3.1. If x is Gaussian then Φcomplex(x) ≈ 0.
If x is time-symmetric, then ImΦcomplex(x) ≈ 0.

More precisely, beyond detecting non-Gaussianity through
non-zero coefficients up to estimation error, Φ(x) is able
to quantify different non-Gaussian behaviors, which will
be crucial for source separation. Appendix A.3 presents a
dashboard that visualizes Φ(x) and can be used to interpret
signal non-Gaussian properties such as sparsity, intermit-
tency, and time-asymmetry.

The dimensionality of the wavelet scattering covariance rep-
resentation depends on the number of scales J considered
i.e. the number of wavelet filters of W. In order for largest
scale coefficients to be well estimated, one should choose
J ≪ log2(d) where d is input data dimension. The max-
imum number of coefficients in Φ is smaller than log32(d)
for d ≥ 3 (Morel et al., 2022). Contrary to higher dimen-
sional representations or higher order statistics, scattering
covariance Φ(x) are low-dimensional, low-order statistics
that can be efficiently estimated on a single realization of
a source and does not require tremendous amount of data
for estimation to converge (Morel et al., 2022). In other

word, Φ is a low-variance representation. This point is
key for our source separation algorithm to be applied on
limited data. Wavelet scattering covariance Φ extracts av-
erage and correlation features from a two-layer convolu-
tional neural network with predefined wavelet filters. It is
analogous to the features extracted in Gatys et al. (2015)
for generation, that considers however a pretrained con-
volutional neural network. In the following we will also
make use of the scattering cross-covariance representation
Φ(x,y) = Ave diag

(
S(x)S(y)H

)
that captures scale de-

pendencies across two signals x and y.

Proposition 3.2. If x and y are independent then

Φ(x,y) ≈ 0

The above proposition shows that Φ(x,y) detects indepen-
dence up to estimation error, which will be useful when it
comes to separating independent sources.

4. Unsupervised Source Separation
To enable high-fidelity source separation in domains in
which access to training data—supervised or unsupervised—
is limited, we cast source separation as an optimization prob-
lem in a suitable feature space. Owing to wavelet scattering
covariance representation’s ability to capture non-Gaussian
properties of multiscale stochastic processes without any
training, we perform source separation by solving an op-
timization problem over the unknown sources using loss
functions over wavelet scattering covariance representations.
Due to the inductive bias embedded in the design of this rep-
resentation space, we gain access to interpretable features,
which could further inform us regarding the quality of the
source separation process.

4.1. Problem Setup

Consider a linear mixing of unknown sources s∗i (t), i =
1, . . . , N via a mixing operator A,

x(t) = As∗(t) + ν(t) = a⊤1 s
∗
1(t) + n(t), (4)

with

s∗(t) = [s∗1(t), . . . , s
∗
N (t)]

⊤
, A =

[
a⊤1 · · · a⊤N

]
,

n(t) = ν(t) +

N∑
i=2

a⊤i s
∗
i (t).

(5)

In the above expressions, x(t) represents the observed data,
and ν(t) is the measurement noise. Here we capture the
noise and the mixture of all the sources except for s∗1(t)
through the mixing operator in n(t) that does not longer de-
pends on s∗1(t). The matrices x(t) and s(t) have dimensions
of M × T and N × T , respectively, where T represents the
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number of time samples. The mixing operator A has dimen-
sions of M ×N . As a result, the product of a⊤1 and s1(t)
yields a matrix of dimensions M × T , which corresponds
to the contributions of source s1(t) exclusively in x(t).

Objective. The aim is to obtain a point estimate s1(t)
given a single observation x(t) with the assumption that
a1 is known and that we have access to a few realizations
{nk(t)}Kk=1 as a training dataset. For example, in the case
of separating glitches from seismic data recorded during
the NASA InSight mission, we will consider nk(t) to be
snippets of glitch-free data and a1 to encodes information
regarding polarization. We will drop the time dependence
of the quantities in equations (4) and (5) for convenience.

4.2. Principle of the Method

The inverse problem of estimating s1 from the given ob-
served data x, as presented in equation (4), is ill-posed
since the solution is not unique. To constrain the solution
space of the problem, we incorporate prior knowledge in
the form of realizations {nk}Kk=1. We achieve this through
a loss function that emphasizes the wavelet scattering co-
variance representation of x − a⊤1 s1 to be close to that of
nk, k = 1, . . . ,K:

Lprior (s1) :=
1

K

K∑
k=1

∥∥∥Φ(x− a⊤1 s1
)
− Φ

(
nk

)∥∥∥2
2
. (6)

In the above expression, Φ is the wavelet scattering covari-
ance mapping as described in equation (3). With the prior
loss defined, we impose data-consistency via:

Ldata (s1) :=
1

K

K∑
k=1

∥∥∥Φ(a⊤1 s1 + nk

)
− Φ

(
x
)∥∥∥2

2
. (7)

The data consistency loss function Ldata promotes estima-
tions of s1 that for any training example from {nk}Kk=1 the
wavelet scattering covariance representation of a⊤1 s1 + nk

is close to that of the observed data.

To promote the independence of sources, we penalize the
scattering cross-covariance between a⊤1 s1 and nk.

Lcross(s1) :=
1

K

K∑
k=1

∥∥∥Φ(a⊤1 s1,nk

)∥∥∥2
2
, (8)

where Φ(·, ·) is the scattering cross-covariance representa-
tion (see section 3.2).

4.3. Loss Normalization

The losses described previously do not contain any weight-
ing term for the different coefficients of the scattering covari-
ance representation. We introduce in this section a generic
normalization scheme, based on the estimated variance of

certain scattering covariance distributions. This normal-
ization, which has been introduced in Delouis, J.-M. et al.
(2022), allows to interpret the different loss terms in a stan-
dard form, and to include them additively in the total loss
term without overall loss weights. Let us consider first
the loss term given by equation (6), which compares the
distance between x − a⊤1 s1 and available training sam-
ples {nk}Kk=1 in the wavelet scattering representation space.
Specifying explicitly the sum on the M wavelet scattering
covariance coefficients Φm, m = 1, . . . ,M , it yields

Lprior (s1) =
1

MK

M∑
m=1

K∑
k=1

∣∣∣Φm

(
x− a⊤1 s1

)
−Φm

(
nk

)∣∣∣2.
Let us consider the second sum in this expression. In the
limit where Φm

(
x− a⊤1 s1

)
is drawn from the same distri-

bution as {Φm

(
nk

)
}Kk , the difference Φm

(
x − a⊤1 s1

)
−

Φm

(
nk

)
, seen as a random variable, should have zero mean,

and the same variance as the distribution {Φm

(
nk

)
}Kk up to

a factor 2. Denoting σ2
(
Φm

(
nk

))
as this variance, which

can be estimated from {Φm

(
nk

)
}Kk , this gives a natural

way of normalizing the loss:

Lprior (s1) =
1

MK

M∑
m=1

K∑
k=1

∣∣∣Φm

(
x− a⊤1 s1

)
− Φm

(
nk

)∣∣∣2
σ2

(
Φm

(
nk

))
or in a compressed form

Lprior (s1) =
1

K

K∑
k=1

∥∥∥Φ(x− a⊤1 s1
)
− Φ

(
nk

)∥∥∥2
2

σ2
(
Φ
(
nk

)) , (9)

which takes into account the expected standard deviation of
each coefficient of the scattering covariance representation.
This normalization allows for two things. First, it removes
the normalization inherent to the multiscale structure of Φ.
Indeed, coefficients involving low frequency wavelets tend
to have a larger norm. Second, it allows to interpret the loss
value, which is expected to be at best of order unity and to
sum different loss terms of same magnitude.

We can introduce a similar normalization for the other loss
terms. Loss term (7) should be normalized by the M -
dimensional vector σ2

(
Φ
(
a⊤1 s1 + nk

))
that we approxi-

mate by σ2
(
Φ
(
x+ nk

))
, in order to have a normalization

independent on s1, yielding

Ldata (s1) :=
1

K

K∑
k=1

∥∥∥Φ(a⊤1 s1 + nk

)
− Φ

(
x
)∥∥∥2

2

σ2
(
Φ
(
x+ nk

)) . (10)

Finally, loss term (8) should be normalized by
σ2

(
Φ
(
a⊤1 s1,nk

))
that we approximate by σ2

(
Φ
(
x,nk

))
Lcross(s1) =

1

K

K∑
k=1

∥∥∥Φ(a⊤1 s1,nk

)∥∥∥2
2

σ2
(
Φ
(
x,nk

)) , (11)

5



Unsupervised Source Separation with Limited Data

We can now sum the normalized loss terms defined in equa-
tions (9)–(11) to get the final optimization problem to per-
form source separation

s̃1 := argmin
s1

[
Ldata(s1) + Lprior(s1) + Lcross(s1)

]
. (12)

Due to the delicate normalization of the three terms, we ex-
pect that further weighting of the three losses using weight-
ing hyperparameters is not necessary. We propose to initial-
ize the optimization problem in equation (12) with s1 := 0.
Such choice means that n = x − a⊤1 s1 is initialized to x,
which contains crucial information on the sources, as will
be explained in the next section.

We have observed that as soon as we know the statistics
Φ(n), our algorithm retrieves the unknown statistics of the
source Φ(a⊤1 s

∗
1). In other words the algorithm successfully

separates the sources in the scattering covariance space, this
constitutes a convergence result, that can be proved under
simplifying assumptions (see theorem 4.1). Of course, in
many cases as we will see in the next section, our algorithm
retrieves point estimates of s1(t) that is stronger.

Theorem 4.1. Let x = a⊤1 s
∗
1 + n with s1 and n two inde-

pendent processes. Let us assume we have two processes s̃1
and ñ with x = a⊤1 s̃1 + ñ.

Under the following assumptions:

(i) n has a maximum entropy distribution under moment
constraints E{Φ(n)}

(ii) ñ has a maximum entropy distribution under moment
constraints E{Φ(ñ)}

(iii) E{Φ(ñ)} = E{Φ(n)}
(iv) s̃1 and ñ are independent

(v) The Fourier transform p̂n of the distribution pn of n is
non-zero everywhere.

one has n d
= ñ and a⊤1 s

∗
1

d
= a⊤1 s̃1 where the equality is on

the distribution of the processes.

Essentially, it means that when the source n is statistically
characterized by its scattering covariance descriptors the
algorithm is able to retrieve statistically the other sources.
The theorem is proved and its assumptions are discussed in
appendix B. This emphasizes the choice of a representation
Φ that can approximate efficiently the stochastic structure
of multiscale processes (Morel et al., 2022).

5. Numerical Experiments
The main goal of this paper is to derive a unsupervised ap-
proach to source separation that is applicable in domain

with limited access to training data, thanks to the wavelet
scattering covariance representation. To provide a quan-
titative analysis to the performance of our approach, we
first consider a stylized synthetic example that resembles
challenges of real-world data. To illustrate how our method
performs in the wild, we apply our method to data recorded
on Mars during the InSight mission. We aim to separate
transient thermally induced microtilts, i.e., glitches (Scholz
et al., 2020; Barkaoui et al., 2021), from the recorded data
by the InSight lander’s seismometer. The code for partially
reproducing the results can be found on GitHub. Our imple-
mentation is based on the original PyTorch code for wavelet
scattering covariances (Morel et al., 2022).

5.1. Stylized Example

We consider the problem of separating glitch-like sig-
nals from increments of a multifractal random work pro-
cess (Bacry et al., 2001). This process is a typical non-
Gaussian noise exhibiting long-range dependencies and
showing bursts of activity, e.g., see Figure 12 in the ap-
pendix for several realizations of this process. The second
source signal is composed of several peaks with exponen-
tially decaying amplitude, with possibly different decay
parameters on the left than on the right. To obtain synthetic
observed data, we sum increments of a multifractal random
walk realization, which plays the role of n in equation (4),
with a realization of the second source. The top three images
in Figure 2 are the signal of interest, secondary added signal,
and the observed data, respectively.

In order to retrieve the multifractal random walk realization,
we solve the optimization problem in equation (12) using
the L-BFGS optimization algorithm (Liu & Nocedal, 1989)
using 500 iterations. We use a training dataset of 100 realiza-
tions of increments of a multifractal random walk, {nk}100k=1.
The architecture we use for wavelet scattering covariance
computation is two-layer scattering network with J = 8
different octaves with Q = 1 wavelet per octave. We use
the same scattering network architecture throughout all the
numerical experiments in the paper. Given an input signal
dimension of d = 2048, this choice of parameters yields a
174-dimensional wavelet scattering covariance space. The
bottom two images in Figure 2 summarizes the results. We
are able to recover the ground-truth multifractal random
walk realization up to small, mostly incoherent, and seem-
ingly random error. To see the effect of number of training
realizations on the signal recovery, we repeated the above
examples and used varying number of training samples. Fig-
ure 4 shows that, as expected, the signal-to-noise ratio of
the recovered sources increases the more training samples
we have.

We also investigate the behaviour of our source separation
algorithm in case there are no additional sources present in
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Figure 2. Unsupervised source separation applied to the multifrac-
tal random walk data. The vertical axis is the same for all the plots.

Figure 3. The behaviour when there are no sources to be removed,
i.e., the observed data is a realization of the same stochastic process
as the data snippets. The vertical axis is the same for all the plots.

the signal, i.e., the observed data is a realization of the same
stochastic process as the data snippets {nk}Kk=1. Ideally,
the source separation algorithm should not unnecessarily
remove important signals. We present the results of this
experiment in Figure 3, which indeed confirms that only
a negligible amount of energy has been removed from the
observed data in this case. We argue that the undesired
separated signal from the observed data by our method is
mainly due to errors in estimating the scattering covariance
statistics using a finite amount of data snippets.

To show our method can also separate sources that are not

Figure 4. Signal-to-noise ratio of the predicted multifractal random
walk data versus number of unsupervised samples. Shaded area
indicates the 90% interval of this quantity for ten random source
separation instances.

Figure 5. Unsupervised source separation applied to the multifrac-
tal random walk data with a turbulent additive signal. The vertical
axis is the same for all the plots.

localized in time, we consider contaminating the multifrac-
tal random walk data with a turbulent signal (see second
image from the top in Figure 5. Without any prior knowl-
edge regarding this turbulent signal and by only using 100
realizations of increments of a multifractal random walk as
training samples, we are able to recover the signal of interest
with arguably low error: juxtapose the ground truth and pre-
dicted multifractal random walk realization in Figure 5. The
algorithm correctly removes the low frequencies content of
the turbulent jet, and makes a small, uncorrelated, random
error at high frequencies. In this case the two signals having
different power spectra helps disentangling them at high
frequencies. In the above synthetic examples, the signal
low frequencies are well separated and the algorithm in-
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fers correctly the high frequencies. In the earlier example,
the presence of time localized sources would facilitate the
algorithm to ”interpolate” the background noise knowing
its scattering covariance representation. This case makes
it more evident that the initialization s1 = 0 informs the
algorithm of the trajectory of the unknown source.

5.2. Application to Data from the InSight Mission

InSight lander’s seismometer, SEIS, is exposed to heavy
wind and temperature fluctuations. As a result, it is subject
to background noise. Glitches are a widely occurring family
of noise caused by a variety of causes (Scholz et al., 2020).
These glitches often appear as one-sided pulses in seismic
data and significantly affect the analysis of the data (Scholz
et al., 2020). In this section we will explore the application
of our proposed method in separating glitches and back-
ground noise from the recorded seismic data on Mars.

5.2.1. SEPARATING GLITCHES

We propose to consider glitches as the source of interest
s1 in the context of equation (4). To perform source sep-
aration using our technique, we need snippets of data that
do not contain glitches. We select these windows of data
using an existing catalog and glitches (Scholz et al., 2020)
and by further eye examination to ensure no glitch contami-
nates our dataset. In total, we collect 50 windows of length
102.4 s during sol 187 (6 June 2019) for the U component.
We show four of these windows of data in Figure 6. We
perform optimization for glitch removal using the same
underlying scattering network architecture as the previous
example using 50 training samples and 1000 L-BFGS itera-
tions. Figure 7 summarizes the results. The top-left image
shows the raw data. Top-right image is the baseline (Scholz
et al., 2020) (see Appendix C for description) prediction for
the glitch signal. Finally, the bottom row (from left to right)
shows our predicted deglitched data and the glitch signal
separated by our approach. As confirmed by experts at the
InSight team, indeed our approach has removed a glitch that
the baseline has ignored (most likely due the spike right
at the beginning of the glitch signal). More deglitching
examples can be seen in Figures 13–16.

It is important to note that the separated glitch in our ex-
periments may comprise some non-transient, non-seismic
signals, potentially arising from atmosphere-surface interac-
tions, as opposed to the the baseline glitch. Consequently,
we anticipate the separation of these non-seismic signals
in addition to the glitch when applying our approach. This
results in “noisy” predicted glitches when compared to the
baseline, which might be due to the the non-seismic sig-
nal. With this in mind, our approach extends the notion of
glitch (as understood by the InSight team). This is one of
the benefits of our unsupervised approach as the method—

Figure 6. Glitch-free snippets of the seismic data from Mars (U
component).

based on the statistics of the training data—identifies and
removes events that do not seem to belong to the training
data distribution..

Thanks to the interpretability of wavelet scattering covari-
ance representations, stemming from our comprehension of
scattering coefficients and covariances, we can perform a
source separation quality control in domain where there is
no access to ground truth source—as in our example. Figure
8 compares the power spectra of the reconstructed back-
ground noise (recorded data), a deglitched realization of
the background noise and the mixed signal (observed data).
It can be seen that the power spectrum of the background
noise is correctly retrieved. In fact, the scattering covariance
statistics, which extend the power spectrum, are correctly
retrieved, which is due to the loss term in equation (6).

5.2.2. MARSQUAKE BACKGROUND NOISE SEPARATION

Marsquakes are of significant importance as they provide
useful information regarding the Mars subsurface, enabling
the study of Mars’ interior (Knapmeyer-Endrun et al., 2021;
Stähler et al., 2021; Khan et al., 2021). Recordings by the
InSight lander’s seismometer are susceptible to background
noise and transient atmospheric signals, and here we ap-
ply our proposed unsupervised source separation approach
to separate background noise from a marsquake (InSight
Marsquake Service, 2023). To achieve this, we select about
30 hours of raw data (except for a detrending step)—from
the U component with a 20Hz sampling rate—to fully char-
acterize various aspects of the background noise through the
wavelet scattering covariance representation. Next, we win-
dow the data and use the windows as training samples from
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Figure 7. Unsupervised source separation for glitch removal. Juxtapose the predicted glitches on the right. Our approach is able to remove
a glitch whereas the baseline approach fails to detect it.
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Figure 8. Power spectrum of the observed signal x, the background
noise n and the reconstructed background noise x−a⊤1 s̃1. We see
that the reconstructed component statistically agrees with a Mars
seismic background noise n. The algorithm efficiently removed
the low-pass component of the signal corresponding to a glitch.

background noise (nk in the context of equation (4)) with
the goal of retrieving the marsquake recorded at February 3,
2022 (InSight Marsquake Service, 2023).

We use the same network architecture as previous examples
to setup the wavelet scattering covariance representation.
We use a window size of 204.8 s and solve the optimiza-
tion problem in equation (12) with 200 L-BFGS iterations.
The results are depicted in Figure 1. There are clearly two
glitches that we have successfully separated, along with the
background noise. This results is obtained merely by using
30 hours of raw data, allowing us to identify the marsquake
as a separate source due to differences in wavelet scattering
covariance representation.

6. Conclusions
For source separation to be effective, prior knowledge con-
cerning unknown sources is necessary. Data-driven source
separation methods extract this information from existing
datasets during pretraining. In most cases, these methods re-
quire a large amount of data, which means that they are not
suitable for planetary science missions. To address the chal-
lenge posed by limited data, we proposed an approach based

on wavelet scattering covariances. We reaped the benefits
of the inductive bias built into the scattering covariances,
enabling us to obtain low-dimensional data representations
that characterize a wide range of non-Gaussian properties of
multiscale stochastic processes without pretraining. Using
a wavelet scattering covariance space optimization prob-
lem, we were able to separate thermally induced microtilts
(glitches) from data recorded by the InSight lander’s seis-
mometer with only a few glitch-free data samples. In addi-
tion, we applied the same strategy to separate marsquakes
from background noise and glitches using only several hours
of data with no recorded marsquake. Our approach did not
require any knowledge regarding glitches or marsquakes,
and proved to be more robust in separating glitches from
recorded seismic data on Mars than existing techniques. An
important characteristic of our approach is that it serves as
an exploratory method for unsupervised learning, particu-
larly beneficial for investigating complex and real-world
datasets.
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Stähler, S. C., Böse, M., et al. The seismicity of mars.
Nature Geoscience, 13(3):205–212, 2020.

Golombek, M., Warner, N., Grant, J., Hauber, E., Ansan, V.,
Weitz, C., Williams, N., Charalambous, C., Wilson, S.,
DeMott, A., et al. Geology of the insight landing site on
mars. Nature communications, 11(1):1–11, 2020.

Grais, E. M., Sen, M. U., and Erdogan, H. Deep neural
networks for single channel source separation. In 2014
IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pp. 3734–3738, 2014. doi:
10.1109/ICASSP.2014.6854299.

Gulati, A., Qin, J., Chiu, C.-C., Parmar, N., Zhang, Y., Yu,
J., Han, W., Wang, S., Zhang, Z., Wu, Y., et al. Con-
former: Convolution-augmented transformer for speech
recognition. arXiv preprint arXiv:2005.08100, 2020.

Hasan, A. M., Melli, A., Wahid, K. A., and Babyn, P. De-
noising low-dose ct images using multiframe blind source
separation and block matching filter. IEEE Transactions
on Radiation and Plasma Medical Sciences, 2(4):279–
287, 2018. doi: 10.1109/TRPMS.2018.2810221.

Hershey, J. R., Chen, Z., Le Roux, J., and Watanabe,
S. Deep clustering: Discriminative embeddings for
segmentation and separation. In 2016 IEEE Interna-
tional Conference on Acoustics, Speech and Signal Pro-
cessing (ICASSP), pp. 31–35. IEEE Press, 2016. doi:
10.1109/ICASSP.2016.7471631. URL https://doi.
org/10.1109/ICASSP.2016.7471631.

Horleston, A. C., Clinton, J. F., Ceylan, S., Giardini, D.,
Charalambous, C., Irving, J. C. E., Lognonné, P., Stähler,
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A. Wavelet Scattering Covariance:
Background Information

A.1. Wavelet Filters

A wavelet ψ(t) has a fast decay away from t = 0, poly-
nomial or exponential for example, and a zero-average∫
ψ(t) dt = 0. We normalize

∫
|ψ(t)| dt = 1. The wavelet

transform computes the variations of a signal x at each
dyadic scale 2j with

Wx(t, j) = x ⋆ ψj(t) where ψj(t) = 2−jψ(2−jt).

We use a complex wavelet ψ having a Fourier transform
ψ̂(ω) =

∫
ψ(t) e−iωt dt which is real, and whose energy

is mostly concentrated at frequencies ω ∈ [π, 2π]. It re-
sults that ψ̂j(ω) = ψ̂(2jω) is non-negligible mostly in
ω ∈ [2−jπ, 2−j+1π].

t= 0

Re(ψ) Im(ψ)

ω= 0 π 2π

ψ̂

Figure 9. Left: complex Battle-Lemarié wavelet ψ(t) as a function
of t. Right: Fourier transform ψ̂(ω) as a function of ω.

We impose that the wavelet ψ satisfies the following energy
conservation law called Littlewood-Paley equality

∀ω > 0 ,

+∞∑
j=−∞

|ψ̂(2jω)|2 = 1. (13)

A Battle-Lemarié wavelet, see Figure 9, is an example of
such wavelet. The wavelet transform is computed up to a
largest scale 2J which is smaller than the signal size d. The
signal lower frequencies in [−2−Jπ, 2−Jπ] are captured by
a low-pass filter φJ(t) whose Fourier transform is

φ̂J(ω) =
( +∞∑

j=J+1

|ψ̂(2jω)|2
)1/2

. (14)

One can verify that it has a unit integral
∫
φJ(t) dt = 1.

To simplify notations, we write this low-pass filter as a last
scale wavelet ψJ+1 = φJ , and Wx(t, J+1) = x⋆ψJ+1(t).
By applying the Parseval formula, we derive from (13) that
for all x with ∥x∥2 =

∫
|x(t)|2 dt <∞

∥Wx∥2 =

J+1∑
j=−∞

∥x ⋆ ψj∥2 = ∥x∥2.

The wavelet transform W preserves the norm and is there-
fore invertible, with a stable inverse.

A.2. Scattering Network Architecture

A scattering network is a convolutional neural network with
wavelet filters. In this paper we choose a simple two-layer
architecture with modulus non-linearity:

S(x) :=

[
Wx

W|Wx|

]
.

The wavelet operator W is the same at the two layers, it
uses J = 8 predefined Battle-Lemarié complex wavelets
that are dilated from the same mother wavelet by powers of
2, yielding one wavelet per octave.

The first layer extracts J +1 scale channels x⋆ψj(t), corre-
sponding to J band-pass and 1 low-pass wavelet filters. The
second layer is W|Wx|(t; j1, j2) = |x ⋆ ψj1 | ⋆ ψj2(t). It
is non-negligible only if j1 < j2. Indeed, the Fourier trans-
form of |X⋆ψj1 | is mostly concentrated in [−2−j1π, 2−j1π].
If j2 ≤ j1 then it does not intersect the frequency interval
[2−j2π, 2−j2+1π] where the energy of ψ̂j2 is mostly con-
centrated, in which case Sx(t; j1, j2) ≈ 0.

Instead of the modulus |·| we could use another non-linearity
that preserves the complex phase, however it does not im-
prove significantly the results in this paper.

A.3. Scattering Covariance Dashboard

The wavelet scattering covariance Φ(x) (3)
contains four types of coefficients Φ(x) =(
Φ1(x),Φ2(x),Φ3(x),Φ4(x)

)
. The first family pro-

vides J order 1 moment estimators, corresponding to
wavelet sparsity coefficients

Φ1(x)[j] = Ave |x ⋆ ψj(t)|. (15)

The J + 1 second order wavelet spectrum associated to x
are computed by

Φ2(x)[j] = Ave
(
|x ⋆ ψj(t)|2

)
. (16)

There are J(J + 1)/2 wavelet phase-modulus correlation
coefficients for a > 0,

Φ3(x)[j; a] = Ave
(
x ⋆ ψj(t) |x ⋆ ψj−a(t)|

)
. (17)

Finally, in total the scattering covariance includes J(J +
1)(J + 2)/6 scattering modulus coefficients for a ≥ 0 and
b < 0,

Φ4(x)[j; a, b] = Ave
(
|x⋆ψj |⋆ψj−b(t) |x⋆ψj−a|⋆ψ∗

j−b(t)
)
.

(18)
These coefficients extend the standard wavelet power spec-
trum Φ2(x). After appropriate normalization and reduction
that we describe below, scattering covariances can be visu-
alized as a dashboard that displays non-Gaussian properties
of x, which is shown for example in Figures 10 and 11.
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Figure 10. Scattering covariance visualization of the Mars background noise (no glitch) compared with a white noise. Estimation is
performed on the same amount of data.
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Figure 11. Scattering covariance visualization of the reconstructed Mars background noise compared with a true Mars background noise.
This plots shows that beyond the wavelet power spectrum, other non-Gaussian properties of the background noise such as sparsity,
long-range correlations match, up to a estimation error.

The power spectrum Φ2(x) is plotted in a standard way,
it is the energy of the scale channels of x ⋆ ψj(t). This
energy affects the other coefficients Φ1(x),Φ3(x),Φ4(x).
To deduct this influence, we normalize these coeffi-
cients by the power spectrum, Φ1(x)[j]/

√
Φ2(x)[j],

Φ3(x)[j; a]/
√
Φ2(x)[j]Φ2(x)[j − a] and

Φ4(x)[j; a, b]/
√

Φ2(x)[j]Φ2(x)[j − a]. Finally, we
average Φ3(x) and Φ4(x) on j, in order to plot scaling
invariant quantities, which reduces the number of coefficient
to visualize (Morel et al., 2022).

B. Source Separation Guarantees
We prove theorem 4.1, discuss its assumptions for the
deglitching example applied to data from Mars, and show
how our implementation relates to these assumptions. For
sake of simplicity we take a1 = 1.

Proof. Part I. One can prove that there exists a unique
process n that maximises entropy under moment con-
straint E{Φ(n)}, its distribution takes the form pn(·) =

Z−1
θ e−θ⊤Φ(·) for certain Lagrange multipliers θ ∈ RM

where M is the dimension of Φ. Assumptions (i), (ii), (iii)
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imply that n and ñ are the same unique process, meaning
pn = pñ.
Part II. Due to the independence of s∗1,n and s̃1, ñ (iv) we
have px = ps∗1 ⋆ pn and px = ps̃1 ⋆ pñ. Since pñ = pn we
get ps∗1 ⋆ pn = ps̃1 ⋆ pñ. This is a measure deconvolution
problem. Taking the Fourier transform on measures yields

(p̂s∗1 − p̂s̃1) p̂n = 0.

Under assumption (v) we get ps̃1 = ps∗1 , which proves the
theorem.

Assumption (i) is the main assumption. It implies that the
processes n is fully determined by the values E{Φ(n)},
since there is a unique distribution satisfying (i). A max-
imum entropy process n under correlation constraints
E{nn⊤} is a Gaussian process. A wavelet Scattering Co-
variance captures non-linear correlations, assumption (i)
tells us that process n is a non-Gaussian noise fully char-
acterized by E{Φ(n)}. Now, the Scattering Covariance
E{Φ(n)} was shown to characterize a wide range of non-
Gaussian noises ((Morel et al., 2022)). In our case, the Mars
seismic background noise n may not be fully characterized
by its Scattering Covariance E{Φ(n)}, so that assumption
(i) is only verified approximately, depending on the descrip-
tive power of the representation E{Φ(n)} for n.

Assumption (ii) is approximately verified, requiring the en-
tropy of x to be close to the entropy of n, which is typically
the case of time-localized signals such as glitch, of com-
parable amplitude than n. The gradient descent algorithm
implements (ii), reconstructed ñ is initialized to x and is
updated until Φ(x) matches the Φ(nk).

Assumption (iii) is imposed through the loss term Lprior, up
to estimation error of Φ(n) on a finite number of realiza-
tions.

Assumption (iv) relates to the loss term Lcross that imposes
statistical independence up to the cross-Scattering Covari-
ance.

Assumption (v) is a technical assumption satisfied for a
Gaussian noise n for which the Fourier transform of pn is
a Gaussian. A non-Gaussian noise n satisfying (i) has a
distribution of the form pn(·) = Z−1

θ e−θ⊤Φ(·). Apart from
the coefficients Ave(S(n)), the scattering covariance Φ is
quadratic in n, thus we may assume (v) is still satisfied.

C. Baseline Method
The glitch detection algorithm that we use as baseline is
developed by Scholz et al. (2020) and consists of several
processing steps applied to seismic data:

• Decimation: The data is downsampled to a uniform

rate of two samples per second to ensure consistent pa-
rameterization and improve computational efficiency;

• Deconvolution and band-pass filtering: Instrument re-
sponse is removed from each component, transforming
the data into acceleration. Additional band-pass filter-
ing is also applied to highlight the significant features
of acceleration;

• Time derivative calculation: The time derivative of
the filtered acceleration data is computed, resulting in
acceleration steps becoming impulse-like signals;

• Glitch detection: A constant threshold is applied to the
time derivative to identify glitches. A window length
is introduced to avoid false triggers on subsequent sam-
ples that are part of the same glitch event, serving as a
safeguard against spurious detections.

After glitch detection, removal is based on obtaining a model
(template) for the glitch signatures, followed by a separation
techniques that assumes the observed data as a linear com-
bination of the glitch and the glitch spike. To characterize
each detected glitch, a glitch model is employed, consisting
of three parameters: an amplitude scaling factor, an offset,
and a linear trend parameter. The modeling process entails
solving a nonlinear least squares data fitting problem to de-
termine these parameters. Subsequently, the deglitched data
is obtained by subtracting the fitted glitch (excluding the
offset and linear trend) from the original data.

In comparison to our approach, the glitch modeling step in
the mentioned method could be a significant limitation. Un-
like their method, we do not make any assumptions about
the functional form of the glitch or the unknown source.
Instead, we focus on learning the wavelet scattering covari-
ance statistics of the background noise. This allows us to
overcome the potential limitations associated with explicitly
modeling the glitches.

D. Multifractal Random Walk Realizations
Figure 12 shows realizations of the multifractal random
walk process used in the stylized example.

E. Additional Glitch Separation Results
Here we provide more results regarding separating glitches
from the seismic data recorded during the NASA InSight
mission. Figures 13–16 provide glitch removal results for
a more diverse set of glitches using the same setup as de-
scribed in section 5.2.1.

We provide more comprehensive deglitching results by ap-
plying our approach to perform glitch separation on the U
component for the nighttime (17:08–00:55 LMST) during
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Figure 12. Realizations of increments of the multifractal random walk process.

Figure 13. Unsupervised source separation for glitch removal.

Figure 14. Unsupervised source separation for glitch removal.

Figure 15. Unsupervised source separation for glitch removal.

sol 187 (June 6, 2019), as the glitches during the day are of-
ten obscured by daytime noise. We used a set of 50 snippets
with window size of 204.8 s and solved the source separa-
tion optimization problem using 200 L-BFGS iterations.

Our results indicate that the baseline method appears to
overlook several anomalies in the U component that we
believe to be glitches. In contrast, our method not only de-
tects all the glitches identified by the baseline method, but it

also recognizes a significant number of additional glitches.
Although it is true that our method appears to detect more
glitches than the baseline, we must recognize that the base-
line is the only dependable reference for identifying glitches
and further verification by InSight experts is necessary to
confirm the legitimacy of the identified events as glitches.
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Figure 16. Unsupervised source separation for glitch removal.

Figure 17. Unsupervised separation of glitches from seismic data
recorded during sol 187 (June 6, 2019) from 17:08 to 00:55 Mar-
tian local time (the horizontal axis is in UTC time zone). The
raw data is depicted in black, with the predicted deglitched data
overlaid, represented by the baseline method in red and the pro-
posed method in blue. The high-amplitude “spikes” observed in
the raw waveform correspond to glitches. A successful deglitch-
ing outcome should exclude these spikes. Our deglitching results
effectively separate a significant number of these high-amplitude
events, whereas the baseline method fails to address a considerable
portion of them.

F. Additional Marsquake Background Noise
Separation Results

We present additional results on the separation of marsquake
background noise and glitches, showcasing different
marsquake characteristics. The first example pertains to a
marsquake recorded on January 2, 2022 (InSight Marsquake
Service, 2023). This particular marsquake exhibits a larger
amplitude and a longer coda wave compared to the one pre-
sented in Figure 1. Although the background noise appears
negligible and is not readily visible in the raw waveform,
this provides an opportunity to demonstrate the effective-
ness of our unsupervised source separation method when
one source (the marsquake in this case) dominates in ampli-
tude.

Figure 18. Three zoomed-in time intervals from Figure 17 to facili-
tate a detailed performance comparison between the baseline (red)
and the proposed deglitching results. Both outcomes are overlaid
on the raw waveform shown in black. The glitches manifest as
high-amplitude one-sided pulses in the raw waveform, which we
intend to separate. Within each of the aforementioned time inter-
vals, it is evident that the baseline approach falls short in effectively
separating several glitches. The horizontal axis represents the UTC
time zone.

To achieve the separation of background noise, we selected
approximately 36 hours of detrended raw data from the U
component with a sampling rate of 20Hz. This ensured
an accurate estimation of the wavelet scattering covariance
statistics. The network architecture used is the same as
in previous examples, and we employed a window size of
204.8,s. By solving the optimization problem outlined in
equation (12) with 200 L-BFGS iterations, we obtained the
results depicted in Figure 19. Notably, glitches occurring
just before the P-wave arrival and towards the end of the
marsquake were successfully separated. Moreover, the sep-
arated background noise exhibits a stationary characteristic,
which is desirable as it indicates minimal leakage of the
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Figure 19. Unsupervised separation of background noise and
glitches from a marsquake recorded by the InSight lander’s seis-
mometer on January 2, 2022 (InSight Marsquake Service, 2023).
Approximately 36 hours of raw data from the U component were
used without any additional prior knowledge of marsquakes or
glitches. The horizontal axis is in UTC time zone.

marsquake signal.

The final example involves a marsquake recorded on July
26, 2019 (InSight Marsquake Service, 2023). Separating the
background noise in this case proves more challenging, as
the P-wave arrival is barely discernible in the raw waveform
shown in the top panel of Figure 20. Furthermore, the pres-
ence of background noise masks the detection of the S-wave,
as well as the secondary PP- and SS-wave arrivals. To ad-
dress these complexities and achieve accurate separation of
the marsquake while minimizing signal leakage, we require
95 hours of detrended raw data from the U component. A
window size of 409.6 s is used, and the optimization prob-
lem in equation (12) is solved with 200 L-BFGS iterations.
The results are depicted in Figure 20, where the separated
marsquake is distinctly delineated. The accuracy of our
approach is further confirmed by the independently picked
arrival times by the InSight team (Scholz et al., 2020), shown
as dotted lines in Figure 20. The alignment between their
picked arrival times and our separated marsquake serves as
validation for the accuracy of our method.

Figure 20. Unsupervised separation of background noise and
glitches from a marsquake recorded by the InSight lander’s seis-
mometer on July 26, 2019 (InSight Marsquake Service, 2023).
Approximately 95 hours of raw data from the U component were
used without any additional prior knowledge of marsquakes or
glitches. The horizontal axis is in UTC time zone.
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