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Abstract

Compared to Euclidean convolution, existing graph convolution methods generally fail to learn diverse convolution operators under limited parameter scales and depend on additional treatments of multi-scale feature extraction. The challenges of generalizing Euclidean convolution to graphs arise from the irregular structure of graphs. To bridge the gap between Euclidean space and graph space, we propose a differentiable method for regularization on graphs that applies permutations to the input graphs. The permutations constrain all nodes in a row regardless of their input order and therefore enable the flexible generalization of Euclidean convolution. Based on the regularization of graphs, we propose Compressed Convolution Network (CoCN) for hierarchical graph representation learning. CoCN follows the local feature learning and global parameter sharing mechanisms of Convolutional Neural Networks. The whole model can be trained end-to-end and is able to learn both individual node features and the corresponding structure features. We validate CoCN on several node classification and graph classification benchmarks. CoCN achieves superior performance over competitive convolutional GNNs and graph pooling models. Codes are available at https://github.com/sunjss/CoCN.

1. Introduction

Graph Neural Networks (GNNs) based on convolution have become ubiquitous in various graph representation learning tasks, such as node classification (Hamilton et al., 2017) and graph classification (Xu et al., 2019). Despite their effectiveness, convolutional GNNs (Defferrard et al., 2016; Kipf & Welling, 2017; He et al., 2021; Chien et al., 2022) suffer from inherent problems. First, the customized graph convolution based on polynomials is less expressive under limited parameter scales (Li et al., 2018; Huang et al., 2022; Eliasof et al., 2022). Second, convolutional GNNs fail to directly perform hierarchical representation learning (Ying et al., 2018). Existing graph convolution models require additional node clustering (Ying et al., 2018) or node drop methods (Gao & Ji, 2019) to extract multi-scale features. In contrast, Convolutional Neural Networks (CNNs) based on Euclidean convolution are free of the above problems. Owning to the local feature learning ability and global parameter sharing mechanism, CNNs can learn diverse convolution operators and capture multi-scale local patterns on regular grid data. The expressiveness of CNN has led to its great success in various domains such as image understanding (Krizhevsky et al., 2017; He et al., 2016) and video understanding (Ji et al., 2013; Tran et al., 2015). In light of this, a straightforward solution is to adopt Euclidean convolution for GNNs on non-grid graph data.

Nevertheless, directly generalizing Euclidean convolution to graphs faces with challenges from various aspects. From the graph perspective, they generally have irregular local structures that are different from the grid data in Euclidean space. Therefore, a graph regularization module is required to extend the expressiveness of Euclidean convolution from regular grids to irregular topology. Methods have been proposed for the regularization of graphs based on node sequence selection (Niepert et al., 2016; Eliasof et al., 2022). However, these methods may generate less informative regularized graphs for the subsequent convolution operations, since their regularization methods on graphs are independent of the convolution process and hence cannot be optimized for specific tasks. From the Euclidean convolution perspective, it is sensitive to the local spatial order, while GNNs should preserve permutation invariance, i.e., produce the same node representations regardless of the order of the nodes. For permutation invariant transformation, recent studies (Murphy et al., 2019a,b; Huang et al., 2022) propose to enumerate or sample permutations to adopt permutation-sensitive operators for GNNs, but they are computationally
intractable for learning on large graphs.

In this paper, we propose Compressed Convolution Network (CoCN), a hierarchical GNN model for end-to-end graph representation learning. Compared to existing models, we highlight our CoCN as follows: (1) it optimizes regular receptive field for convolution while preserving permutation invariance; (2) it can learn diverse local operators; and (3) it directly applies hierarchical feature learning on graphs. Technically, CoCN generalizes Euclidean convolution to graphs with two main components, i.e., Permutation Generation and Diagonal Convolution. For Permutation Generation, we consider regularization on graphs as a permutation problem that arranges input nodes under a proper order. It constrains all nodes in a row with permutation invariance, enabling flexible generalization of Euclidean convolution to graphs. This is achieved by approximating the permutation matrix through a differentiable transformation with node position regression and cyclic shift.

We theoretically demonstrate the convergence of our proposed permutation generation method and the permutation invariance of the permuted features. Based on the permuted graph representation, Diagonal Convolution is proposed to aggregate both individual node features and the corresponding structure features. It inherits the local feature learning and global parameter sharing mechanisms from Euclidean convolution and follows the diagonal sliding fashion for feature learning. Moreover, to directly achieve hierarchical feature learning with Diagonal Convolution, anti-diagonal compression (Fig. 1) is proposed for edge features update. Therefore, CoCN can learn diverse local operators and extract both node features and edge features explicitly with hierarchical convolution. Our contribution can be summarized as follows:

- We propose a novel method for regularization on graphs that enables the generalization of the permutation-sensitive Euclidean convolution to graphs.
- We propose a hierarchical GNN model, CoCN, which can learn both individual node features and the corresponding structure features from coarse to fine.
- We demonstrate the advantages of CoCN on six node classification and six graph classification benchmarks.

2. Related Work

Convolution Operator on Graphs. To generalize convolution operators to graph-structured data, Bruna et al. first propose graph convolution based on graph signal processing theory. To reduce filter parameter scale, ChebyNet (Defferrard et al., 2016) uses parameterized graph Laplacian polynomial to learn convolution filters. Following up this work, models with simpler filter structures have been proposed, e.g., first-order low-pass filter model (Kipf & Welling, 2017) Wu et al. (2019). Except for graph Laplacian polynomials, methods have been proposed for more expressive convolution operators. Khciepa et al. extend graph Laplacian to a more general transition matrix. Inspired by Feynman path integral theory, PAN (Ma et al., 2020) formulates graph convolution as the polynomial of adjacency matrix with coefficients depending on the corresponding path. Though polynomials can approximate any sophisticated filter theoretically (Wang & Zhang, 2022), its expressive power is bounded by the order, and high-order filters are known to be computationally expensive.

The other vital type of graph convolution is combining regularized graphs with shared filters. These methods are able to learn complex filters without the constraint of polynomial order. Niepert et al. propose to extract normalized neighborhoods to serve as input data to CNNs. However, the model is less expressive since its normalization cannot be integrated into the learning process. PathConv (Elisof et al., 2022) regularizes graphs with random walk and applies convolution to the generated node sequence. PG-GNN (Huang et al., 2022) also utilizes sampling methods to convert the neighborhood of nodes into sequences and models pairwise correlations by RNN. Despite using expressive spatial filters, the above-mentioned sampling strategies involve increasing computational costs and may inject noise signals. Compared to existing regularization-based models, our CoCN regularizes the input graphs with differentiable permutations that can be optimized for specific tasks.

Hierarchical Pooling GNNs. Except for node-level and graph-level features, the intermediate-scale features are also crucial for graph representation learning (Ying et al., 2018; Boguñá et al., 2021). GNNs with hierarchical representation learning have been studied, which are generally called graph pooling or graph coarsening. Defferrard et al. use Graclus greedy algorithm to select and combine node pairs at every coarsening level. To further preserve structural information, more topology-based clustering methods are adopted for iterative graph pooling, such as edge collapsing (Hu, 2006; Chen et al., 2018), structural similarity (Hu et al., 2019) and spectral similarity (Deng et al., 2020). Other node clustering methods (Ying et al., 2018; Baek et al., 2022) learn soft assignment matrix rather than deterministic clustering to perform graph pooling. Node drop methods (Cangea et al., 2018; Gao & Ji, 2019; Lee et al., 2019) use top-K selection method to drop irrelevant nodes. Despite their effectiveness, these methods suffer from information loss (Wu et al., 2022). To address this problem, Wu et al. use structural entropy to get a learning-free hierarchical structure. Different from graph pooling methods, our CoCN avoids node clustering or node drop layer-by-layer and performs hierarchical representation learning directly through diagonal convolution with anti-diagonal compression.
Figure 1. Compressed Convolution Network Pipeline. CoCN first permutes the node feature matrix and the edge feature matrix based on the learnable permutation matrix. Then diagonal convolution is applied to both feature matrices following the diagonal sliding fashion on the edge feature matrix. The off-diagonal features, displayed with twill pattern, are not involved in the convolution, so they are learned in the subsequent layers.

3. Regularization on Graphs

We describe how to regularize graph-structured data through learnable permutations, which facilitates the whole model to be trained end-to-end. This enables task-specific optimization on the regularized graph.

3.1. Notations

Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) be a graph with node set \( \mathcal{V} = \{v_1, v_2, \ldots, v_n\} \) of \( n \) nodes and edge set \( \mathcal{E} \). Each node \( v \in \mathcal{V} \) has a feature vector \( x_v \in \mathbb{R}^d \) where \( d \) denotes the number of features. We use \( X \in \mathbb{R}^{n \times d} \) to denote the graph feature matrix. Node feature vector \( x_v \) corresponds to the \( i \)-th row of \( X \). Let \( A \in \mathbb{R}^{n \times n} \) be the adjacency matrix of \( \mathcal{G} \) and \( D \in \mathbb{R}^{n \times n} \) be the diagonal degree matrix. \( A_{i,j} = 1 \) if there exists an edge \( e_{i,j} = (i, j) \in \mathcal{E} \) and \( D_{i,i} = \sum_j A_{i,j} \). We use \( 1 \in \mathbb{R}^n \) to denote the all-ones vector. Let \( \mathcal{P} \) be the permutation set over \( n \) indices, \( |\mathcal{P}| = n! \). For any \( \mathbf{P} \in \mathcal{P} \), \( \mathbf{P} \in \mathbb{R}^{n \times n} \), \( \mathbf{P}^1 = 1^\top \mathbf{P} = 1 \), \( \mathbf{P}_{i,j} \in \{0, 1\} \).

3.2. Position Regression

We formulate permutation generation as a position regression problem. The intuition behind is that nodes with similar features or short paths in between will get closer position prediction. The approximate position \( r_A \in \mathbb{R}^n \) is given by:

\[
    r_A = f(\mathbf{X}, \mathbf{A}), \quad (1)
\]

where \( f \) can be any permutation equivariant function. Since the approximate position for each node is a scalar, we can apply global pair-wise value comparison to rank the nodes. The resulted absolute position \( r \in \mathbb{R}^n \) can be formulated as:

\[
    r = \text{sgn} \left( r_A 1^\top - 1 r_A^\top \right) 1, \quad (2)
\]

where \( \text{sgn}(\cdot) \) denotes the sign function. If \( x > 0 \), \( \text{sgn}(x) = 1 \) otherwise \( \text{sgn}(x) = 0 \). Note that the sign function is not differentiable. To address this problem, we use the sigmoid function to approximate the sign function in backpropagation.

3.3. Permutation Matrix Generation

With Eq. [1] and Eq. [2] the generated node positions are assigned to all input nodes. A natural follow-up question is how to convert the absolute position \( r \) into a permutation matrix. We resort to the cyclic shift \cite{Carter_2009} of matrix entries.

Take row permutation as an example, \( P_{i,j} = 1 \) indicates moving the \( j \)-th row to the \( i \)-th row. Therefore, given absolute position \( r_i \) for the \( i \)-th node, the corresponding permutation matrix \( \mathbf{P} \) should have an entry equal to 1 at \((r_i, i)\). To convert absolute positions into a permutation matrix, the model needs to assign 1 to the given positions.

We first consider the column vector \( \mathbf{P}_{.,j} \) which corresponds to the \( j \)-th node assignment. Let \( \mathbf{m} \in \mathbb{R}^n \) denote the indicator of \( \mathbf{P}_{.,j} \), initialized as \( m_i = i \). The zero entry of \( \mathbf{m} \) indicates that the corresponding entry of \( \mathbf{P}_{.,j} \) equals 1, while non-zero entries indicate the number of cyclic shift steps to 1. \( \mathbf{P}_{i,j} \) is \( \mathbf{m}_i \) steps away from value 1. The cyclic shift on \( \mathbf{m} \) is equivalent to value assignment on \( \mathbf{P}_{.,j} \). We can use element-wise addition and modulus to cyclically shift the indicator entries. Given absolute position \( k \), the initial indicator \( \mathbf{m} \) takes \( k \) steps cyclic shift by \( (m - k + n) \mod n \).

We now extend to determine the whole permutation matrix for the given absolute position \( r \). Each column of the permutation matrix corresponds to a single node assignment. Let \( \mathbf{m}^\top \) denote the initial indicator of the permutation matrix. The absolute position \( r \) can be converted into permutation matrix as:

\[
    \hat{\mathbf{P}} = \exp \left\{ -\tau \left[ (\mathbf{m}^\top 1 - 1 r^\top + n) \mod n \right] \right\}, \quad (3)
\]
where \( \tau \) denotes the relaxation factor and \( \exp(\cdot) \) denotes the exponential function for mapping indicator entries to permutation entries. Note that the Eq. \( i \) gives the relaxed permutation matrix to overcome the gradient vanishing problem, where \( P_{i,j} \in \{0,1\} \). One can instead use Proposition \( 3.1 \) or replace \( \exp(\cdot) \) with other functions to get the standard permutation matrix. Proofs for propositions in this section are provided in Appendix A.

**Proposition 3.1. (Permutation Convergence)** \( \hat{P} \) converges to standard permutation matrix as relaxation factor \( \tau \) approaching positive infinity: \( \lim_{\tau \to +\infty} \hat{P} = P, P \in \mathcal{P} \).

For simplicity, we compile Eq. \( i \) as operation \( \text{PERM}(\cdot) \). The output of \( \text{PERM}(\cdot) \) can be used to generate permutation invariant input for the subsequent convolution.

**Proposition 3.2. (Permutation Invariant Input)** Let \( f \) be a permutation equivariant function such that for any \( P \in \mathcal{P}, f(\hat{P}X, \hat{PA}^T) = P(f(X, A)) \). Then given \( \hat{P} = \text{PERM}(X, A), \hat{X} = \hat{PX}, \) and \( \hat{A} = \hat{PA}^T \), for any \( P \in \mathcal{P} \) on \( X \) and \( A \), \( \hat{X} \) and \( \hat{A} \) are invariant.

Regularization on graphs with position regression and order permutation transfers the irregular graph to a regular vector with proper order. Propositions \( 3.1 \) and \( 3.2 \) demonstrate that such permutation is differentiable, convergent, and input-order invariant, which facilitates flexible calculation of spatial convolutions.

### 4. Compressed Convolution Network

In this section, we present Compressed Convolution Network (CoCN), a GNN model based on diagonal convolution for hierarchical graph representation learning. We first outline the implementation of the building blocks of CoCN and then describe the network architecture for node classification and graph classification.

#### 4.1. Permutation Generation

The permutation module is described in Section \( 3 \). There are many possible implementations of the permutation equivariant function in Eq. \( i \). In this paper, we use MLP to learn node features and the Laplacian operator to smooth the approximate position of connected nodes. Nodes with similar features or short paths in between will have similar positions. Eq. \( i \) can be written as:

\[
\hat{r}_A = \hat{A}^t \text{MLP}(X),
\]

where \( \hat{A} = D^{-\frac{1}{2}}AD^{-\frac{1}{2}} \) denotes the Laplacian operator, and \( t \) denotes the power of \( \hat{A} \) to adjust the smoothness. MLP uses ReLU as the activation function at each layer. In practice, we produce multiple approximate positions \( \hat{r}_A \) to allow node arrangements under different similarities. The permutation generation module then follows Eq. \( i \) and Eq. \( 3 \) to generate multiple permutations to the subsequent convolution layers.

#### 4.2. Diagonal Convolution

The permutations can be seen as a spatial position mapping to Euclidean space where all nodes are in a row. The adjacent nodes can be defined as a sequence of neighbors regardless of the edge connection. All nodes share the constant local geometry structure, allowing us to generalize convolution in Euclidean space to graphs. We now present our diagonal convolution operator.

Let \( \hat{X} = \hat{PX} \) be the sequential node feature matrix and \( \hat{A} = \hat{PA}^T \) be the sequential topological feature matrix. Note that the adjacency matrix can be seen as the edge feature matrix with a single channel. We can easily generalize our model to multi-channel edge features. For simplicity, we only consider the adjacency matrix here. Similar to 2D convolution, the diagonal structural convolution with a single kernel can be formulated as:

\[
\mathcal{K}_{i}^{s,t} (\hat{A}, k) = \sum_{p=0}^{k-1} \sum_{q=0}^{k-1} w_{p,q} \hat{A}_{i+p,i+q} + \sum_{t=0}^{d-1} v_{p,t} \hat{X}_{i+p,t},
\]

where \( w \in \mathbb{R}^{k \times k} \) denotes the convolution kernel parameters for \( \hat{A} \), \( k \) denotes the kernel size and \( i \) denotes the index of \( \hat{A} \) that corresponds to the top-left entry of convolution kernel. Eq. \( 5 \) gives the single-step diagonal structural convolution. Typical 2D convolution follows the progressive sliding fashion on images where the kernels first slide in a column-wise manner and then row-wise. Instead, we perform diagonal sliding on \( \hat{A} \) to adapt to the scale of graphs. Specifically, for \( k \times k \) convolution with step length \( s \), the top-left entry index \( i \) starts at \((0,0)\), moves to \((s,s)\) and stops at \((n-k+1, n-k+1)\). Further including sequential node features, the diagonal structural convolution can be generalized to a unified diagonal convolution as:

\[
\mathcal{K}_{i} (\hat{A}, \hat{X}, k) = \sum_{p=0}^{k-1} \left( \sum_{q=0}^{k-1} w_{p,q} \hat{A}_{i+p,i+q} + \sum_{t=0}^{d-1} v_{p,t} \hat{X}_{i+p,t} \right),
\]

where \( v \in \mathbb{R}^{k \times d} \) denotes the convolution kernel parameters for \( \hat{X} \). For the input graph of \( n \) nodes, applying \( k \times k \) diagonal convolution with diagonal sliding step length \( s \) gives rise to the node feature vector of length \( \lfloor \frac{n-k+1}{s} \rfloor + 1 \). Let \( S = \{S_j\} \in \mathbb{R}^{\lfloor \frac{n-k+1}{s} \rfloor + 1} \) denote the output single channel node feature vector. We can formulate the multi-step diagonal convolution with diagonal sliding as:

\[
S = \mathcal{K} (\hat{A}, \hat{X}, k, s),
\]

\[
S_j = \mathcal{K}_{i} (\hat{A}, \hat{X}, k), \quad i = s j.
\]
4.3. Compressed Convolution Layer

To construct a multi-layer network with diagonal convolution, we need to update the input features at each layer. As described in Subsection 4.2, the diagonal convolution follows the diagonal sliding fashion on the input edge feature matrix ($\mathbf{A}$ for example). At each step, the diagonal convolution extracts node set features including individual node features from $\mathbf{X}$ and the structure features among nodes from the main diagonal blocks of $\mathbf{A}$.

For individual node feature update, we take input nodes as $n$ node sets where each node set only contains a single node. Let $\mathbf{H}$ be the node set feature matrix and $\mathbf{H}^{(0)} = \mathbf{X}$ be the initial node set feature matrix. $\mathbf{H}$ can be updated with the diagonal convolution output.

For structure feature update, let $\mathbf{E}$ be the structure feature matrix initialized with $\mathbf{E}^{(0)} = \mathbf{A}^\square$. The off-diagonal features in $\mathbf{E}$ that are not involved in the convolution represent the topological structure features among node sets. If the diagonal convolution takes unit sliding steps, we can update $\mathbf{E}$ by removing the main diagonal blocks. We use PyTorch-style pseudo-code to formulate the update equation as $\mathbf{E}^{(l)} = \text{Tri}((\mathbf{E}^{(l-1)}, k) = \text{triu}((\mathbf{E}^{(l-1)}, k) + \text{tril}((\mathbf{E}^{(l-1)}, -k)$, where $k$ denotes the kernel size, triu($\cdot$, i) denotes the upper triangular matrix with $i$ diagonals above the main diagonal and tril($\cdot$, -i) denotes the lower triangular matrix with $i$ diagonals below the main diagonal. If the diagonal convolution takes non-unit steps, we use standard 2D max pooling with the same kernel size and step size as diagonal convolution to update the structure features.

With the proposed update method, the structure feature matrix $\mathbf{E}$ is compressed from the anti-diagonal direction. We name this network layer with diagonal convolution and anti-diagonal compression as compressed convolution layer. The $l$-th compressed convolution layer with $k^{(l)} \times k^{(l)}$ diagonal convolution and sliding step $s^{(l)}$ is formulated as:

$$\mathbf{H}^{(l)} = \sigma\left(\mathbf{K}\left(\mathbf{E}^{(l-1)}, \mathbf{H}^{(l-1)}, k^{(l)}, s^{(l)}\right)\right), \quad (8)$$

$$\mathbf{E}^{(l)} = \begin{cases} \text{Tri}(\mathbf{E}^{(l-1)}, k^{(l)}), & \text{if } s^{(l)} = 1; \\ \text{MaxPool}(\mathbf{E}^{(l-1)}, k^{(l)}, s^{(l)}), & \text{otherwise.} \end{cases} \quad (9)$$

where $\sigma$ denotes the ReLU function, $\mathbf{E}^{(l)} \in \mathbb{R}^{n^{(l)} \times n^{(l)}}$ and $n^{(l)}$ denotes the number of the output node sets. Following the common practice in CNN models, compressed convolution layers will contain multiple convolution kernels which give rise to $\mathbf{H}^{(l)} \in \mathbb{R}^{n^{(l)} \times c^{(l)}}$, where $c^{(l)}$ denotes the number of kernels. We refer to the compressed convolution layer with non-unit step as compressed pooling layer.

---

1 $\mathbf{A}$ can be replaced with any multi-channel edge feature matrix.
We empirically evaluate CoCN on real-world benchmarks. The code of CoCN is implemented with PyTorch (Paszke et al., 2019) and PyTorch-Geometric (Fey & Lenssen, 2019). CoCN is trained on a single Nvidia GeForce RTX 3090. The statistics of these datasets are summarized in Table 1. CoCN surpasses convolutional GNNs and graph pooling methods on all datasets except MUTAG, especially on social network datasets like COLLAB and IMDB-M due to the lack of edge feature learning. In Section 5.3, we further demonstrate that CoCN can achieve comparable performance to PATCHY-SAN with only structure features on MUTAG.

### 5. Experiments

We empirically evaluate CoCN on real-world benchmarks. The code of CoCN is implemented with PyTorch (Paszke et al., 2019) and PyTorch-Geometric (Fey & Lenssen, 2019). CoCN is trained on a single Nvidia GeForce RTX 3090. The detailed model structure and hyper-parameter setting are presented in Appendix B.

#### 5.1. Graph Classification

**Datasets.** For graph classification, we use six datasets (Morris et al., 2020) including three biochemical datasets MUTAG, PROTEINS, NCI1 and three social network datasets COLLAB, IMDB-BINARY and IMDB-MULTI. We perform 10-fold cross-validation with LIB-SVM following Xu et al. and report average performance. Since COLLAB, IMDB-BINARY and IMDB-MULTI have no input node features, we use the one-hot encoding of node degrees as node features following Xu et al. The statistics of these datasets are summarized in Tab. 1.

### Baselines.

For baseline models, we consider (1) GNNs with different convolution designs including PATCHY-SAN (Niepert et al., 2016), GCN (Kipf & Welling, 2017), GraphSAGE (Hamilton et al., 2017), GIN (Xu et al., 2019) and PG-GNN (Huang et al., 2022); (2) Node drop based hierarchical graph pooling models including TopKPool (Gao & Ji, 2019), SAGPool (Lee et al., 2019) and ASAP (Ranjan et al., 2020); and (3) Node clustering based hierarchical graph pooling models including DiffPool (Ying et al., 2018), EdgePool (Diehl, 2019), MinCutPool (Bianchi et al., 2020), StructPool (Yuan & Ji, 2020), SEP (Wu et al., 2022) and GMT (Baek et al., 2022).

### Performance.

The results of CoCN and baselines for graph classification are presented in Tab. 1. CoCN surpasses convolutional GNNs and graph pooling methods on all datasets except MUTAG, especially on social network datasets like COLLAB that do not provide any node features. For MUTAG, only PATCHY-SAN outperforms our method but it is very unstable across repeat tests and degrades a lot on COLLAB and IMDB-M due to the lack of edge feature learning. In Section 5.3, we further demonstrate that CoCN can achieve comparable performance to PATCHY-SAN with only structure features on MUTAG.

### 5.2. Node Classification

**Datasets.** For node classification, we conduct experiments on six datasets including Chameleon, Squirrel (Rozemberczki et al., 2021), Cornell, Texas, Wisconsin (Pei et al.,...
Squirrel datasets that do not contain duplicate nodes on Chameleon and Squirrel, we adopt filtered Chameleon and Squirrel become less convincing. To further validate CoCN training stage, making the performances on Chameleon and Squirrel. This results in the train-test data duplicate nodes among the train, validation and test splits in Platonov et al. find that there are many Filtered Datasets.

\[ 2 \] The original random splits in [Pei et al.] is 60%/20%/20%, which is different from their open source data splits.

### Baselines.

We consider GNNs with different convolution designs which can make node-level predictions, including ChebyNet [Defferrard et al., 2016], GCN [Kipf & Welling, 2017], GraphSAGE [Hamilton et al., 2017], APPNP [Gasteiger et al., 2018], MixHop [Abu-El-Haija et al., 2019], Geom-GCN [Pei et al., 2020], FAGCN (Bo et al., 2021), GGCN (Yan et al., 2018), GCNII (Chen et al., 2019), Geom-GCN (Pei et al., 2020), FAGCN (Chen et al., 2022), GPRGCN (Chen et al., 2022) and ACMII-Gen (Luan et al., 2022).

### Performance.

The results of CoCN and baselines are presented in Tab. 2. CoCN gets competitive results on all six datasets and outperforms other baseline models on Chameleon, Squirrel and Cornell. For Texas, Wisconsin and Actor, CoCN slightly underperforms GGCN and ACMII-GCN. This is because the node connectivity is weak on these datasets, making the structure features less informative for CoCN. However, CoCN still constantly achieves superior performance compared to other models, which proves the efficacy of our model for node classification.

### Filtered Datasets.

Platonov et al. find that there are many duplicate nodes among the train, validation and test splits in Chameleon and Squirrel. This results in the train-test data leakage that induces GNNs to fit the test splits during the training stage, making the performances on Chameleon and Squirrel become less convincing. To further validate CoCN on Chameleon and Squirrel, we adopt filtered Chameleon and Squirrel datasets that do not contain duplicate nodes following [Platonov et al.]. The performance comparison between original and filtered datasets is presented in Tab. 3. The results of baselines are from Platonov et al. The ranks denote the accuracy ranking out of 18 models on original and filtered datasets respectively. We only list four top-ranking baselines here: FSGNN (Maurya et al., 2022) and ResNet+adj (Platonov et al., 2023) for original datasets, GCN and FAGCN for filtered datasets. For full comparison results, please refer to Appendix C.1. As presented in Tab. 3, CoCN consistently outperforms baseline models on both original and filtered datasets. Compared to other models, CoCN is less sensitive to node duplicates and has stronger generalizing ability. The results further validate the reliability of CoCN on Chameleon and Squirrel.

### Mini-Batch Classification.

CoCN achieves permutation invariance through learnable permutations. Compared to permutation enumeration, the permutation module of CoCN depends on specific tasks to generate the required permutations. As a result, CoCN reduces the time complexity of permutation modeling on $n$ nodes from $O(n!)$ to $O(n^2)$ which enables node permutation on large graphs. However, as the scale of real-world graphs continuously grows, mini-batching becomes vital for scalable graph learning.

---

### Table 2. Node Classification Results (measured by accuracy: %).

<table>
<thead>
<tr>
<th>NODES</th>
<th>CHAMELEON</th>
<th>SQUIRREL</th>
<th>CORNELL</th>
<th>TEXAS</th>
<th>WISCONSIN</th>
<th>ACTOR</th>
<th>AVG RANK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.27/1</td>
<td>3.201</td>
<td>198</td>
<td>183</td>
<td>251</td>
<td>7,600</td>
<td></td>
</tr>
<tr>
<td>EDGES</td>
<td>36,101</td>
<td>198,493</td>
<td>295</td>
<td>309</td>
<td>499</td>
<td>33544</td>
<td></td>
</tr>
<tr>
<td>FEATURES</td>
<td>2,325</td>
<td>2,089</td>
<td>1,703</td>
<td>1,703</td>
<td>1,703</td>
<td>932</td>
<td></td>
</tr>
</tbody>
</table>

| GCN    | 59.82±2.58 | 36.89±1.34 | 57.03±4.67 | 59.46±5.25 | 59.80±6.99 | 30.26±0.79 | 11.17   |
| CHEBYNET | 55.24±2.76 | 43.86±1.64 | 74.30±7.46 | 77.30±4.07 | 79.41±4.46 | 34.11±1.09 | 8.17    |
| GEOM-GCN | 60.00±2.81 | 38.15±0.92 | 60.54±3.67 | 66.76±2.72 | 64.51±3.66 | 31.59±1.15 | 10.17   |
| GRAPHSAGE | 49.06±1.88 | 36.73±1.21 | 80.08±2.96 | 82.03±2.77 | 81.36±3.91 | 35.07±0.15 | 7.00    |
| FAGCN   | 46.07±2.11 | 30.83±0.69 | 76.76±5.87 | 76.49±2.87 | 79.61±1.58 | 34.82±1.35 | 9.17    |
| APPNP   | 40.44±2.02 | 29.20±1.45 | 56.76±4.58 | 55.10±6.23 | 54.59±6.13 | 30.02±0.89 | 13.00   |
| MIXHOP  | 60.50±2.53 | 43.80±1.48 | 73.51±6.34 | 77.84±7.73 | 75.88±4.90 | 32.22±2.34 | 8.33    |
| LINKX   | 68.42±1.38 | 61.81±1.80 | 77.84±5.81 | 74.60±8.37 | 75.49±5.72 | 36.10±1.55 | 6.33    |
| GGCN    | 71.14±1.84 | 55.17±1.58 | 85.68±6.63 | 84.86±4.55 | 86.86±3.29 | 37.54±1.56 | 2.50    |
| ACMII-GCN | 68.46±1.70 | 51.80±1.50 | 85.95±5.64 | 86.76±4.75 | 87.45±3.74 | 36.43±1.20 | 2.33    |
| GPRGCN  | 62.59±2.04 | 46.31±2.46 | 78.11±6.55 | 81.35±5.32 | 82.55±6.23 | 35.16±0.90 | 5.17    |
| GCNII   | 63.86±3.04 | 48.74±1.58 | 77.86±3.79 | 80.39±3.83 | 77.57±3.40 | 37.44±1.30 | 5.83    |
| CoCN (Ours) | 79.17±0.17 | 72.95±0.23 | 86.22±0.49 | 85.21±0.49 | 86.88±0.45 | 36.35±0.12 | 1.83    |

### Table 3. Node Classification Results (measured by accuracy: %) on Original / Filtered Chameleon and Squirrel.

<table>
<thead>
<tr>
<th>Chameleon</th>
<th>SQUIRREL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orig.</td>
<td>Filtered</td>
</tr>
<tr>
<td>FAGCN</td>
<td>64.23</td>
</tr>
<tr>
<td>GCN</td>
<td>50.18</td>
</tr>
<tr>
<td>ResNet+adj</td>
<td>71.07</td>
</tr>
<tr>
<td>FSGNN</td>
<td>77.85</td>
</tr>
<tr>
<td>CoCN (Ours)</td>
<td>79.61</td>
</tr>
</tbody>
</table>
Table 4. Batching Node Classification Results (amazon-ratings measured by accuracy: %, questions and genius measured by ROC AUC: %).

<table>
<thead>
<tr>
<th></th>
<th>questions</th>
<th>amazon-ratings</th>
<th>genius</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>48,921</td>
<td>24,492</td>
<td>421,961</td>
</tr>
<tr>
<td>Edges</td>
<td>153,540</td>
<td>93,050</td>
<td>984,979</td>
</tr>
<tr>
<td>Features</td>
<td>301</td>
<td>300</td>
<td>12</td>
</tr>
<tr>
<td>GCN</td>
<td>76.09</td>
<td>48.70</td>
<td>87.42</td>
</tr>
<tr>
<td>GAT</td>
<td>77.43</td>
<td>49.09</td>
<td>55.80</td>
</tr>
<tr>
<td>APPNP</td>
<td>64.49</td>
<td>46.62</td>
<td>85.36</td>
</tr>
<tr>
<td>GPRGCN</td>
<td>55.48</td>
<td>44.88</td>
<td>90.05</td>
</tr>
<tr>
<td>GCNII</td>
<td>75.17</td>
<td>46.13</td>
<td>90.24</td>
</tr>
<tr>
<td>GloGNN</td>
<td>65.74</td>
<td>36.89</td>
<td>90.66</td>
</tr>
<tr>
<td>MixHop</td>
<td>58.51</td>
<td>42.06</td>
<td>90.58</td>
</tr>
<tr>
<td>LINKX</td>
<td>69.43</td>
<td>44.76</td>
<td>90.77</td>
</tr>
<tr>
<td>CoCN (Ours)</td>
<td>77.86</td>
<td>49.05</td>
<td>90.58</td>
</tr>
</tbody>
</table>

(Zeng et al., 2020). To evaluate the potential of CoCN on large-scale graphs, we conduct batching node classification experiments on three datasets including genius (Lim et al., 2022), questions and amazon-ratings (Platonov et al., 2023). We use the mini-batching method Cluster-GCN (Chiang et al., 2019) for CoCN and full-batch training for baselines. The batch size is selected from \{10, 50, 100\} that achieves the best performance on the validation set. CoCN performs comparably to full-batch classification results in Tab. 4. The results show that CoCN still demonstrates promising node classification efficacy under mini-batch training settings. This facilitates its application to large-scale graphs.

![Figure 3. Permutation Information Loss.](image)

Figure 3. Permutation Information Loss. The results under different relaxation factors \(\tau\) are compared.

5.3. Model Analysis

5.3.1. Permutation Analysis

Information Loss. We conduct graph reconstruction experiments following Bianchi et al. to study whether the approximate permutations cause information loss. Given input features, an autoencoder is trained to recover the original features from the permuted features. The learning objective is to minimize the mean squared error (MSE) between the input features and the recovered features. The input graphs include synthetic graphs (Bianchi et al., 2020) of ring and grid. The input features are the coordinates of nodes in 2D Euclidean space. The original synthetic graphs and the corresponding recovered graphs under different relaxation factors \(\tau\) are presented in Fig. 3. The autoencoder can recover the original node position with small distortion. As \(\tau\) increases, the distortion gets reduced. When \(\tau\) equals 10, the autoencoder can reconstruct the graph with almost no visible distortion. This suggests that our permutation generation module can well approximate the permutation matrix with little information loss.

Smoothness. We compare the permutation matrix \(\hat{P}_t\) with different values of the smoothness parameter \(t\) on Chameleon. The relaxation factor \(\tau\) is set to 0.01. The permuted adjacency matrix \(\hat{P}_t^\top A^\top \hat{P}_t\) and the permuted node feature similarity \(\hat{P}_t^\top X^\top \hat{P}_t\) are visualized in the first row and second row of Fig. 4. When \(t = 0\), the absolute positions only depend on node features. Nodes with similar features are assigned together. As \(t\) increases, the adjacency of graph nodes has more influence on the permutation. Edges in the adjacency matrix, i.e., the brighter pixels in Fig. 4, are permuted close to the main diagonal. Moreover, in Subsection 5.1 and 5.2 we find that the improvement of CoCN is limited for weakly connected datasets, such as MUTAG for graph classification and TEXAS for node classification. We speculate that it is due to the implicit encoding of structure information in Eq. 4. More detailed analysis is provided in Appendix C.2.

Multiple Permutations. We conduct ablation studies on the number of permutations and analyze the convolution module output of different permutations. Fig. 5 presents the classification accuracy under different numbers of permutations on MUTAG, Chameleon, Cornell and Wisconsin. As the number of permutations increases, CoCN gets improvement in accuracy for all the datasets. Following this
result, we further analyze the relationship between different permutations. Fig. 5 presents the average feature similarity between permutations during the training process. Given two feature vectors \( x \) and \( y \), the feature similarity is \( x^T y / d \) where \( d \) denotes the number of feature channels. The results are normalized into \([0, 1]\) for a unified presentation. From Fig. 5 the model gradually learns to reduce the feature similarity between different permutations. This indicates that CoCN learns complementary feature representations under different permutations and requires multiple permutations for sufficient feature learning.

5.3.2. Network Structure Analysis

We conduct ablation studies on kernel size \( k \) and the number of compressed pooling layers \( L_2 \) for Chameleon (Fig. 7) and MUTAG (presented in Appendix C.3). As shown in Fig. 7 CoCN achieves better performance as the receptive field size increases. However, if the receptive field size gets larger than the number of input nodes, CoCN cannot extract informative features anymore and therefore shows performance degradation. For different kernel sizes \( k \), CoCN with \( k = 5 \) has better performance. This is because that larger kernels (\( k = 7, 9 \)) can hardly capture fine-grain features well and smaller kernels (\( k = 3 \)) requires more layers to get the larger receptive field. CoCN mainly relies on compressed pooling layers to get larger receptive fields. For the compressed convolution layer with unit-step, stacking multiple layers generally degrades the model performance. We provide the quantitative results in Appendix C.3

5.3.3. Feature Analysis

We perform ablation studies on node features and structure features for the datasets described above. Results on Chameleon, Cornell, MUTAG and IMDB-BINARY are presented in Tab. 5. Full results are provided in Appendix C.4. From Tab. 5 we observe that CoCN with both types of features has better performance on most datasets. Therefore, both node features and structure features generally contribute to the model prediction. CoCN can still obtain good performance with only structure features, which indicates its ability in capturing the structure information.

6. Conclusion

We presented a differentiable permutation method for generalizing Euclidean convolution to graphs. We formulated the permutation generation as a node position assignment problem and transformed the generated node positions into approximated permutation matrix with cyclic shift. Based on Euclidean convolution, we designed diagonal convolution for graphs to learn both node features and the corresponding structure features. We further presented Compressed Convolution Network (CoCN), a hierarchical GNN model for graph representation learning. Experiment results show that CoCN achieves superior performance on both node classification and graph classification.

Limitations For homophilous graph datasets, the nodes with short paths in-between tends to be assigned closer to each other after permutation. However, due to the implicit encoding of structure information for the permutation process, this tendency cannot be fully fulfilled. As a result, CoCN performs less promising on graphs with strong homophily and gains limited improvement on weakly connected datasets. We will explore more efficient position regression techniques in future work.

Acknowledgements

This work was supported in part by the National Key R&D Program of China under Grant 2018AAA0102000, in part by National Natural Science Foundation of China: 62022083, 62236008, 61931008 and U21B2038, and in part by ICT Innovative Project: E161060. Z. Xue is sponsored by CCF-Tencent Open Fund: RAGR20220125. We would like to thank anonymous reviewers for helpful suggestions that improved this work.

Table 5. Ablation Study (measured by accuracy: %) on Structure Features and Node Features.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Str. Feat.</th>
<th>Nod. Feat.</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUTAG</td>
<td>88.35</td>
<td>85.12</td>
<td>87.08</td>
</tr>
<tr>
<td>IMDB-B</td>
<td>70.47</td>
<td>75.09</td>
<td>77.26</td>
</tr>
<tr>
<td>Chameleon</td>
<td>69.14</td>
<td>77.98</td>
<td>79.17</td>
</tr>
<tr>
<td>Cornell</td>
<td>66.22</td>
<td>79.19</td>
<td>81.08</td>
</tr>
</tbody>
</table>

Figure 5. Ablation Study on the Number of Permutations.

Figure 6. Feature Similarity between Different Permutations.

Figure 7. Ablation Study on Kernel Size and Receptive Field Size. The dashed line represents the number of input nodes.
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A. Proofs

A.1. Proof of Proposition 3.1

**Proposition 3.1 (Permutation Convergence)** \( \hat{P} \) converges to standard permutation matrix as relaxation factor \( \tau \) approaching positive infinity: \( \lim_{\tau \to +\infty} \hat{P} = P, P \in \mathcal{P} \).

**Proof.** Assuming that we have absolute position \( \mathbf{r} \in \mathbb{R}^n \) given by Eq. 2 where \( \text{sgn}(\cdot) \in \{0, 1\} \), \( \mathbf{r} \) is an integer vector and \( r_i \in [0, n-1] \). Let \( \mathbf{m}_P = (\mathbf{m}^T \mathbf{1} - \mathbf{1} \mathbf{r}^T + n) \pmod{n} \) and \( \hat{P} = \exp(-\tau \mathbf{m}_P) \). For every row of \( \mathbf{m}_P \), there always exists an entry equal to 0 where the corresponding entry in \( \hat{P} \) constantly equals 1. The rest of the entries are integers belonging to \([1, n-1]\) and the corresponding entries in \( P \) converge to 0 as \( \tau \) approaches positive infinity. \( \square \)

A.2. Proof of Proposition 3.2

**Proposition 3.2 (Permutation Invariant Input)** Let \( f \) be a permutation equivariant function such that for any \( P \in \mathcal{P} \), \( f(\mathbf{P}X, \mathbf{PAP}^T) = P f(\mathbf{X}, \mathbf{A}) \). Then given \( \mathbf{P} = \text{PERM}(\mathbf{X}, \mathbf{A}) \), \( \mathbf{X} = \mathbf{PX} \), and \( \mathbf{A} = \mathbf{PAP}^T \), for any \( P \in \mathcal{P} \) on \( \mathbf{X} \) and \( \mathbf{A} \), \( \mathbf{X} \) and \( \mathbf{A} \) are invariant.

**Proof.** We first prove that \( \text{PERM}(\cdot) \) is permutation equivariant. Given \( \mathbf{PX} \) and \( \mathbf{PAP}^T \) for any \( P \in \mathcal{P} \), the output of \( f \) can be written as \( \mathbf{P}_{\mathbf{RA}} = f(\mathbf{PX}, \mathbf{PAP}^T) \). Substituting \( \mathbf{P}_{\mathbf{RA}} \) into Eq. 2 gives:

\[
\text{sgn} \left( \mathbf{P}_{\mathbf{RA}} \mathbf{1}^T - \mathbf{1} \mathbf{r}_A^T \mathbf{P}^T \right) \mathbf{1} = \text{sgn} \left( \mathbf{P}_{\mathbf{RA}} \mathbf{1}^T \mathbf{P}^T - \mathbf{P} \mathbf{1} \mathbf{r}_A^T \mathbf{P}^T \right) \mathbf{1} = \mathbf{P} \text{sgn} \left( \mathbf{r}_A \mathbf{1}^T - \mathbf{1} \mathbf{r}_A^T \right) \mathbf{P}^T \mathbf{1} = \mathbf{P} \text{sgn} \left( \mathbf{r}_A \mathbf{1}^T - \mathbf{1} \mathbf{r}_A^T \right) \mathbf{1} = \mathbf{P} \mathbf{r} \tag{A.11}
\]

Therefore, Eq. 2 is permutation equivariant. Further substituting \( \mathbf{P} \mathbf{r} \) into Eq. 3 gives:

\[
\exp \left\{ \mathbf{r} \left[ (\mathbf{m}^T \mathbf{1} - \mathbf{1} \mathbf{r}^T \mathbf{P}^T + n) \pmod{n} \right] \right\} = \exp \left\{ \mathbf{r} \left[ (\mathbf{m}^T \mathbf{P}^T - \mathbf{1} \mathbf{r}^T \mathbf{P}^T + n) \pmod{n} \right] \right\} = \exp \left\{ \mathbf{r} \left[ (\mathbf{m}^T - \mathbf{1} \mathbf{r}^T + n) \pmod{n} \right] \right\} = \hat{P} \hat{P}^T \tag{A.12}
\]

Hence \( \text{PERM}(\cdot) \) is permutation equivariant. For any \( P \in \mathcal{P} \), we can use the generated permutation matrix \( \hat{P} \hat{P}^T \) to permute the input features where \( \hat{P} \hat{P}^T (\mathbf{PX}) = \hat{P}X \) and \( \hat{P} \hat{P}^T (\mathbf{PAP}^T) \hat{P} \hat{P}^T = \mathbf{P} \hat{A} \hat{P}^T \). Therefore, given \( \hat{P} = \text{PERM}(\mathbf{X}, \mathbf{A}) \), \( \mathbf{X} = \mathbf{PX} \) and \( \hat{A} = \mathbf{P} \hat{A} \hat{P}^T \), \( \hat{X} \) and \( \hat{A} \) are invariant for any \( P \in \mathcal{P} \) on \( \mathbf{X} \) and \( \mathbf{A} \). \( \square \)

B. Details for Experiments

B.1. Graph Classification

**Datasets.** We use six datasets (Morris et al., 2020) for graph classification experiments including three biochemical datasets MUTAG, PROTEINS and NCI1, and three social network datasets COLLAB, IMDB-BINARY and IMDB-MULTI. MUTAG is a collection of nitroaromatic compounds. It includes 188 graphs of chemical compounds labeled with their mutagenicity on Salmonella typhimurium. PROTEINS is a collection of 1,113 proteins with amino acids as nodes. The goal is to predict whether the protein graphs are enzymes or not. NCI1 is collected by National Cancer Institute (NCI) with 4,110 graphs of chemical compounds. The graphs are labeled by whether the corresponding compounds are positive or negative for cell lung cancer. All three biochemical datasets use the one-hot node labels as node features. IMDB-BINARY and IMDB-MULTI are two movie actor/actress collaboration network datasets labeled by the genre of the movies. COLLAB is a scientific collaboration network dataset. Each graph represents a researcher’s ego network with collaborators and is labeled by the scientific study field of the researcher.
Experimental Setup. For experiments on all datasets, the learning rate is set to $1 \times 10^{-4}$, the hidden size is set to 64, and the dropout rate is set to 0.5. For Adam (Kingma & Ba [2015]) optimizer, weight decay is set $\in \{1 \times 10^{-4}, 5 \times 10^{-4}, 1 \times 10^{-3}, 1 \times 10^{-2}, 1 \times 10^{-1}\}$. We also use early stopping regularization, where we stop the training if there is no further reduction in the validation loss during 100 epochs. The maximum epoch number is set to 200. The batch size is set to 4 on MUTAG and PROTEINS, 8 on NCI1, IMDB-BINARY and IMDB-MULTI, and 32 on COLLAB. We follow the network structure in Fig. 2(a) to construct CoCN. For all datasets, the smoothness parameter $t$ in Eq. 4 is set $\in \{6, 8\}$, the number of permutations is set to 8, the relaxation factor $\tau$ is set to 0.1, $L_1$ and $L_2$ are set to 1, the kernel size is set $\in \{5, 7, 9\}$.

B.2. Node Classification

Datasets. For node classification, we use six datasets including Chameleon, Squirrel (Rozemberczki et al., 2021), Cornell, Texas, Wisconsin (Pei et al., 2020) and Actor (Tang et al., 2009). Chameleon and Squirrel are collected from Wikipedia. Each graph corresponds to a topic in Wikipedia. The nodes represent Web pages with keywords of the pages as node features. The edges are links between Web pages. Based on the average monthly traffic, the nodes are classified into five classes. Cornell, Texas and Wisconsin are Web page datasets collected from computer departments of different universities. Actor is an actor-actor relation dataset with nodes representing actors. For each node, the features are the keywords of the corresponding actor on Wikipedia. Two nodes are connected if they appear on the same page.

Experimental Setup. For experiments on all datasets, the learning rate is set to $1 \times 10^{-4}$, the hidden size is set $\in \{64, 128\}$, and the weight decay is set $\in \{1 \times 10^{-4}, 5 \times 10^{-4}, 1 \times 10^{-3}, 1 \times 10^{-2}, 1 \times 10^{-1}\}$. The maximum epoch number is set to 500. We stop the training if there is no further reduction in the validation loss during 150 epochs. We follow the network structure in Fig. 2(b) to construct CoCN. The number of permutations is set $\in \{8, 10\}$, the relaxation factor $\tau$ is set to 0.1 and the kernel size is set to 5. The rest of the hyper-parameter setting and detailed network structure for all datasets are summarized in Tab. A.6.

B.3. Model Analysis

For all the experiments in Subsection 5.3, the number of permutations is set to 8, the learning rate is set to $1 \times 10^{-4}$, and the hidden size is set to 64. For the permutation information loss experiment, we construct the autoencoder with the permutation generation module. The position smoothness parameter $t$ is set to 6 and the dropout rate is set to 0, the maximum epoch is set to 10,000 and the early stopping patience is set to 2,000 epochs. For the rest of the experiments, the experimental setup is the same as the classification experiments except for the ablation items.

Figure A.8. Ablation Study on the Kernel Size and Receptive Field Size for MUTAG. The dashed line represents the average number of nodes for all graphs. The dotted line represents the maximum number of nodes in one graph.
Table A.7. Full Comparison Results (measured by accuracy: %) on Original / Filtered Chameleon and Squirrel.

<table>
<thead>
<tr>
<th></th>
<th>CHAMELEON</th>
<th>SQUIRREL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ORIGINAL</td>
<td>FILTERED</td>
</tr>
<tr>
<td>RESNET</td>
<td>49.52</td>
<td>36.73</td>
</tr>
<tr>
<td>RESNET+SGC</td>
<td>49.93</td>
<td>41.01</td>
</tr>
<tr>
<td>RESNET+ADJ</td>
<td>71.07</td>
<td>38.67</td>
</tr>
<tr>
<td>GCN</td>
<td>50.18</td>
<td>40.89</td>
</tr>
<tr>
<td>GraphSAGE</td>
<td>50.18</td>
<td>37.77</td>
</tr>
<tr>
<td>GAT</td>
<td>45.02</td>
<td>39.21</td>
</tr>
<tr>
<td>GAT-SEP</td>
<td>50.24</td>
<td>39.26</td>
</tr>
<tr>
<td>GT</td>
<td>44.93</td>
<td>38.87</td>
</tr>
<tr>
<td>GT-SEP</td>
<td>50.33</td>
<td>40.31</td>
</tr>
<tr>
<td>H$_2$GCN</td>
<td>46.27</td>
<td>26.75</td>
</tr>
<tr>
<td>CPGNN</td>
<td>48.77</td>
<td>33.00</td>
</tr>
<tr>
<td>GPRGNN</td>
<td>47.26</td>
<td>39.93</td>
</tr>
<tr>
<td>FSGNN</td>
<td>77.85</td>
<td>40.61</td>
</tr>
<tr>
<td>GloGNN</td>
<td>70.04</td>
<td>25.90</td>
</tr>
<tr>
<td>FAGCN</td>
<td>64.23</td>
<td>41.90</td>
</tr>
<tr>
<td>GBK-GNN</td>
<td>51.36</td>
<td>39.61</td>
</tr>
<tr>
<td>JACOBIConv</td>
<td>68.33</td>
<td>39.00</td>
</tr>
<tr>
<td>CoCN (Ours)</td>
<td>79.61</td>
<td>41.95</td>
</tr>
</tbody>
</table>

Table A.8. Ablation Study on Smoothness Parameter $t$ (measured by accuracy: %).

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHAMELEON</td>
<td>49.45</td>
<td><strong>78.39</strong></td>
<td>77.26</td>
<td>76.63</td>
<td>75.77</td>
<td>74.04</td>
</tr>
<tr>
<td>CORNELL</td>
<td><strong>82.16</strong></td>
<td>75.95</td>
<td>76.49</td>
<td>75.95</td>
<td>75.14</td>
<td>72.43</td>
</tr>
<tr>
<td>MUTAG</td>
<td>85.09</td>
<td>85.94</td>
<td>85.84</td>
<td>86.62</td>
<td>86.51</td>
<td><strong>87.19</strong></td>
</tr>
</tbody>
</table>

C. Additional Results

C.1. Node Classification on Filtered Datasets

Following Platonov et al., we further conduct node classification experiments on filtered Chameleon and Squirrel. Baselines include: GCN (Kipf & Welling, 2017), GraphSAGE (Hamilton et al., 2017), GAT (Veličković et al., 2018), SGC (Wu et al., 2019), H$_2$GCN (Zhu et al., 2020), GT (Shi et al., 2021), CPGNN (Zhu et al., 2021), FAGCN (Bo et al., 2021), GPRGNN (Chien et al., 2022), FSGNN (Maurya et al., 2022), GloGNN (Li et al., 2022), GBK-GNN (Du et al., 2022), JacobiConv (Wang & Zhang, 2022) and ResNet with GNN methods (Platonov et al., 2023). Platonov et al. also separate ego- and neighbor-embeddings in the GNN aggregation step of GAT and GT, which is denoted as sep. All the results of baselines are from Platonov et al.. Full comparison results are presented in Tab. A.7. It shows that CoCN consistently outperforms other models on both the original and filtered datasets, which further validates the reliability of CoCN.

C.2. Permutation Analysis

We conduct ablation studies on the smoothness parameter $t$ in the permutation generation module. The results for Chameleon, Cornell and MUTAG are presented in Tab. A.8. For node classification datasets, the optimal smoothness parameter $t$ is small, i.e., 1 for Chameleon and 0 for Cornell. The optimal value of $t$ for graph classification dataset MUTAG is 8, which is larger than that on node classification datasets. This indicates that graph classification requires representation learning from node clusters with strong connections while node classification concentrates on nodes clustered by features.

We also find that the classification performance of CoCN is limited on the weakly connected datasets. The average degrees for all datasets are summarized in Tab. A.9. CoCN slightly underperforms one or two baseline models on MUTAG, Texas, Wisconsin and Actor which has a lower average degree than other datasets. To explain this, we speculate that it is due to the implicit encoding of structure information in permutation generation in Eq. 4. We leave the further improvement of this module to future work.
Table A.9. Statistics on Average Degree.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MUTAG</th>
<th>PROTEINS</th>
<th>NCI1</th>
<th>IMDB-B</th>
<th>IMDB-M</th>
<th>COLLAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVG DEGREE</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>39</td>
<td>40</td>
<td>263</td>
</tr>
<tr>
<td>MUTAG</td>
<td>15.85</td>
<td>41.74</td>
<td>1.63</td>
<td>1.78</td>
<td>2.05</td>
<td>3.95</td>
</tr>
</tbody>
</table>

Table A.10. Ablation Study on $L_1$ (measured by accuracy: %).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHAMELEON</td>
<td>79.25</td>
<td>78.81</td>
<td>79.08</td>
<td>78.64</td>
<td>77.94</td>
<td>77.14</td>
<td></td>
</tr>
<tr>
<td>MUTAG</td>
<td>87.08</td>
<td>86.60</td>
<td>85.27</td>
<td>84.58</td>
<td>84.79</td>
<td>84.62</td>
<td></td>
</tr>
</tbody>
</table>

C.3. Network Structure Analysis

From Fig. A.8 CoCN also gains improvement on MUTAG as the size of the receptive field increases, and the improvement is bounded by the maximum number of nodes in a single graph. Since the maximum number of nodes is small in MUTAG, the number of compressed pooling layers can only be set to 1 with kernel size $\{5, 7, 9\}$. Among these configurations, CoCN with kernel size 9 has the largest receptive field and shows the best performance.

For ablation studies on the number of compressed convolution layers with unit-step which is denoted as $L_1$, the full results are presented in Tab. A.10. We can see that on both Chameleon and MUTAG, CoCN achieves the best performance on $L_1 = 1$. This is because the compressed convolution layer cannot expand the size of the receptive field efficiently while stacking multiple compressed convolution layers increases the difficulty of training.

C.4. Feature Analysis

The full ablation study results on structure features and node features are presented in Tab. A.11 and Tab. A.12. Compared to baseline models in Tab. 1 and Tab. 2 CoCN can achieve comparable or even better performance with only structure features which indicates that CoCN can capture structure information. CoCN with both node features and structure features has better performance. Therefore, both kinds of features contribute to the classification.

Table A.11. Ablation Study on Structure Features and Node Features for Graph Classification Datasets (measured by accuracy: %).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MUTAG</th>
<th>PROTEINS</th>
<th>NCI1</th>
<th>IMDB-B</th>
<th>IMDB-M</th>
<th>COLLAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>STR. FEAT.</td>
<td>88.35</td>
<td>72.03</td>
<td>64.08</td>
<td>70.47</td>
<td>48.16</td>
<td>78.14</td>
</tr>
<tr>
<td>NOD. FEAT.</td>
<td>85.12</td>
<td>76.22</td>
<td>78.65</td>
<td>76.17</td>
<td>54.03</td>
<td>84.46</td>
</tr>
<tr>
<td>BOTH</td>
<td>87.08</td>
<td>76.86</td>
<td>82.28</td>
<td>77.26</td>
<td>56.32</td>
<td>86.15</td>
</tr>
</tbody>
</table>

Table A.12. Ablation Study on Structure Features and Node Features for Node Classification Datasets (measured by accuracy: %).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CHAMELEON</th>
<th>SQUIRREL</th>
<th>CORNELL</th>
<th>TEXAS</th>
<th>WISCONSIN</th>
<th>ACTOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>STR. FEAT.</td>
<td>67.82</td>
<td>72.79</td>
<td>66.22</td>
<td>72.16</td>
<td>79.23</td>
<td>33.73</td>
</tr>
<tr>
<td>NOD. FEAT.</td>
<td>77.98</td>
<td>71.91</td>
<td>79.19</td>
<td>79.41</td>
<td>83.53</td>
<td>34.36</td>
</tr>
<tr>
<td>BOTH</td>
<td>79.17</td>
<td>72.95</td>
<td>81.08</td>
<td>80.54</td>
<td>84.90</td>
<td>35.55</td>
</tr>
</tbody>
</table>