Abstract

We propose a novel approach to addressing two fundamental challenges in Model-based Reinforcement Learning (MBRL): the computational expense of repeatedly finding a good policy in the learned model, and the objective mismatch between model fitting and policy computation. Our “lazy” method leverages a novel unified objective, Performance Difference via Advantage in Model, to capture the performance difference between the learned policy and expert policy under the true dynamics. This objective demonstrates that optimizing the expected policy advantage in the learned model under an exploration distribution is sufficient for policy computation, resulting in a significant boost in computational efficiency compared to traditional planning methods. Additionally, the unified objective uses a value moment matching term for model fitting, which is aligned with the model’s usage during policy computation. We present two no-regret algorithms to optimize the proposed objective, and demonstrate their statistical and computational gains compared to existing MBRL methods through simulated benchmarks.

1. Introduction

Model-based Reinforcement Learning (MBRL) methods show great promise for real world applicability as they often require remarkably fewer number of real world interactions compared to model-free counterparts (Schrittwieser et al., 2020; Hafner et al., 2023). The key idea is that, in contrast to model-free RL that computes a policy directly from real world data, we can perform the following iterative procedure (Sutton & Barto, 2018): we fit a model that accurately predicts the dynamics on the data collected so far using the learned policy. Subsequently, we compute a policy through optimal planning in the learned model, and use it to collect more data in the real world. This procedure is repeated until a satisfactory policy is learned. Theoretical studies, such as Ross & Bagnell (2012), have shown that this procedure can find a near-optimal policy in a statistically efficient manner under certain conditions, such as access to a good exploration distribution and a rich enough model class, and this has been validated by its good performance in practice.

However, there are two major challenges with the above procedure. The policy computation step in each iteration relies on solving the computationally expensive problem of finding the best policy in the learned model. This can require a number of interactions in the model that is exponential in the task horizon (Kearns et al., 1999). Furthermore, recent literature (Jiang, 2018; Vemula et al., 2020) has shown that optimal planning in learned models can result in policies that exploit inaccuracies in the learned model hindering fast learning and statistical efficiency.

The second challenge pertains to the objective mismatch between model fitting and policy computation that is extensively studied in recent literature (Farahmand et al., 2017; Lambert et al., 2020). The model fitting objective of minimizing prediction error is not necessarily related to the objective of maximizing the performance of the policy, derived from the model, in the real world. This results in a mismatch of objectives used to fit the model, and how the model is used when computing the policy through planning. This is exacerbated in cases where the model class is not realizable, i.e. no model in the model class can perfectly explain true dynamics, which is often the case in real world tasks (Joseph et al., 2013).

In this work, we propose a new decomposition of the performance difference between the learned policy and expert policy under true dynamics, which we coin as Performance Difference via Advantage in Model. This leads to a unified objective that informs two major changes to the existing MBRL procedure. Instead of computing the optimal policy in the learned model at each iteration, we optimize the expected policy advantage in the model under an exploration distribution which only requires a number of interactions in the model that is polynomial in the task horizon. For model fitting, our new objective measures the similarity of predicted and observed next states in terms of their value.
function in the learned model. This ensures that the model is updated to be accurate in states that are critical for policy computation, and allows for inaccuracy in states that are irrelevant. Therefore, our proposed unified objective encourages “laziness” in both steps of the MBRL procedure, solving both the computational expense and objective mismatch challenges.

Our contributions in this paper are as follows:

• A unified objective for MBRL that is both computationally more efficient in policy computation and resolves the objective mismatch in model fitting.

• Two no-regret algorithms that leverage the laziness in the proposed objective with tighter regret bounds than those of Ross & Bagnell (2012).

• An empirical demonstration through simulated benchmarks that our proposed algorithms result in both statistical and computational gains compared to existing MBRL methods.

2. Related Work

Model-based RL Model-based Reinforcement Learning and Optimal Control have been extensively researched in the literature, with a long line of works (Ljung, 1998; Morari & Lee, 1999; Sutton, 1991). Recent work has made significant achievements in tasks with both low-dimensional state spaces (Levine & Abbeel, 2014; Chua et al., 2018; Schrittwieser et al., 2020) and high-dimensional state spaces (Hafner et al., 2020; Wu et al., 2022). Theoretical studies have also been conducted to analyze the performance guarantees and sample complexity of model-based methods (Abbas-Yadkori & Szepesvári, 2011; Ross & Bagnell, 2012; Tu & Recht, 2019; Sun et al., 2019a).

However, there is a common requirement among previous works to compute the optimal policy from the learned model at each iteration, using methods that range from value iteration (Azar et al., 2013) to black-box policy optimization (Kakade et al., 2020; Song & Sun, 2021). In this work, we show that computing the optimal policy in the learned model is not necessary and propose a computationally efficient alternative that does not compromise performance guarantees.

RL with exploration distribution In this work, as well as in previous works such as Kakade & Langford (2002); Bagnell et al. (2003); Ross & Bagnell (2014), we assume access to an exploration distribution that allows us to exploit any prior knowledge of the task to learn good policies quickly. We also leverage a similar model-free policy search algorithm in this work within the MBRL framework. Recent works in the field of Hybrid Reinforcement Learning (Rajeswaran et al., 2017; Vecerik et al., 2017; Nair et al., 2018; Hester et al., 2018; Xie et al., 2021; Song et al., 2022) consider a related setting where both an offline dataset and online access to interact with environment are available. These works also make use of exploration distributions or reference policies that cover the state-action visitation distribution of the expert policy and introduce various concentrability coefficients, similar to our work.

Objective Mismatch in MBRL Recent works (Farahmand et al., 2017; Lambert et al., 2020; Voloshin et al., 2021; Eisenbach et al., 2021) identified an objective mismatch issue in MBRL, where there is a mismatch between the training objective (finding the maximum likelihood estimate model) and the true objective (finding the optimal policy in real world). To address this issue, several works have proposed to incorporate value-aware objectives during model fitting. Farahmand et al. (2017); Grimm et al. (2020); Voloshin et al. (2021) proposed to find models that can correctly predict the expected successor values over a pre-defined set of value functions and policies. Modhe et al. (2021) used model advantage under the learned policy as the objective for model fitting and use planning to compute the policy. Modi et al. (2020); Ayoub et al. (2020) present a similar approach where model fitting uses a value targeted regression objective and leverage optimism to only choose models that are consistent with the data collected so far. However, their approach assumes realizability in the model class, and requires solving an optimistic planning problem with the constructed set of models. Instead, we propose a unified objective for both policy and model learning from first principles that is both value-aware and feasible to optimize using no-regret algorithms.

Recent successful empirical approaches such as MuZero (Schrittwieser et al., 2020) and Dreamer-v3 (Hafner et al., 2023) also employ similar value-aware model learning objectives. However, we observe that these works don’t directly connect the quality of model learning to that of the resulting policy. In other words, they propose value-aware objectives, but don’t provide a clear theoretical result that connects model quality to the resulting quality of learned policy. That objective, as well as the simple strategies that optimize it, using no-regret analysis, and the concomitant performance guarantees are the heart of our theoretical contribution.

3. Preliminaries

We assume the real world behaves according to an infinite horizon discounted Markov Decision Process (MDP) \( (S, A, M^*, c, \gamma) \), where \( S \) is the state space, \( A \) is the action space, \( M^* : S \times A \rightarrow \Delta(S) \) is the transition dynamics, \( c : S \times A \rightarrow [0, 1] \) is the cost function, \( \gamma \) is the discount factor, and \( \omega \in \Delta(S) \) is the initial state distribution with \( \Delta(S) \) defining the set of probability distributions on set \( S \).
Algorithm 1 Meta algorithm for MBRL

Require: Number of iterations $T$, model class $M$, Policy class $P$, exploration distribution $ν$

1: Initialize model $M_1 \in M$
2: Compute policy $\hat{π}_1$ using ComputePolicy
3: for $t = 1, \ldots, T$ do
4: Collect data in $M^*$ by rolling out $\hat{π}_t$ or sampling from $ν$ (with equal prob.) and add to dataset $D_t$
5: Fit model $M_{t+1}$ to $D_t$ using FitModel
6: Compute policy $\hat{π}_{t+1}$ using ComputePolicy
7: end for
8: Return Sequence of policies $\{\hat{π}_t\}_{t=1}^{T+1}$

The true dynamics $M^*$ is unknown but we can collect data in real world. We assume cost function $c$ is known, but our results can be extended to the case where $c$ is unknown.

For any policy $π : S \to Δ(A)$, we denote $D_{h,π}$, as state-action distribution at time $h$ if we started from an initial state sampled from $ω$ and executed $π$ until time $h−1$ in $M^*$. This can be generalized using $D_{h,π}^\omega = (1−γ)\sum_{h=1}^{∞} γ^{h−1} D_{h,π}$, which is the state-action distribution over the infinite horizon. In a similar fashion, we will use the notation $D_ω,π$ to denote the infinite horizon state distribution. We denote the value function of policy $π$ under any transition function $M$ as $V^π_M(s)$, the state-action value function as $Q^π_M(s, a) = c(s, a) + E_{s′′\sim M(s, a)} V^π_M(s′′)$, and the performance is defined as $J^π_M(π) = E_{s\sim ω}[V^π_M(s)]$. The goal is to find a policy $π^* = \arg\min_{π \in P} J^π_M(π)$.

Similar to Ross & Bagnell (2012), our approach assumes access to a state-action exploration distribution $ν$ to sample from and allows us to guarantee small regret against any policy with a state-action distribution close to $ν$. If $ν$ is close to $D_ω,π^*$, then our approach guarantees near-optimal performance. Good exploration distributions can often be obtained in practice either from expert demonstrations, domain knowledge, or from a desired trajectory that we want the system to follow.

3.1. MBRL Framework

The MBRL framework of Ross & Bagnell (2012) is described as a meta algorithm in Algorithm 1. Starting with an exploration distribution, at each iteration we collect data using both the learned policy and the exploration distribution, fit a model to the data collected so far, and compute a policy using the newly learned model. Note that the model fitting and policy computation procedures in Algorithm 1 are abstracted for now.

To understand why Algorithm 1 would result in a policy that has good performance in the real world $M^*$, let us revisit the objective presented in Ross & Bagnell (2012). This objective is a result of applying an essential tool in MBRL analysis, (Kearns & Singh, 2002) the Simulation Lemma (see Lemma A.1) twice to compute the performance difference of any two policies $\hat{π}, π^*$ in the real world $M^*$, which is the quantity of interest we would like to optimize. In other words, we would like to find a policy $\hat{π}$ whose performance in $M^*$ is close to that of the expert $π^*$ in $M^*$.

Lemma 3.1 (Performance Difference via Planning in Model). For any start state distribution $ω$, policies $\hat{π}, π^*$, and transition functions $M, M^*$ we have,

\[
(1−γ)[J^\hat{π}_M(\hat{π}) − J^{π^*}_M(π^*)] ≥ (1−γ) E_{s\sim ω}[V^\hat{π}_M(s) − V^{π^*}_M(s)]
\]

The above lemma tells us that the performance difference can be decomposed into a sum of three terms: term (1) is the performance difference between the two policies in the learned model $\hat{M}$, and terms (2) and (3) capture the difference in values of the next states induced by the learned model and real world along trajectories sampled from $\hat{π}$ and $π^*$ in the real world $M^*$ respectively. Term (1) can be made small by ensuring that the learned policy $\hat{π}$ achieves low costs in the learned model $\hat{M}$ by, for example, running optimal planning in $\hat{M}$ such that

\[
E_{s\sim ω}[V^\hat{π}_\hat{M}(s)] − \min_{π \in P} E_{s\sim ω}[V^π_M(s)] ≤ \epsilon_{oc}
\]

Terms (2) and (3) can be made small if the model has a low prediction error. This is formalized in the corollary below by applying Hölder’s inequality to these terms:

Corollary 3.1. For any start state distribution $ω$, transition functions $M, M^*$, and policies $π^*, \hat{π}$ such that $\hat{π}$ satisfies (4), we have,

\[
(1−γ)[J^{π^*}_M(π^*) − J^{π}_M(\hat{π})] ≤ \epsilon_{oc}
\]

where $\hat{V}_{\max} = \|V^\hat{π}_\hat{M}\|_{∞}, V_{\max} = \|V^{π^*}_M\|_{∞}$.
Algorithm 2 MLE FitModel\((\mathcal{D}_t, \{\ell_t\}_{t=1}^{T-1})\)

**Require:** Data \(\mathcal{D}_t\), model class \(\mathcal{M}\), previous losses \(\{\ell_t\}_{t=1}^{T-1}\)

1: Define loss \(\ell_t(M) = \mathbb{E}_{(s,a,s') \sim \mathcal{D}_t} \log M(s'|s,a)\)
2: Compute model \(\hat{M}_{t+1}\) using an online no-regret algorithm, such as Follow-the-Leader (FTL),

\[
\hat{M}_{t+1} \leftarrow \arg\min_{M \in \mathcal{M}} \sum_{\tau=1}^{t} \ell_\tau(M).
\]

3: **Return** \(\hat{M}_{t+1}\)

Figure 1. MDP with two actions \(\ell\) and \(r\), and the true dynamics \(M^*\) are shown in the figure. The cost \(c(s, a) = \epsilon < 1\) at any \(s \neq B\) and \(c(B, a) = 1\), for any action \(a\). Thus, the action taken at \(A\) is critical. Model class \(\mathcal{M}\) contains only two models: \(M^{\text{good}}\) which captures dynamics at \(A\) correctly but makes mistakes everywhere else, while \(M^{\text{bad}}\) makes mistakes only at \(A\) but captures true dynamics everywhere else.

bound the total variation loss terms in Corollary 3.1\(^1\) and use optimal planning approaches to satisfy equation (4). Combining Algorithm 1 with Algorithm 2 and equation (4) gives us a template for understanding existing MBRL methods.

3.2. Challenges in MBRL

We make two important observations from the previous section which directly manifest as the two fundamental challenges in MBRL. We will use Figure 1 to motivate these challenges. First, ensuring that the learned policy \(\hat{\pi}\) satisfies (4) in Algorithm 1 requires performing optimal planning in the learned model \(\hat{M}\), at every iteration. Note that optimal planning can require a number of interactions in \(\hat{M}\) that is exponential in the effective task horizon \(1/\gamma\). (Kearns et al., 1999). For example in Figure 1, solving for optimal policy requires \(O(2^H)\) operations. We term this as C1: computational expense challenge in MBRL.

Second, Lemma 3.1 indicates that optimizing terms (2) and (3) (along with (4)) is guaranteed to optimize the performance difference. However, we cannot directly optimize term (3) as it requires access to the value function of the expert in the model \(V_\pi^*\) which is unknown. To avoid this, MBRL methods bound these terms using model prediction error in Corollary 3.1 as an upper bound that is easy to optimize but very loose, especially due to the unknown scaling term \(\|V_\pi^*\|_\infty\) which can be as large as \(\gamma^{-1}\). We term this as C2: objective mismatch challenge in MBRL. The model fitting objective of minimizing prediction error is not a good approximation for terms (2) and (3), which are able to capture the relative importance of transition \((s,a)\) in policy computation through the value of the resulting successor. For example in Figure 1, \(M^{\text{bad}}\) has lower prediction error than \(M^{\text{good}}\) even though it makes a mistake at the crucial state \(A\) where the value difference between predicted and true successor is high, while \(M^{\text{good}}\) is better according to objective in Lemma 3.1.

4. Performance Difference via Advantage in Model

To overcome the challenges C1 and C2 presented in the previous section, let us revisit the performance difference in Lemma 3.1 and introduce a new decomposition for it that results in a unified objective which is more feasible to optimize. This decomposition is the primary contribution of this paper and we name it as Performance Difference via Advantage in Model (PDAM). The detailed proof can be found in Appendix A.

Lemma 4.1 (Performance Difference via Advantage in Model), Given any start state distribution \(\omega\), policies \(\hat{\pi}, \pi^*\), and transition functions \(\hat{M}, M^*\) we have:

\[
(1-\gamma)[J_{\hat{M}}^\pi - J_M^{\pi^*}] = \frac{\mathbb{E}}{s \sim D_{\hat{\pi}, \pi^*}}[V_{\hat{M}}^\pi(s) - \mathbb{E}_{a \sim \pi^*(s)}[Q_\hat{M}(s,a)]] \tag{5}
\]

\[
\text{Disadvantage on states visited by expert}
\]

\[
+ \gamma \mathbb{E}_{(s,a) \sim D_{\hat{\pi}, \pi^*}}[V_{\hat{M}}^\pi(s) - \mathbb{E}_{s'' \sim M^*(s,a)}[V_{\hat{M}}^\pi(s'')]] \tag{6}
\]

\[
\text{Value difference on states visited by learned policy}
\]

\[
+ \mathbb{E}_{(s,a) \sim D_{\hat{\pi}, \pi^*}}[\mathbb{E}_{s'' \sim M^*(s,a)}[V_{\hat{M}}^\pi(s'')] - V_{\hat{M}}^\pi(s')] \tag{7}
\]

\[
\text{Value difference on states visited by expert}
\]

The above lemma presents a novel unified objective for joint model and policy learning. We can make a few important remarks. First, bounding term (5) does not require computing the optimal policy in the learned model \(\hat{M}\), unlike term (1). Instead, we need a policy that has small “disadvantage” over the optimal policy in the learned model at states sampled along \(\pi^*\) trajectory in \(M^*\). This disadvantage term was popularly used as an objective for policy search in several model-free works (Kakade & Langford, 2002; Bagnell et al.,

---

\(^1\)We can further bound the total variation terms using KL divergence through Pinsker’s inequality. Then maximizing likelihood of observed data under learned model would minimize the KL divergence.
Algorithm 3 Minimize Disadvantage ComputePolicy($M_t$)

Require: Exploration distribution $\nu$, learned model $M_t$, policy class II.

1: Find $\hat{\pi}_t \in \Pi$ using cost-sensitive classification on states sampled from $\nu$ in $M_t$ (Ross & Bagnell, 2014) such that

$$\mathbb{E}_{s \sim \nu} \left[ V_{\hat{M}_t}^2(s) - \mathbb{E}_{a \sim \nu(s|s)} \left[ Q_{\hat{M}_t}^2(s, a) \right] \right] \leq \epsilon_{po} \quad (8)$$

2: Return $\hat{\pi}_t$

Given access to an exploration distribution $\nu$ that covers $D_{\omega, \pi^*}$, computing such a policy requires computation that is polynomial in the effective task horizon (Kakade, 2003), compared to (4) which can require computation that is exponential in the task horizon. In other words, by being “lazy” in the policy computation step we can solve challenge C1 while still optimizing the performance difference between $\hat{\pi}$ and $\pi^*$.

Second, while PDAM looks similar to Lemma 3.1 for the model fitting terms (6) and (7), there is one crucial difference: we only need $V_{\hat{M}_t}^2$ in the new objective, which is feasible to compute using any policy evaluation method in the learned model (Sutton & Barto, 2018). On the other hand, Lemma 3.1 required access to $V_{\hat{M}_t}^2$ where $\pi^*$ is unknown and hence, we had to upper bound the objective in Corollary 3.1 using model prediction error. Optimizing prediction error requires the learned model to capture dynamics everywhere equally well. However, the unified objective PDAM offers a “lazy” alternative for model fitting that focuses only on transitions that are critical for policy computation by being value-aware, solving challenge C2.

5. LAMPS: Lazy Model-based Policy Search

In this section, we present our first algorithm LAMPS that uses the unified objective PDAM to solve challenge C1. Algorithm 3 performs policy optimization along the exploration distribution similar to previous policy search methods (Kakade & Langford, 2002; Bagnell et al., 2003; Ross & Bagnell, 2014). Note that (8) only requires performing iterative cost-sensitive classification only at states sampled from the exploration distribution $\nu$ making Algorithm 3 computationally efficient. This subroutine largely follows (Ross & Bagnell, 2014) and we prove that it indeed returns policies that minimizes disadvantages on (8) in Appendix B.2. On the other hand, optimal planning requires minimizing disadvantage at all states under the learned policy $d_{\omega, \pi_t}$ which changes as the learned policy is updated leading to the exponential dependence on horizon.

To understand how Algorithm 3 can help optimize PDAM, we use Hölder’s inequality on terms (6) and (7) to bound PDAM as,

Corollary 5.1. For any start state distribution $\omega$, transition functions $M, M^*$, and policies $\hat{\pi}, \pi^*$ such that $\hat{\pi}$ satisfies (8), we have,

$$(1 - \gamma) [J_{M_t}^\omega(\hat{\pi}) - J_{M_t}^\omega(\pi^*)] \leq \epsilon_{po}$$

$$+ \gamma \hat{V}_{\max} \mathbb{E}_{(s, a) \sim D_{\omega, \pi^*}} \| \hat{M}(s, a) - M^*(s, a) \|_1$$

$$+ \gamma \hat{V}_{\max} \mathbb{E}_{(s, a) \sim D_{\omega, \pi^*}} \| \hat{M}(s, a) - M^*(s, a) \|_1$$

where $\hat{V}_{\max} = \| V_{\hat{M}_t}^2 \|_\infty$

Corollary 5.1 indicates a simple modification to existing MBRL methods where we use MLE-based Algorithm 2 for model fitting and Algorithm 3 for policy computation in the framework of Algorithm 1. We refer to this new algorithm as LAMPS. Note that by upper bounding the model fitting terms in Lemma 4.1 using model prediction error, LAMPS is only able to solve challenge C1 but not C2.

Our algorithm only requires an exploration distribution $\nu$ that covers the expert policy state-action distribution $D_{\omega, \pi^*}$ as described in Section 3. To capture how well $\nu$ covers $D_{\omega, \pi^*}$, we define the coverage coefficient $C = \sup_{s, a} D_{\omega, \pi^*}(s, a)$ similar to Ross & Bagnell (2012). We now present the regret bound for LAMPS using this coverage coefficient and proof can be found in Appendix A.

Theorem 5.1. Let $\{\hat{\pi}_t\}_{t=1}^T$ be the sequence of returned policies of LAMPS. We have:

$$\frac{1}{T} \sum_{t=1}^T J_{M_t}^\omega(\hat{\pi}_t) - J_{M_t}^\omega(\pi^*) \leq$$

$$\hat{O}(\epsilon_{po} + \frac{C \hat{V}_{\max}}{1 - \gamma} \left( \frac{C KL_{\text{model}} + 1}{\sqrt{T}} \right))$$

where $\hat{V}_{\max} = \| V_{\hat{M}_t}^2 \|_\infty$, $C = \sup_{s, a} D_{\omega, \pi^*}(s, a)$ is the coverage coefficient, $\epsilon_{po}$ is the policy advantage error, and $C KL_{\text{model}} = \min_{M \in M} \mathbb{E}_{s, a \sim D_T} KL(\hat{M}(s, a), M^*(s, a))$ is the agnostic model error.

In comparison, Ross & Bagnell (2012)’s regret bound is

$$\hat{O}(\epsilon_{oc} + \frac{C \max \{ V_{\max}, \hat{V}_{\max} \}}{1 - \gamma} \left( \frac{C KL_{\text{model}} + 1}{\sqrt{T}} \right))$$

We use $\hat{O}$ to omit logarithmic dependencies on terms.

3Here we use $KL(\cdot, \cdot)$ to denote the Kullback–Leibler divergence and denote the training data distribution as $D_T = \frac{1}{T} \sum_{t=1}^T D_t$.  

2To see this, apply the performance difference lemma (Kakade & Langford, 2002) on term 1 in Lemma 3.1.
The Virtues of Laziness in Model-based RL

Algorithm 4 Moment Matching FitModel($D_t, \{\ell_t\}_{t=1}^{T-1}$)

**Require:** Data $D_t$, model class $M$, previous losses $\{\ell_t\}_{t=1}^{T-1}$

1. Define loss

$$\ell_t(M) = \mathbb{E}_{(s, a, s') \sim D_t} \left[ V_{M}^\pi(s') - \mathbb{E}_{s'' \sim M(s, a)} [V_{M}^\pi(s'')] \right]$$

(9)

2. Compute model $\hat{M}_{t+1}$ using an online no-regret algorithm, such as FTRL Hazan et al. (2016),

$$\hat{M}_{t+1} \leftarrow \arg\min_{M \in M} \sum_{\tau=1}^{t} \ell_t(M) + \mathcal{R}(M).$$

(10)

3. **Return** $\hat{M}_{t+1}$

where $V_{\max} = \|V_{\hat{M}}^\pi\|_{\infty}$ is difficult to optimize as $\pi^*$ is unknown, and can be as large as the effective horizon $\frac{1}{1-\gamma}$.

On the other hand, our bound only has $\hat{V}_{\max} = \|V_{\hat{M}}^\pi\|_{\infty}$ which is optimized in Algorithm 3 for states that are sampled from $\nu$. Thus, we expect that there exists cases where $\hat{V}_{\max}$ is much smaller when compared to $V_{\max}$, leading to a tighter regret bound in Theorem 5.1. Hence, while LAMPS primarily solves challenge C1 lending computational gains, we also observe statistical gains in practice as we show in our experiments in Section 7. Another crucial difference is that the coverage coefficient $C$ shows up for the policy optimization error in LAMPS regret bound which suggests that LAMPS is relatively more sensitive to the quality of exploration distribution $\nu$. We show an example of this in Appendix C.2.

6. LAMPS-MM: Lazy Model-based Policy Search via Value Moment Matching

The previous section introduced an algorithm LAMPS that, while being more computationally efficient than existing MBRL methods, did not reap the full benefits of our proposed unified objective PDAM. LAMPS optimizes the objective presented in Corollary 5.1 which is a weak upper bound of the unified objective (as explained in Section 3.2.) A natural question would be to ask whether there exists an algorithm that directly optimizes the unified objective without constructing a weak upper bound. We present such an algorithm in this section. The key idea is to formulate it as a moment matching problem (Sun et al., 2019b; Swamy et al., 2021) where our learned model is matching the true dynamics in expectation using value moments.

Algorithm 4 minimizes the value moment difference between true and predicted successors on a given dataset of transitions. Note that we use the objective $\ell_t$ in (9) to upper bound the original linear objective in (6) and (7) and we use a Follow-the-Regularized-Leader (FTRL) approach with a strongly convex regularizer $\mathcal{R}(M)$ allows us to achieve a no-regret guarantee. We refer to the new MBRL algorithm that uses value moment matching based Algorithm 4 for model fitting and Algorithm 3 for policy computation in the framework of Algorithm 1 as LAMPS-MM.

LAMPS-MM, by virtue of optimizing PDAM, does not suffer challenge C2 as the model fitting objective helps learn models that are useful for policy computation by focusing on critical states where any mistake in action can lead to large value differences. Going back to the example in Figure 1, LAMPS-MM would pick $M_{good}$ over $M_{bad}$ as the latter incurs high loss $\ell_t$ (9) at state $A$. Thus, LAMPS-MM solves both challenges C1 and C2. This results in improved statistical efficiency as indicated by its tighter regret bound:

**Theorem 6.1.** Let $\{\hat{\pi}_t\}_{t=1}^{T}$ be the sequence of returned policies of LAMPS-MM, we have:

$$\frac{1}{T} \sum_{t=1}^{T} J_{\hat{M}}(\hat{\pi}_t) - J_{\hat{M}}(\pi^*) \leq \hat{O} \left( C\epsilon_{\mu} \frac{C}{1-\gamma} \left( \sqrt{\epsilon_{model}} + \frac{1}{\sqrt{T}} \right) \right),$$

where $\epsilon_{model} = \min_{M \in M, \hat{M}} \frac{1}{T} \sum_{t=1}^{T} \ell_t(M)$ is the agnostic model error, $\epsilon_{\mu}$ is the policy advantage error, and $C = \sup_{s,a} \frac{D_{\nu^*}(s,a)}{\nu^*(s,a)}$ is the coverage coefficient.

Comparing the above regret bound with that of LAMPS in Theorem 5.1, we have improved the bound by getting rid of the dependency on $\hat{V}_{\max}$ which as stated in Section 5, can be as large as $\frac{1}{1-\gamma}$ in the worst case.

Despite the statistical advantages of LAMPS-MM, its practical implementation is difficult as estimating the loss $\ell_t$ (9) requires evaluating the policy in the learned model which can only be approximated in large MDPs. A similar difficulty was also observed in previous works (Ayoub et al., 2020; Grimm et al., 2020; Farahmand et al., 2017) that proposed value-aware objectives for model fitting. We highlight a few scenarios in which Algorithm 4 is practically realizable. First, for finite MDPs we can evaluate the policy exactly avoiding this difficulty. Second, in MDPs such as

---

Footnote 6: Note that $\epsilon_{model}$ implicitly depends on the value function. However, if the model class $M$ is rich enough, we can expect this error to be small. For example, if $M$ contains $M^*$ then this error goes to zero resulting in a regret bound with no dependence on $\hat{V}_{\max}$, whereas the regret bound in Theorem 5.1 still retains a dependence on $\hat{V}_{\max}$ even in the realizable case.
linear dynamical systems with quadratic costs where we can compute the value of policy in closed form, we can estimate \( \ell_t \) and use a gradient-based optimization method to find the best model in the model class in the optimization problem (10). We demonstrate both of these scenarios in our experiments in Section 7. It is also important to note that solving (10) using a batch algorithm, like gradient descent, would require aggregating both data \( D_t \) and value functions \( \hat{V}^\pi_{M_t} \) across iterations in Algorithm 1. This is advantageous as our approach does not require us to compute gradients through how changes in model \( M \) affect the value estimates used in \( \ell_t(M) \) (see (9)) which can be very difficult to compute.

For completeness, we also give a finite sample analysis for LAMPS-MM in Appendix B.4. Note that we skip the finite sample analysis for LAMPS, because the analysis takes the same form as Ross & Bagnell (2012).

Note that although the \( \ell_1 \) version of the objective function (9) has its own advantages, it indeed suffers from the double sampling issue. To see that, recall that (9) is the empirical version of the objective:

\[
\mathbb{E}_{(s,a) \sim D_t} \left[ \mathbb{E}_{s' \sim M^*(s,a)} \left[ V^\hat{\pi}_{M_t}(s') \right] - \mathbb{E}_{s'' \sim M(s,a)} \left[ V^\hat{\pi}_{M_t}(s'') \right] \right]
\]

where the expectations of both \( M^* \) and \( M \) are inside the absolute value. Note that the empirical loss is still unbiased in the deterministic dynamical system, and various solutions have been proposed to obtain either an unbiased gradient estimate (Hartford et al., 2017), and various remedies have also been proposed specifically in the RL setting (Baird, 1995; Cheng et al., 2022; Modí et al., 2021; Zhang et al., 2022), either by designing a game-theoretic objective or introducing a debiasing term. Theoretically, our algorithm is able to avoid the double sampling issue by directly using the unsigned/linear loss by splitting the samples from the exploration distribution and the samples from the learned policies. We prove that using this linear loss objective can also achieve the same regret guarantee in B.3.

### 7. Experiments

In this section, we present experiments that test our proposed algorithms against baselines across five varied domains. For baselines, we compare with Ross & Bagnell (2012) that uses MLE for model fitting and optimal planning for policy computation, and call this baseline as SYSID. In addition to this, we also use MBPO (Janner et al., 2019) and design variants of it that utilize exploration distribution, similar to SYSID, to ensure a fair comparison with our proposed algorithms. We defer details of our experiment setup, cost functions, and baseline implementation to Appendix C.

#### 7.1. Helicopter

In this domain from Ross & Bagnell (2012), we compare LAMPS with SYSID. The objective of the task is for the helicopter to track a desired trajectory with unknown dynamics under the presence of noise. For both approaches, we use an exploration distribution \( \nu \) that samples from the desired trajectory. For optimal planning in SYSID, we run iLQR (Li & Todorov, 2004) until convergence, and to implement Algorithm 3 for LAMPS we run a single iteration of iLQR where the forward pass is replaced with the desired trajectory and we run a single LQR backward pass on it to compute the policy. For detailed explanation on the dynamics, cost function, and implementations of SYSID and LAMPS, refer to Appendix C.1.1.

Figure 2(a) shows that LAMPS can learn a better policy than SYSID given the same amount of real world data and the same exploration distribution, indicating statistical gains. To test our hypothesis that this is due to the tighter regret bound for LAMPS as \( V_{\text{max}} < V_{\text{max}} \), Figure 2(c) shows how the learned policy \( \pi \) performs in the learned model \( M \) for both approaches, and the expert’s performance in \( \hat{M} \). Observe that both LAMPS and SYSID are able to optimize \( V^\pi_\nu \), but the expert’s performance \( V^\pi_{\hat{M}} \) is not optimized as well leading to a weaker regret bound for SYSID when compared to LAMPS. Figure 2(b) shows the computational benefits of LAMPS where we plot the number of LQR solver calls, the most expensive operation, made by each approach and we can observe that by only optimizing on the exploration distribution LAMPS significantly outperforms SYSID in the amount of computation used.

#### 7.2. WideTree

We use a variant of the finite MDP domain introduced in Ayoub et al. (2020) that is very similar to Figure 1 with \( H = 3 \). The model class consists of two models: \( M_{\text{good}} \) and \( M_{\text{bad}} \) as described in Figure 1. For detailed explanation of the dynamics, refer to Figure 5 in Appendix C.1.2. We compare LAMPS-MM and SYSID. To compute the best model to pick at every iteration given the data so far, we use Hedge (Freund & Schapire, 1997) to update the discrete probability distribution over the two models. Figure 2(d) shows how the distribution evolves when using MLE-based model fitting loss in SYSID and value moment matching loss in LAMPS-MM. As \( M_{\text{bad}} \) matches true dynamics everywhere except at the root, SYSID collapses to a distribution that picks the bad model over a good model always, while LAMPS-MM which reasons about the usefulness of transitions in computing good policies converges to a

---

3 Code for all our experiments can be found at https://github.com/vvanirudh/LAMPS-MBRL.
7.3. Linear Dynamical System

In this experiment, we use a simple linear dynamical system with quadratic costs over a finite horizon as our domain (similar to LQR) for which we can compute the value function in closed form. The real world has time-varying linear dynamics while the model class only has time-invariant linear models making it agnostic. The cost function penalizes control input at every timestep and the state only at the final timestep (no intermediate state costs.) For detailed explanation on the dynamics, cost functions, and model fitting losses, refer to Appendix C.1.3. Figure 2(e) shows the results for LAMPS-MM and SysID. SysID converges slowly to the expert performance trying to match the true dynamics at every timestep while LAMPS-MM using the value moment matching objective quickly realizes that only the final state matters for cost and finds a simple model which results in controls that bring the state to zero by the end of the horizon. Thus, we see that LAMPS-MM by being value-aware can achieve significant statistical gains over traditional MBRL methods.

7.4. Mujoco Locomotion Benchmarks

In this experiment we test LAMPS on the standard dense reward mujoco benchmarks (Brockman et al., 2016). All baselines are implemented based on MBPO (Janner et al., 2019).

In addition to MBPO, we also design a variant MBPO-SysID which also uses data from exploration distribution, similar to SysID, for model fitting. The branched update in MBPO serves as an efficient surrogate for optimal planning in MBPO-SysID. Another variant MBPO-SysID (2x) doubles the number of policy updates and the number of interactions with the learned model used when compared to MBPO-SysID. For LAMPS, we keep the model fitting procedure the same as MBPO-SysID and use states sampled from the exploration distribution for policy updates, rather than the current policy’s visitation distribution. For the exploration distribution \( \nu \), we use an offline dataset and sample from it every iteration. For more details on implementation such as hyperparameters, refer to Appendix C.3.

We show the results in Figure 3. Compared to MBPO, both LAMPS and MBPO-SysID show better statistical efficiency, which highlights the advantage of exploration distribution (Ross & Bagnell, 2012). We note that LAMPS consistently finds better policies with less number of real world interactions than MBPO-SysID across all environments, especially in humanoid which is the most difficult environment among the ones used. The performance of MBPO-SysID (2x) shows that even when equipped with twice the amount of computation as LAMPS, LAMPS still outperforms or is competitive in all experiments. This highlights both the computational and statistical efficiency of LAMPS.
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Figure 4. Results on D4RL PointMaze (large) environment. We use 10000 exploration samples (left) and 50000 samples (right). In both setups, our algorithm shows a better exploration ability even though neither approach utilizes an explicit exploration scheme such as an exploration bonus. The results are averaged over 5 random seeds and the shaded area denotes the standard error.

7.5. Maze

Our final experiment investigates the performance of LAMPS in sparse reward task by using PointMaze environment (Fu et al., 2020) as the domain. We use only a small subset of the offline dataset as the exploration distribution resulting in partial coverage and a small number of expert trajectories. More details in Appendix C.1.4. Since LAMPS uses the exploration distribution in both model fitting and policy computation steps, we expect it to outperform MBPO-SysID, which only uses it in model fitting, as intelligent exploration is necessary in sparse reward settings. Figure 4 confirms our hypothesis where LAMPS outperforms MBPO-SysID by a significant margin. By focusing policy computation only along exploration distribution, LAMPS does not exploit any inaccuracies elsewhere in the learned model and quickly converges to a good policy.

8. Discussion

In this work, we introduce a new unified objective function for MBRL. The proposed objective function is designed to improve computational efficiency in policy computation and alleviate the objective mismatch issue in model fitting. Additionally, we present two no-regret algorithms, LAMPS and LAMPS-MM, that leverage the proposed objective function and demonstrate their effectiveness through statistical and computational gains on simulated benchmarks.

However, it should be noted that while LAMPS is relatively straightforward to implement, LAMPS-MM may be challenging to apply to large MDPs where exact policy evaluation is difficult. Furthermore, the performance of LAMPS-MM relaxes to performance indistinguishable to LAMPS when the space of potential value functions, as used in (9), is very broad. Put differently, LAMPS-MM provides advantage when the possible distribution of next states is very complex, but the class of models admits a more limited set of value functions. To highlight LAMPS-MM effectiveness in models where we can compute a set of model value-function relatively efficiently, we present both the Linear Dynamical System (Section 7.3) and Widetree (Section 7.2) experiments. We leave extending this to large MDPs as future work.

Additionally, both algorithms are sensitive to the quality of exploration distribution $\nu$, and can only guarantee small regret against policies with state-action distribution close to $\nu$. Hence, we can expect these algorithms to compute a good policy if our prior knowledge of the task allows us to design good exploration distributions.

An interesting future work would be to extend this to the latent model setting, where we learn dynamics over an underlying latent state. In such a setting, the typical MLE model fitting objective does not intuitively make sense as we do not observe the underlying state and only have access to raw observations. We would also like to investigate if there exists a “doubly-robust” version that combines the best of SysID and LAMPS where we can take advantage of either having a good exploration distribution or a computationally cheap optimal planner.
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A. Proofs

A.1. Proofs for Section 3.1

The simulation lemma is useful to relate the performance of any policy \( \pi \), between two models, for example, the learned model \( M \) and the real model \( M^* \):

**Lemma A.1 (Simulation Lemma).** For any start distribution \( \omega \), policy \( \pi \), and transition functions \( \hat{M}, M^* \), we have

\[
J^\omega_{M^*}(\pi) - J^\omega_M(\pi) = E_s \sim \omega[V^\pi_{M^*}(s) - V^\pi_M(s)]
\]

\[
= \gamma \frac{1}{1 - \gamma} E_{(s,a) \sim D_{\omega,\pi}} \left[ E_{s' \sim M^*(s,a)}[V^\pi_{M^*}(s')] - E_{s' \sim \hat{M}(s,a)}[V^\pi_{\hat{M}}(s')] \right]
\]

**(11)**

**Proof.** The first equality follows from the definition of \( J^\omega_M(\pi) \) as defined in Section 3. To prove the second equality we establish a recurrence as follows:

\[
E_s \sim \omega[V^\pi_{M^*}(s) - V^\pi_M(s)]
\]

\[
= \frac{\gamma}{1 - \gamma} \frac{\gamma}{1 - \gamma} E_{s \sim \omega, \omega' \sim \pi}(c(s,a) + \gamma E_{s' \sim M^*(s,a)}[V^\pi_{M^*}(s')] - c(s,a) - \gamma E_{s' \sim \hat{M}(s,a)}[V^\pi_{\hat{M}}(s')])
\]

\[
= \gamma \frac{1}{1 - \gamma} \frac{\gamma}{1 - \gamma} E_{s \sim \omega, a \sim \pi}(\gamma E_{s' \sim M^*(s,a)}[V^\pi_{M^*}(s')] - E_{s' \sim \hat{M}(s,a)}[V^\pi_{\hat{M}}(s')])
\]

Thus, we established a recurrence between the performance difference at time 0 and the performance difference at time 1 with the state sampled from the state distribution by following \( \pi \) at time 1. We can solve this recurrence for the infinite horizon to get the lemma statement.

The Performance difference via Planning in Model (PDPM) lemma is as follows:

**Lemma A.2 (PDPM (Lemma 3.1 restate)).** For any start state distribution \( \omega \), policies \( \hat{\pi}, \pi^* \), and transition functions \( \hat{M}, M^* \) we have,

\[
J^\omega_{M^*}(\hat{\pi}) - J^\omega_{M^*}(\pi^*) = E_s \sim \omega[V^\pi_{M^*}(s) - V^\pi_{\hat{M}}(s)]
\]

\[
= \frac{\gamma}{1 - \gamma} E_{(s,a) \sim D_{\omega,\hat{\pi}}} \left[ E_{s' \sim M^*(s,a)}[V^\pi_{M^*}(s')] - E_{s' \sim \hat{M}(s,a)}[V^\pi_{\hat{M}}(s')] \right]
\]

\[
+ \frac{\gamma}{1 - \gamma} E_{(s,a) \sim D_{\omega,\pi}} \left[ E_{s' \sim M^*(s,a)}[V^\pi_{\pi^*}(s')] - E_{s' \sim \hat{M}(s,a)}[V^\pi_{\hat{M}}(s')] \right]
\]

**Proof.** We can add and subtract terms on the left hand side to get

\[
E_{s \sim \omega}[V^\pi_{M^*}(s) - V^\pi_{\hat{M}}(s)] =
\]

\[
E_{s \sim \omega} \left[ (V^\pi_{M^*}(s) - V^\pi_{\hat{M}}(s)) + (V^\pi_{\hat{M}}(s) - V^\pi_{M^*}(s)) \right]
\]

Apply the simulation lemma to the second and third terms inside the expectation above to get the result

\[
E_{s \sim \omega}[V^\pi_{M^*}(s) - V^\pi_{\hat{M}}(s)] = E_{s \sim \omega}[V^\pi_{M^*}(s) - V^\pi_{\hat{M}}(s)]
\]

\[
+ \frac{\gamma}{1 - \gamma} E_{(s,a) \sim D_{\omega,\pi}} \left( E_{s' \sim M^*(s,a),s'' \sim \hat{M}(s,a)}[V^\pi_{\pi^*}(s'')] - E_{s' \sim \hat{M}(s,a)}[V^\pi_{\hat{M}}(s'')] \right)
\]

\[
+ \frac{\gamma}{1 - \gamma} E_{(s,a) \sim D_{\omega,\pi}} \left( E_{s' \sim M^*(s,a),s'' \sim \hat{M}(s,a)}[V^\pi_{\pi^*}(s'')] - E_{s' \sim \hat{M}(s,a)}[V^\pi_{\hat{M}}(s'')] \right)
\]

\[
\]
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**Corollary A.1** (Corollary 3.1 restate). For any start state distribution \( \omega \), \( \pi^* \), and transition functions \( \hat{M}, M^* \), let \( \hat{\pi} \) be the returned optimal control policy in \( \hat{M} \) as in (4), we have,

\[
E_{s\sim\omega}[V_{\hat{M}}^\hat{\pi}(s) - V_{\hat{M}}^{\pi^*}(s)] \leq \epsilon_{\text{oc}} + \gamma \hat{V}_{\text{max}} \frac{1}{1 - \gamma} E_{(s,a)\sim D_{\omega,a}} \left\| \hat{M}(s,a) - M^*(s,a) \right\|_1 + \gamma \hat{V}_{\text{max}} \frac{1}{1 - \gamma} E_{(s,a)\sim D_{\omega,a}} \left\| \hat{M}(s,a) - M^*(s,a) \right\|_1,
\]

where \( \hat{V}_{\text{max}} = \| V_{\hat{M}}^\hat{\pi} \|_\infty, V_{\text{max}} = \| V_{\hat{M}}^{\pi^*} \|_\infty \).

**Proof.** By Lemma 3.1, we have:

\[
E_{s\sim\omega}[V_{\hat{M}}^\hat{\pi}(s) - V_{\hat{M}}^{\pi^*}(s)] = E_{s\sim\omega}[V_{\hat{M}}^\hat{\pi}(s) - V_{\hat{M}}^{\hat{\pi}}(s)] + \gamma E_{(s,a)\sim D_{\omega,a}}[V_{\hat{M}}^\hat{\pi}(s') - V_{\hat{M}}^{\hat{\pi}}(s'')] + \gamma E_{(s,a)\sim D_{\omega,a}}[V_{\hat{M}}^{\hat{\pi}}(s'') - V_{\hat{M}}^{\pi^*}(s')],
\]

Then we bound the first term by (4), and by holder’s inequality, the second term is bounded by

\[
\frac{\gamma}{1 - \gamma} E_{(s,a)\sim D_{\omega,a}, s'\sim M^*(s,a), s''\sim M(s,a)}[V_{\hat{M}}^\hat{\pi}(s') - V_{\hat{M}}^{\pi^*}(s'')] \leq \frac{\gamma}{1 - \gamma} \| V_{\hat{M}}^\hat{\pi} \|_\infty E_{s,a\sim D_{\omega,a}} \left\| \hat{M}(s,a) - M^*(s,a) \right\|_1,
\]

and apply holder’s inequality to the third term similarly, we complete the proof.

\( \square \)

**A.2. Proofs for Section 4**

In this section, we present the proof for Section 4. Let us start with the Performance Difference via Advantage in Model (PDAM) Lemma:

**Lemma A.3** (PDAM (restate of Lemma 4.1)). Given any start state distribution \( \omega \), policies \( \hat{\pi}, \pi^* \), and transition functions \( \hat{M}, M^* \) we have:

\[
J_{\hat{M}}^\hat{\pi}(\hat{\pi}) - J_{\hat{M}}^{\pi^*}(\pi^*) = E_{s\sim\omega}[V_{\hat{M}}^\hat{\pi}(s) - V_{\hat{M}}^{\pi^*}(s)] = \gamma E_{(s,a)\sim D_{\omega,a}}[V_{\hat{M}}^\hat{\pi}(s') - V_{\hat{M}}^{\hat{\pi}}(s'')] + \gamma E_{(s,a)\sim D_{\omega,a}, s'\sim M^*(s,a), s''\sim M(s,a)}[V_{\hat{M}}^\hat{\pi}(s') - V_{\hat{M}}^{\hat{\pi}}(s'')] + \gamma E_{s\sim D_{\omega,a}}[V_{\hat{M}}^\hat{\pi}(s) - \pi^*(a)]
\]

**Proof.** Let’s begin with the left hand side, and reformulate it as follows:

\[
E_{s\sim\omega}[V_{\hat{M}}^\hat{\pi}(s) - V_{\hat{M}}^{\pi^*}(s)] = E_{s\sim\omega}[V_{\hat{M}}^\hat{\pi}(s) - V_{\hat{M}}^{\hat{\pi}}(s)] + E_{s\sim\omega}[V_{\hat{M}}^{\hat{\pi}}(s) - V_{\hat{M}}^{\pi^*}(s)]
\]

The second term above is familiar to us, it is the left hand side of the simulation lemma in equation (11). So we can apply the simulation lemma to get:

\[
E_{s\sim\omega}[V_{\hat{M}}^\hat{\pi}(s) - V_{\hat{M}}^{\pi^*}(s)] = E_{s\sim\omega}[V_{\hat{M}}^\hat{\pi}(s) - V_{\hat{M}}^{\hat{\pi}}(s)] + \gamma E_{(s,a)\sim D_{\omega,a}}[V_{\hat{M}}^\hat{\pi}(s') - V_{\hat{M}}^{\hat{\pi}}(s'')] = \gamma \frac{1}{1 - \gamma} E_{(s,a)\sim D_{\omega,a}}[V_{\hat{M}}^\hat{\pi}(s') - V_{\hat{M}}^{\hat{\pi}}(s'')] + \gamma E_{s\sim D_{\omega,a}}[V_{\hat{M}}^\hat{\pi}(s) - \pi^*(a)]
\]

(12)
Now all that remains is the first term which can be simplified as:

\[
E_{s \sim \omega} [V_{M}^\pi(s) - V_{M^*}^\pi(s)] \\
= E_{s \sim \omega} [V_{M}^\pi(s) - E_{a \sim \pi^*(s)} Q_{M}^\pi(s, a) + E_{a \sim \pi^*(s)} Q_{M}^\pi(s, a) - V_{M^*}^\pi(s)] \\
= E_{s \sim \omega} [V_{M}^\pi(s) - E_{a \sim \pi^*(s)} Q_{M}^\pi(s, a)] \\
+ E_{s \sim \omega} \left[ E_{a \sim \pi^*(s)} [c(s, a) + \gamma E_{s'' \sim M(s, a)} V_{M}^\pi(s'')] - E_{a \sim \pi^*(s)} V_{M^*}^\pi(s') \right] \\
= E_{s \sim \omega} [V_{M}^\pi(s) - E_{a \sim \pi^*(s)} Q_{M}^\pi(s, a)] \\
+ \gamma E_{(s, a) \sim D_0^0, \pi^*} \left[ E_{s'' \sim M(s, a)} V_{M}^\pi(s'') - E_{s' \sim M^*(s, a)} V_{M}^\pi(s') \right] \\
+ \gamma E_{(s, a) \sim D_0^0, \pi^*} \left[ E_{s' \sim M^*(s, a)} V_{M}^\pi(s') - E_{s'' \sim M^*(s, a)} V_{M}^\pi(s'') \right] \\
= E_{s \sim \omega} [V_{M}^\pi(s) - E_{a \sim \pi^*(s)} Q_{M}^\pi(s, a)] \\
+ \gamma E_{(s, a) \sim D_0^0, \pi^*} \left[ E_{s'' \sim M(s, a)} V_{M}^\pi(s'') - E_{s' \sim M^*(s, a)} V_{M}^\pi(s') \right] \\
+ \gamma E_{(s, a) \sim D_0^0, \pi^*} \left[ E_{s' \sim M^*(s, a)} V_{M}^\pi(s') - E_{s'' \sim M^*(s, a)} V_{M}^\pi(s'') \right] \\
+ \gamma E_{s' \sim d_0^1, \pi^*} \left[ V_{M}^\pi(s') - V_{M}^\pi(s) \right]
\]

Solving the above recurrence to the infinite horizon we obtain:

\[
E_{s \sim \omega} [V_{M}^\pi(s) - V_{M^*}^\pi(s),class] = \\
\frac{1}{1 - \gamma E_{(s, a) \sim D_0^0, \pi^*} \left[ E_{s'' \sim M(s, a)} V_{M}^\pi(s'') - E_{s' \sim M^*(s, a)} V_{M}^\pi(s') \right]} \\
+ \frac{1}{1 - \gamma E_{s \sim d_0^1, \pi^*} \left[ V_{M}^\pi(s) - E_{a \sim \pi^*(s)} Q_{M}^\pi(s, a) \right]}
\]

By combining this with our previous result using Simulation Lemma in (12), we can complete the proof. \( \square \)

Now, we show the results using the exploration distribution \( \nu \) and coverage coefficient \( C \):

**Corollary A.2.** Let \( \nu \) be the exploration distribution, and let \( C \) be the coverage coefficient. Given any start state distribution
where the first term is by Corollary A.3, we have:

\[
J_{M^*}^\nu(\pi) - J_{\hat{M}}^{\nu}(\pi^*) = \mathbb{E}_{s \sim \omega}[V_{M^*}^\nu(s) - V_{\hat{M}}^{\nu}(s)] \\
\leq \frac{\gamma}{1 - \gamma}\mathbb{E}_{(s,a) \sim D_{\omega,\pi}} [\mathbb{E}_{s' \sim M^*(s,a)} [V_{M^*}^\nu(s') - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\nu(s'')]] + \gamma C \mathbb{E}_{(s,a) \sim D_{\omega,\pi^{\star}}} [\mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\nu(s'') - \mathbb{E}_{s''' \sim M(s,a)} [V_{M^*}^\nu(s''')]] + C \frac{1}{1 - \gamma} \mathbb{E}_{s \sim \nu \sim D_e} [V_{\hat{M}}^{\nu}(s) - Q_{\hat{M}}^{\nu}(s, a)],
\]

Proof. Lemma 4.1 gives us:

\[
J_{M^*}^\nu(\pi) - J_{\hat{M}}^{\nu}(\pi^*) = \mathbb{E}_{s \sim \omega}[V_{M^*}^\nu(s) - V_{\hat{M}}^{\nu}(s)] \\
\leq \frac{\gamma}{1 - \gamma}\mathbb{E}_{(s,a) \sim D_{\omega,\pi}} [\mathbb{E}_{s' \sim M^*(s,a)} [V_{M^*}^\nu(s') - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\nu(s'')]] + \gamma C \mathbb{E}_{(s,a) \sim D_{\omega,\pi^{\star}}} [\mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\nu(s'') - \mathbb{E}_{s''' \sim M(s,a)} [V_{M^*}^\nu(s''')]] + C \frac{1}{1 - \gamma} \mathbb{E}_{s \sim \nu \sim D_e} [V_{\hat{M}}^{\nu}(s) - Q_{\hat{M}}^{\nu}(s, a)],
\]

Then let \( \nu \) be the explore distribution, we have:

\[
J_{M^*}^\nu(\pi) - J_{\hat{M}}^{\nu}(\pi^*) = \mathbb{E}_{s \sim \omega}[V_{M^*}^\nu(s) - V_{\hat{M}}^{\nu}(s)] \\
\leq \frac{\gamma}{1 - \gamma}\mathbb{E}_{(s,a) \sim D_{\omega,\pi}} [\mathbb{E}_{s' \sim M^*(s,a)} [V_{M^*}^\nu(s') - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\nu(s'')]] + \gamma C \mathbb{E}_{(s,a) \sim D_{\omega,\pi^{\star}}} [\mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\nu(s'') - \mathbb{E}_{s''' \sim M(s,a)} [V_{M^*}^\nu(s''')]] + C \frac{1}{1 - \gamma} \mathbb{E}_{s \sim \nu \sim D_e} [V_{\hat{M}}^{\nu}(s) - Q_{\hat{M}}^{\nu}(s, a)],
\]

where the first term is by \( C \geq 1 \), and the last two are by importance sampling.

A3. Proof for Section 5

The following result will be stated in terms of expert distribution \( D_{\omega,\pi^{\star}} \) for simplicity. We show in Corollary A.4 that this can be extended to the case when we only have access to an exploration distribution \( \nu \).

Corollary A.3 (Corollary 5.1 restate). For any start state distribution \( \omega \), \( \pi^{\star} \), and transition functions \( \hat{M}, M^{\star} \), we have:

\[
J_{M^*}^\nu(\pi) - J_{\hat{M}}^{\nu}(\pi^*) = \mathbb{E}_{s \sim \omega}[V_{M^*}^\nu(s) - V_{\hat{M}}^{\nu}(s)] \\
\leq \frac{\gamma V_{\max}}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega,\pi}} ||\hat{M}(s, a) - M^{\star}(s, a)||_1 \\
+ \gamma V_{\max} \frac{1}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega,\pi^{\star}}} ||\hat{M}(s, a) - M^{\star}(s, a)||_1 \\
+ \frac{1}{1 - \gamma} \mathbb{E}_{s \sim \nu \sim D_e} [V_{\hat{M}}^{\nu}(s) - \mathbb{E}_{a \sim \pi^{\star}(s)} [Q_{\hat{M}}^{\nu}(s, a)]]
\]
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**Proof.** By Lemma 4.1, we have:

\[
J_{M}^{\pi}(\hat{\pi}) - J_{M}^{\pi}(\pi^*) = \mathbb{E}_{s \sim \omega}[V_{M}^{\hat{\pi}}(s) - V_{M}^{\pi^*}(s)] = \\
\frac{\gamma}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega,s}}[V_{M}^{\hat{\pi}}(s') - \mathbb{E}_{s' \sim M(s,a)}[V_{M}^{\hat{\pi}}(s'')]] + \\
\frac{\gamma}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega,s}}[V_{M}^{\hat{\pi}}(s') - \mathbb{E}_{s' \sim M(s,a)}[V_{M}^{\hat{\pi}}(s'')]] + \\
\frac{1}{1 - \gamma} \mathbb{E}_{s \sim D_{\omega,s}^*}[V_{M}^{\hat{\pi}}(s) - \mathbb{E}_{a \sim \pi^*}(s)[Q_{M}^{\hat{\pi}}(s,a)]].
\]

Applying holder’s inequality to the first two terms completes the proof.

**Theorem A.1 (Theorem 5.1 restate).** Let \( \{\hat{\pi}_t\}_{t=1}^{T} \) be the sequence of returned policies of LAMPS, we have:

\[
\frac{1}{T} \sum_{t=1}^{T} J_{M}^{\pi}(\hat{\pi}_t) - J_{M}^{\pi}(\pi^*) \leq \hat{V}_{\text{max}} \left( \epsilon_{po} + \sqrt{\frac{\epsilon_{KL}}{1 - \gamma}} \left( \sqrt{\epsilon_{\text{model}}} + \frac{1}{\sqrt{T}} \right) \right),
\]

where \( \hat{V}_{\text{max}} = \|V_{M}^{\hat{\pi}}\|_{\infty} \) and \( \epsilon_{\text{KL}} = \min_{M \in \mathcal{M}} \mathbb{E}_{s,a \sim D_{\pi}} \text{KL}(M(s,a), M^*(s,a)) \) is the agnostic model error.

**Proof.** Similar to Ross & Bagnell (2012), this proof is to establish the model error guarantee from running Algorithm 2. First, by Corollary 5.1, we have

\[
\sum_{t=1}^{T} J_{M}^{\pi}(\hat{\pi}_t) - J_{M}^{\pi}(\pi^*) \leq \sum_{t=1}^{T} \frac{\gamma \hat{V}_{\text{max}}}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega,s}}[\hat{M}_t(s,a) - M^*(s,a)] + \frac{\gamma \hat{V}_{\text{max}}}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega,s}^*}[\hat{M}_t(s,a) - M^*(s,a)] + \\
\sum_{t=1}^{T} \frac{1}{1 - \gamma} \mathbb{E}_{s \sim D_{\omega,s}^*}[V_{M}^{\hat{\pi}_t}(s) - \mathbb{E}_{a \sim \pi^*}(s)[Q_{M}^{\hat{\pi}_t}(s,a)]]
\]

where the last line is by running Algorithm 3. To bound the model error, recall the MLE model loss function:

\[\ell_t(M) = \mathbb{E}_{s,a,s' \sim D_t} \log M(s' | s, a),\]

then running FTL as in Algorithm 2 for \( T \) rounds gives us:

\[
\sum_{t=1}^{T} \ell_t(M) \leq \min_{M \in \mathcal{M}} \sum_{t=1}^{T} \ell_t(M) + O(\log(T))
\]

\[
\sum_{t=1}^{T} \ell_t(\hat{M}_t) + 2\mathbb{E}_{s,a \sim D_t, s' \sim M^*(s,a)} \log(M^*(s' | s, a)) \leq \min_{M \in \mathcal{M}} \sum_{t=1}^{T} \ell_t(M) + \\
2\mathbb{E}_{s,a \sim D_t} \mathbb{E}_{s' \sim M^*(s,a)} \log(M^*(s' | s, a)) + O(\log(T))
\]

\[
\sum_{t=1}^{T} 2\mathbb{E}_{s,a \sim D_t} \text{KL}(\hat{M}_t(s,a), M^*(s,a)) \leq \min_{M \in \mathcal{M}} \sum_{t=1}^{T} 2\mathbb{E}_{s,a \sim D_t} \text{KL}(M_t(s,a), M^*(s,a)) + O(\log(T))
\]

\[2 \sum_{t=1}^{T} \mathbb{E}_{s,a \sim D_t} \text{KL}(\hat{M}_t(s,a), M^*(s,a)) \leq 2T \epsilon_{\text{model}} + O(\log(T)) \]
Recall again $D_t = \frac{1}{2} D_{\omega, \pi_t} + \frac{1}{2} D_{\omega, \pi^*}$. Then by Pinsker’s inequality and Jensen’s inequality, we have:

$$\sum_{t=1}^{T} \mathbb{E}_{s,a \sim D_t} \| \hat{M}(s, a) - M^*(s, a) \|_1 \leq \sum_{t=1}^{T} \sqrt{2 \mathbb{E}_{s,a \sim D_t} \text{KL}(\hat{M}(s, a), M^*(s, a))}$$

$$\leq T \sqrt{\frac{1}{T} \sum_{t=1}^{T} 2 \mathbb{E}_{s,a \sim D_t} \text{KL}(\hat{M}(s, a), M^*(s, a))}$$

$$\leq 2T \sqrt{C_{\text{model}} + \tilde{O}(\sqrt{T})}. $$

Thus we have

$$\sum_{t=1}^{T} \gamma \hat{V}_{t} \mathbb{E}_{s,a \sim D_{\omega, \pi^*}} \| \hat{M}(s, a) - M^*(s, a) \|_1 \leq \gamma \hat{V}_{t} \mathbb{E}_{s,a \sim D_{\omega, \pi}} \| \hat{M}(s, a) - M^*(s, a) \|_1$$

$\leq 2 \gamma \hat{V}_{t} \sqrt{C_{\text{model}} + \tilde{O}(\sqrt{T})},$

and finally multiply both side by $\frac{1}{\gamma}$ and we complete the proof.

Finally, we show that the results easily extend to the exploration distribution setup.

**Corollary A.4.** Let $\{\hat{\pi}_t\}_{t=1}^{T}$ be the sequence of returned policies of LAMPS, we have:

$$\frac{1}{T} \sum_{t=1}^{T} J_{M^*}(\hat{\pi}_t) - J_{M^*}(\pi^*) \leq \tilde{O} \left( \epsilon_{po} + \frac{\hat{V}_{\max}}{1 - \gamma} \left( \sqrt{C_{\text{model}}} + \frac{1}{\sqrt{T}} \right) \right),$$

where $\hat{V}_{\max} = \| V_{M}^\pi \|_{\infty}$, $C = \sup_{s,a} D_{\omega, \pi^*}(s,a)$ and $C_{\text{model}} = \min_{M \in \mathcal{M}} \mathbb{E}_{s,a \sim D_t} \text{KL}(M(s, a), M^*(s, a))$ is the agnostic model error.

**Proof.** We start from Corollary A.2, which gives us:

$$J_{M}^\omega(\hat{\pi}) - J_{M}^\omega(\pi^*) = \mathbb{E}_{s \sim \omega} [V_{M}^\hat{\pi}(s) - V_{M}^{\pi^*}(s)]$$

$$\leq C \frac{\gamma}{1 - \gamma} \mathbb{E}_{s \sim D_{\omega, \pi^*}} \mathbb{E}_{s' \sim M^*} [V_{M}^\hat{\pi}(s') - V_{M}^{\pi^*}(s')]$$

$$+ C \frac{\gamma}{1 - \gamma} \mathbb{E}_{s \sim D_{\omega, \pi^*}} \mathbb{E}_{s' \sim M(s,a)} [V_{M}^\hat{\pi}(s') - V_{M}^\pi(s')]$$

$$+ C \frac{1}{1 - \gamma} \mathbb{E}_{s \sim D_{\omega, \pi^*}} [V_{M}^\pi(s) - Q_{M}^\pi(s,a)].$$

where the first term is by $C \geq 1$, and the last two are by importance ratio. Then let

$$\ell_1(M) = \mathbb{E}_{s,a,s' \sim D_t} \log M(s' | s, a),$$

and let $\hat{\pi}$ such that

$$\mathbb{E}_{s \sim D_t} \left[ V_{M}^\pi(s) - \mathbb{E}_{a \sim \pi^*} (Q_{M}^\pi(s,a)) \right] \leq \epsilon_{po},$$

where $\pi_e$ is the explore policy, repeating the argument in the proof of Theorem 5.1 completes the proof.

**A.4. Proof for Section 6**

Once again, we prove the expert distribution version for a cleaner result.
Theorem A.2 (Theorem 6.1 restate). Let \( \{\tilde{\pi}_t\}_{t=1}^T \) be the sequence of returned policies of LAMPS-MM, we have:

\[
\frac{1}{T} \sum_{t=1}^{T} J_{M^*}^\omega(\tilde{\pi}_t) - J_{M^*}^\omega(\pi^*) \leq \tilde{O}\left( \epsilon_{po} + \frac{1}{1 - \gamma} \left( \sqrt{\epsilon_{model}^{mm}} + \frac{1}{\sqrt{T}} \right) \right),
\]

where \( \epsilon_{model}^{mm} = \min_{M \in \mathcal{M}} \frac{1}{T} \sum_{t=1}^{T} \ell_t(M) \) is the agnostic model error.

Proof. For simplicity, we only prove the expert distribution version. Again we start with Lemma 4.1:

\[
J_{M^*}^\omega(\tilde{\pi}^*) - J_{M^*}^\omega(\pi^*) = \mathbb{E}_{s \sim \omega}[V_{M^*}^\pi(s) - V_{M^*}^\pi(s)]
\]

\[
= \frac{\gamma}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} \left[ \sum_{s' \sim M^*_{\pi}(s)} \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s')] - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] \right]
\]

\[
+ \frac{\gamma}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} \left[ \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] \right]
\]

\[
+ \frac{1}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} [V_{M^*}^\pi(s) - Q_{M^*}^\pi(s, a)],
\]

Also similar to the previous proofs,

\[
\sum_{t=1}^{T} J_{M^*}^\omega(\tilde{\pi}^t) - J_{M^*}^\omega(\pi^*)
\]

\[
\leq \sum_{t=1}^{T} \frac{\gamma}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} \left[ \sum_{s' \sim M^*_{\pi}(s)} \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s')] - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] \right]
\]

\[
+ \sum_{t=1}^{T} \frac{\gamma}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} \left[ \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] \right]
\]

\[
+ \sum_{t=1}^{T} \frac{1}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} [V_{M^*}^\pi(s) - Q_{M^*}^\pi(s, a)]
\]

\[
\leq \sum_{t=1}^{T} \frac{\gamma}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} \left[ \sum_{s' \sim M^*_{\pi}(s)} \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s')] - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] \right]
\]

\[
+ \sum_{t=1}^{T} \frac{\gamma}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} \left[ \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] - \mathbb{E}_{s'' \sim M(s,a)} [V_{M^*}^\pi(s'')] \right]
\]

\[
+ \sum_{t=1}^{T} \frac{1}{1 - \gamma} \mathbb{E}_{(s,a) \sim D_{\omega, \pi}} [V_{M^*}^\pi(s) - Q_{M^*}^\pi(s, a)]
\]

\[+ T \epsilon_{po} \tag{13}\]

Now we see how the model learning part actually helps us bound the first two terms. Recall our loss in (9)

\[
\mathbb{E}_{s,a \sim D_t} \left[ \sum_{s' \sim M_{\pi}(s, a)} [V_{M_t}^\pi(s') - \mathbb{E}_{s'' \sim M(s, a)} [V_{M_t}^\pi(s'')]] \right],
\]

and the FTL result guarantees us that:

\[
\sum_{t=1}^{T} \ell_t(\hat{M}_t) \leq \min_{M \in \mathcal{M}} \sum_{t=1}^{T} \ell_t(M) + O(\log T)
\]

\[
\leq T \epsilon_{model}^{mm} + O(\sqrt{T}).
\]

Then plug this back to (13) gives us:

\[
J_{M^*}^\omega(\tilde{\pi}, T) - J_{M^*}^\omega(\pi^*, T) \leq T \epsilon_{po} + T \sqrt{\epsilon_{model}^{mm}} + \tilde{O}(\sqrt{T}).
\]

And once again multiply both sides by \( \frac{1}{T} \) completes the proof. \( \square \)
Algorithm 5 NRPI

Require: Exploration distribution $\nu$, learned model $\hat{M}$, policy class $\Pi$.
1: Initialize $D = \emptyset$, $\hat{\pi}_1 \in \Pi$.
2: for $n = 1, \ldots, N$ do
3:    for $m = 1, \ldots, M$ do
4:       Sample $s^n_m \sim \nu$ and take a random action $a^n_m$.
5:       Following $\hat{M}$ and rollout $\hat{\pi}_n$, and compute cost to go $\hat{Q}_\hat{M}^{\hat{\pi}_n}(s^n_m, a^n_m)$.
6:       Aggregate dataset $D \leftarrow D \cup D_n$, where $D_n = \{(s^n_m, a^n_m, \hat{Q}_\hat{M}^{\hat{\pi}_n}(s^n_m, a^n_m))\}_{m=1}^M$.
7:    Train cost-sensitive classifier $\hat{\pi}_{n+1}$ on $D$.
8: end for
9: end for
10: Return: $\frac{1}{N} \sum_{n=1}^N \hat{\pi}_n$.

B. Additional Analysis

In this section, we present a few deferred results from the main text.

B.1. A warm-up argument using Hedge

To see the intuition of the no-regret result from the data aggregation, let us now consider a simplified version: suppose that we have a model class $\mathcal{M}$ with finitely many models, and denote the number of models as $N$. For each model $\hat{M} \in \mathcal{M}$, denote a policy with a non-positive disadvantage over $\pi^*$ in the model $\hat{M}$ as $\pi^{\hat{M}}$. Now consider our proposed algorithm with hedge as the no-regret algorithm: for each iteration $t$, we first sample a model $M_t$ according to the current weight and then roll out with $\pi_t = \pi^{M_t}$. Then for each model $\hat{M}$, we compute the loss $\ell_t(\hat{M}) = I\{\mathbb{E}_{d^\tau_t} \|\hat{M}(s, a) - M^*(s, a)\|_1 > 0\}$, One can think of such loss as whether a model makes any mistakes on the current trajectory distribution. Let us assume that the model class $\mathcal{M}$ is realizable. Then we have:

$$R(T) \leq \sum_{t=1}^T \mathbb{E}_{M_t} \gamma V_{\max} \mathbb{E}_{d^\tau_t} \|\hat{M}(s, a) - M^*(s, a)\|_1 \frac{\gamma V_{\max}}{1 - \gamma} \mathbb{E}_{d^\tau_t} \|\hat{M}(s, a) - M^*(s, a)\|_1$$

$$\leq \sum_{t=1}^T \mathbb{E}_{M_t} \ell_t(\hat{M})$$

$$\leq O(\sqrt{T \log(N)}).$$

But note that this method is computationally inefficient (because we need to compute the loss for each $\hat{M} \in \mathcal{M}$ in each round).

B.2. Analysis on the cost-sensitive classification

In this section we introduce one possible efficient method to solve line (8) for Algorithm 3. As mentioned in the main text, one can run the No-regret Policy Iteration (NRPI) as a sub-protocol in Algorithm 3, where NRPI simply performs cost-sensitive classification along the states over $\nu$. Concretely, in each round of the inner loop $n$, we will collect several samples $\{s, a, \hat{Q}\}$ as follows: we first sample a state from $s \sim \nu$, and we reset the learned model $\hat{M}$ to $s$, take a random action $a$, and rollout the current policy $\hat{\pi}_n$ and compute the cost to go $\hat{Q}^n$. Then we train a cost-sensitive classifier $\hat{\pi}_{n+1}$ on the aggregated dataset and use $\hat{\pi}_{n+1}$ as the rollout policy for the next iteration. See Algorithm 5 for more details.

Now we can show how the returned policy from Algorithm 5 can have small disadvantages compared with $\nu$. Recall that the objective that we want to bound is:

$$\mathbb{E}_{s \sim \nu} \left[ V^{\hat{\pi}_1}_{M_t}(s) - \mathbb{E}_{a \sim \nu(s)}[\hat{Q}^{\hat{\pi}_n}_{\hat{M}_t}(s, a)] \right],$$

(14)
Algorithm 6 Moment Matching FitModel with Signed Loss($\mathcal{D}_t, \{\ell_t^{s_n}\}_{i=1}^{t-1}$)

 Require: Data collected from learned policy so far $\mathcal{D}_t^{\text{learned}}$, Data collected from exploration distribution so far $\mathcal{D}_t^{\text{exp}}$, model class $\mathcal{M}$, previous losses $\{\ell_t^{s_n}\}_{i=1}^{t-1}$

 1: Define loss $\ell_t^{s_n}(M)$ as follows,

$$
\ell_t^{s_n}(M) = \mathbb{E}_{(s, a, s') \sim \mathcal{D}_t^{\text{learned}}} \left[ V_{M_t}^\pi(s') - \mathbb{E}_{s'' \sim M(s, a)} \left[ V_{M_t}^\pi(s'') \right] \right] + \mathbb{E}_{(s, a, s') \sim \mathcal{D}_t^{\text{exp}}} \left[ s'' \sim M(s, a) \left[ V_{M_t}^\pi(s'') \right] - V_{M_t}^\pi(s') \right]
$$

(15)

 2: Compute model $\hat{M}_{t+1}$ using an online no-regret algorithm that works with convex loss, such as FTRL,

$$
\hat{M}_{t+1} \leftarrow \arg\min_{M \in \mathcal{M}} \sum_{\tau=1}^{t} \ell_{s_n}^o(M) + R(M).
$$

3: Return $\hat{M}_{t+1}$

then let $\hat{\pi}_t = \frac{1}{N} \sum_{n=1}^{N} \hat{\pi}_n$, i.e., the average policy returned from each round of running NRPI. Then we have that

$$
\mathbb{E}_{s \sim \nu} \left[ V_{M_t}^\pi(s) - \mathbb{E}_{a \sim \nu(s|a)} \left[ Q_{M_t}^\pi(s, a) \right] \right] = \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}_{s \sim \nu} \left[ V_{M_t}^\pi(s) - \mathbb{E}_{a \sim \nu(s|a)} \left[ Q_{M_t}^\pi(s, a) \right] \right] \\
\leq \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}_{s \sim \nu} \left[ \mathbb{E}_{a \sim \pi_n(s|a)} Q_{M_t}^\pi(s, a) \right] - \mathbb{E}_{s \sim \nu} \min_{\pi \in \Pi} \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}_{a \sim \pi(s|a)} Q_{M_t}^\pi(s, a)
$$

$$
= \varepsilon_{\text{Reg}},
$$

where $\varepsilon_{\text{Reg}}$ is the regret of the online cost-sensitive classification algorithm over the iteration number $N$, and $\varepsilon_{\text{Reg}} \to 0$ as $N \to \infty$ (Ross & Bagnell, 2014), and thus we achieve a small disadvantage on (8). Note that the only assumption we are making is that our policy function class is rich enough so that there exists a policy $\pi$ such that it achieves a smaller cost-to-go compared with $\nu(\cdot|s)$, i.e., the inequality holds true in the second line.

B.3. Comparing with signed loss

In this section, we present an alternative algorithm of LAMPS-MM that uses a signed version of the loss instead of the $\ell_1$ loss (9). We present this alternative algorithm in Algorithm 6, where we run Algorithm 1 with Algorithm 3 and Algorithm 6. For simplicity, below provide the regret result in the expert distribution:

Theorem B.1. Let $\{\hat{\pi}_t\}_{t=1}^{T}$ be the sequence of returned policies of Algorithm 6, we have:

$$
\frac{1}{T} \sum_{t=1}^{T} J_{M^*}^\omega(\hat{\pi}_t) - J_{M^*}^\omega(\pi^*) \leq O \left( \varepsilon_p + \frac{1}{1 - \gamma} \left( \varepsilon_{\text{model}} + \frac{1}{\sqrt{T}} \right) \right),
$$

where $\varepsilon_{\text{model}} = \min_{M \in \mathcal{M}} \frac{1}{T} \sum_{t=1}^{T} \ell_{s_n}^o(M)$ is the agnostic model error.
Proof. The proof is essentially the same as the proof of Theorem 6.1. We have

\[
\sum_{t=1}^{T} J_{\hat{M}_t}^{\pi_t}(\hat{\pi}_t) - J_{\hat{M}_t}^{\pi_t}(\pi^*) \leq \sum_{t=1}^{T} \gamma \frac{1}{1 - \gamma} \mathbb{E}_{(s, a) \sim D_{\omega, x}} \left[ \mathbb{E}_{s' \sim M_t(s, a)} \left[ V_{\hat{M}_t}^{\pi_t}(s') \right] - \mathbb{E}_{s'' \sim M_t(s, a)} \left[ V_{\hat{M}_t}^{\pi_t}(s'') \right] \right]
\]

and using FTRL gives us:

\[
\sum_{t=1}^{T} \ell_t^{\pi_t}(\hat{M}_t) = \min_{M \in \mathcal{M}} \sum_{t=1}^{T} \ell_t^{\pi_t}(M) + O(\sqrt{T})
\]

and taking \( \frac{1}{T} \) on both sides completes the proof. \( \square \)

We remark that here we see that both loss function gives us a \( \tilde{O}(1/\sqrt{T}) \) regret rate. The difference comes from that in the squared loss, using Jensen’s inequality results in a \( \tilde{O}(1/\sqrt{T}) \) rate instead of \( \tilde{O}(1/T) \) rate, and in the signed loss, the slowdown is from the no-regret online learning algorithm because the signed loss function is not strongly convex.

B.4. Finite Sample Analysis of LAMPS-MM

In this section, we perform a finite sample analysis of Algorithm 4 using the online-to-batch technique (Cesa-Bianchi et al., 2004). First, let’s introduce a new function class. This function class is constructed with the model class \( \mathcal{M} \), and it takes state, action, and value function triplets as inputs. Denote \( h : \mathcal{X} \rightarrow \mathbb{R} \) so that \( \forall (s, a, v) \in \mathcal{X}, h(s, a, v) = \int M(s' | s, a) v(s') d(s') \).

Denote random variable \( x_t = (s_t, a_t, v_t) \), we note the generation of the random variable \( y_t \) where

\[
y_t = v_t(s'_t), \quad s'_t \sim M^*(s_t, a_t).
\]

Denote \( \mathcal{F}_t = \{(X_1, Y_1), \ldots, (X_{t-1}, Y_{t-1})\} \), and at each round, we use the loss function

\[
\hat{\ell}_t(h) = (h(s_t, a_t, v_t) - y_t)^2 + (h(s'_t, a'_t, v_t) - \hat{y}_t)^2,
\]

where \( (s, a) \sim D_t, s' \sim M^*(s, a) \) and \( (\hat{s}, \hat{a}) \sim D_{\omega, x}, \hat{s}' \sim M^*(\hat{s}, \hat{a}) \). Further, define

\[
Z_t = (\hat{\ell}(\hat{h}_t) - \ell(\hat{h}_t)) - (\hat{\ell}(h^*) - \ell(h^*)).
\]

Note that \( Z_t \) is a martingale difference sequence adapted to the filtration \( \mathcal{F}_t \), such that

\[
\mathbb{E}[Z_t | \mathcal{F}_t] = 0.
\]

Meanwhile, we also have that \( |Z_t| \leq \frac{8}{(1 - \gamma)^2} \). Then by Lemma B.1, we have with probability 1 \(- \delta,\)

\[
\sum_{t=1}^{T} Z_t \leq \frac{128T \log(1/\delta)}{(1 - \gamma)^4},
\]
then taking a union bound on $\mathcal{H}$, we have for any $h$,
\[
\sum_{t=1}^{T} Z_t \leq \sqrt{\frac{128 T \log(|\mathcal{H}|/\delta)}{(1-\gamma)^4}}.
\]
Then by Lemma B.2 and realizability, we have
\[
\sum_{t=1}^{T} \ell_t(\hat{h}_t) \leq R(T) + \sum_{t=1}^{T} \ell_t(h^*) + Z_t
\leq \frac{1}{(1-\gamma)^2} \sqrt{T \log(|\mathcal{H}|/\delta)}
\]
For simplicity, let’s further assume that $\epsilon_{po} \leq 0$, then we have the following regret bound:
\[
\frac{1}{T} \sum_{t=1}^{T} J_{x^*}^y (\hat{\pi}_t) - J_{x^*}^y (\pi^*) \leq \frac{1}{T} \sum_{t=1}^{T} \ell_t(\hat{h}_t)
\leq \tilde{O} \left( \frac{T^{1/4} \log(|\mathcal{H}|/\delta)^{1/4}}{(1-\gamma)} \right).
\]
Converting to sample complexity we have, by taking
\[
T = \tilde{O} \left( \frac{\log(|\mathcal{H}|/\delta)}{(1-\gamma)^4 \epsilon^4} \right),
\]
we have with probability $1 - \delta$,
\[
\frac{1}{T} \sum_{t=1}^{T} J_{x^*}^y (\hat{\pi}_t) - J_{x^*}^y (\pi^*) \leq \epsilon.
\]
Here we add a few remarks. First is that this result does not directly compare to the traditional MBRL sample complexity because a tight bound on the size of $\mathcal{H}$ is instance-dependent. Second, this result does not contradict to the difficulties mentioned in Section 6 because the issue of sampling from the learned model is implicitly addressed by the construction of $\mathcal{H}$. Finally, we remark that this result may not be optimal, one may be able to obtain a faster rate by leveraging the fact that the loss function here is simply performing least square regression (Beygelzimer et al., 2011).

B.5. Auxiliary Lemmas

Lemma B.1 (Hoeffding-Azuma Inequality). Suppose $X_1, \ldots, X_T$ is a martingale difference sequence where $|X_i| \leq R$. Then for all $\epsilon > 0$ and all positive integer $T$, we have
\[
P \left( \sum_{t=1}^{T} X_t \geq \epsilon \right) \leq \exp \left( -\frac{\epsilon^2}{2TR^2} \right).
\]

Lemma B.2 (Online-to-batch Conversion). Consider a sequential function estimation problem with function class $\mathcal{H}$. Let $\mathcal{X}$ be the input space and $\mathcal{Y}$ be the target space. Assume each the inputs and targets $(x_t, y_t)$ are generated i.i.d., where $x_t \sim \rho(x_1, y_1, \ldots, x_{t-1}, y_{t-1}), y \sim p^*(\cdot \mid x_t)$. Let $\hat{h}_t$ be the return of an online learning algorithm $A$, taking inputs $\{x_1, y_1, \hat{\ell}_1, \ldots, x_{t-1}, y_{t-1}, \hat{\ell}_{t-1}\}$, where $\hat{\ell}_t$ is the empirical version of loss function $\ell_t$ at round $t$. Define
\[
Z_t = (\hat{\ell}(\hat{h}_t)) - (\hat{\ell}(h^*)) - (\hat{\ell}(h^*)) - \ell(h^*),
\]
where $h^* = \min_{h \in \mathcal{H}} \sum_{t=1}^{T} \ell_t(h)$, we have
\[
\sum_{t=1}^{T} \ell_t(\hat{h}_t) \leq R(T) + \sum_{t=1}^{T} \ell_t(h^*) + Z_t,
\]
where $R(T)$ is the regret of running $A$ at round $T$. 23
C. Experiment details

C.1. Environment Details

In this section, we provide details on the environments we used in Section 7, especially the non-standard benchmarks such as the helicopter and WideTree.

C.1.1. HELICOPTER

The helicopter domain is first proposed in Abbeel & Ng (2005) and is also used in Ross & Bagnell (2012). In this paper we focus on the hover task. The environment has a 20-dimensional state space and 4-dimensional action space. The dynamics of the system are nonlinear and are parameterized using mass and inertial quantities as a 20-dimensional vector. The model class is $\mathbb{R}^{20}$ and corresponds to the parameter vector used to define the dynamics. The cost function is

$$c(x, u) = \sum_{h=1}^{H} x_h^T Q x_h + u_h^T R u_h + x_H^T Q_H x_H,$$

i.e., we penalize any deviation from the origin, and any control effort expended.

To understand why a single backward pass on the desired trajectory would be equivalent to Algorithm 3, let us revisit the objective in Algorithm 3:

$$\mathbb{E}_{s \sim \nu} \left[ V_{\tilde{M}_t}^\pi_t(s) - \min_{a \in A} Q_{\tilde{M}_t}^\pi_t(s, a) \right] \leq \epsilon_{po}$$

In the above objective, $\nu$ is the exploration distribution which in this case, is simply the desired trajectory that keeps the trajectory at hover ($s_{\text{hover}}, u_{\text{hover}}, \ldots, s_{\text{hover}}$). $\tilde{M}_t$ is the model we are optimizing in, and the above objective states that we need to find a policy $\tilde{\pi}_t$ that is as good as the optimal policy only on the desired trajectory. Thus, to compute this we linearize the nonlinear dynamics of $\tilde{M}_t$ around the desired trajectory (forward pass) and then compute the optimal LQR controller for the linearized dynamics (backward pass.) This gives us a policy $\tilde{\pi}_t$ that is as good as optimal only along the desired trajectory. Note that this requires a single backward pass while achieving (4) requires multiple iterations of iLQR involving multiple backward passes. This highlights the computational advantage of Algorithm 3 over traditional optimal planning methods.

C.1.2. WIDE TREE

This MDP is a variant of the one showed in Figure 1. It is described in Figure 5.

![Diagram](image.png)

Figure 5. The Widetree domain used in experiments. We have an MDP with $N + 5$ states where $N$ of them are terminal states (or leaves.) Each state has two actions $\ell$ and $r$. At states $B$ and $C$, both actions lead to the same state $D$ and $E$ respectively. At states $D$ and $E$, both actions stochastically transition the state to one of $N/4$ terminal states with uniform probability. The true dynamics $M^*$ is shown in the figure. The cost $c(s, a) = \epsilon << 1$ at any $s \neq B$ and $c(B, a) = 1$, for any action $a$. Thus, the action taken at $A$ is critical. Model class $\mathcal{M}$ contains only two models: $M^{\text{good}}$ which captures dynamics at $A$ correctly but makes mistakes everywhere else, while $M^{\text{bad}}$ makes mistakes only at $A$ but captures true dynamics everywhere else.
We implement Algorithm 4 using Hedge (Freund & Schapire, 1997) by maintaining a discrete distribution \((p, 1 - p)\) over the two models \(M^{\text{good}}\) and \(M^{\text{bad}}\). We use \(\epsilon = 0.9\) for the hedge update.

### C.1.3. Linear Dynamical System

In this experiment, the task is to control a linear dynamical system where the true dynamics are time-varying but the model class only contains time-invariant linear dynamical models. The system has a 5-D state, a 1-D control input, and we are tasked with controlling it for a horizon of 100 timesteps. The true dynamics evolves according to

\[
x_{t+1} = A_t x_t + B_t u_t
\]

where,

\[
A_t = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}
\]

when \(t\) is even and,

\[
A_t = \begin{bmatrix} 1.5 & 0 \\ 0 & 1.5 \end{bmatrix}
\]

when \(t\) is odd. The model class \(\mathcal{M}\) consists of linear dynamical models of the form \(\{x_{t+1} = Ax_t + Bu_t\}\) and thus cannot model the true dynamics exactly making it an agnostic model class.

The cost function is quadratic as follows,

\[
c(x, u) = \sum_{t=0}^{99} u_t^T u_t + x_{100}^T x_{100}
\]

where \(x, u\) represent the entire state and control trajectory. Note that the cost function only penalizes the control input at every timestep and penalizes the state only at the final timestep.

Given a model \((A, B) \in \mathcal{M}\), we can compute the optimal policy and its value function in closed form by using the finite horizon discrete ricatti solution (Bertsekas, 2005). The value function is represented using matrices \(P_t \in \mathbb{R}^{5 \times 5}\) where \(V_t(x) = x^T P_t x\) denotes the cost to go from time \(t\) until the end of horizon. Thus, we can construct the loss for any model \(M = (A, B)\) in Algorithm 4 for LAMPS-MM as,

\[
\ell_t (A, B) = \mathbb{E}_{(x_h, u_h, x_{h+1}) \sim \mathcal{D}_t} \left( x_{h+1}^T P_{h+1} x_{h+1} - (Ax_h + Bu_h)^T P_{h+1} (Ax_h + Bu_h) \right)^2
\]

whereas the MLE loss for SysID is simply,

\[
\ell_t (A, B) = \mathbb{E}_{(x_h, u_h, x_{h+1}) \sim \mathcal{D}_t} \| x_{h+1} - (Ax_h + Bu_h) \|^2_2
\]

### C.1.4. Maze

For the maze environment, we adopt the PointMaze (large) task from D4RL (Fu et al., 2020). We present a visualization of the task in Figure 6. While the original offline dataset contains 4000000 samples, we only take 10000 and 50000 samples in our experiment.

### C.2. Additional Mujoco Experiment

In this section, we show an additional mujoco experiment. In this case, our algorithm is outperformed by MBPO-SysID initially and reaches the same performance given enough data. We hypothesize that the main cause for this is that the explore distribution does not have high quality in this case, which suggests that Algorithm 3 is more sensitive to the quality of the exploration distribution than MBPO-SysID, as described in Section 5.

### C.3. Hyperparameters

In this section, we provide the hyperparameter we used in our experiments, mainly Section 7.4 and Section 7.5. Our implementation for MBPO is based on Pineda et al. (2021), so does MBPO-SysID and the model training of LAMPS. We use the default hyperparameter for most case, but we present them for completeness. Note that the hyperparameters are the same for all baselines, but MBPO-SysID(2x) uses double the number indicated with the hyperparameter ends with (+).
Figure 6. The PointMaze (large) environment. Picture taken from https://sites.google.com/view/d4rl/home.

Figure 7. Result on the Halfcheetah benchmark. The results are average over 5 random seeds and the shaded area denotes the standard error. We use 10000 exploration samples. Note that in this case, LAMPS takes more samples to reach the asymptotic performance of MBPO-SysID.
### Table 1. Hyperparameters for HalfCheetah

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploration sample size</td>
<td>10000</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>7</td>
</tr>
<tr>
<td>Ensemble elite number</td>
<td>5</td>
</tr>
<tr>
<td>Model learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Model batch size</td>
<td>256</td>
</tr>
<tr>
<td>Rollout step in learned model (*)</td>
<td>400</td>
</tr>
<tr>
<td>Rollout length</td>
<td>1 → 1</td>
</tr>
<tr>
<td>Number policy updates (*)</td>
<td>20</td>
</tr>
<tr>
<td>Policy type</td>
<td>Stochastic Gaussian Policy</td>
</tr>
</tbody>
</table>

### Table 2. Hyperparameters for Ant

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploration sample size</td>
<td>10000</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>7</td>
</tr>
<tr>
<td>Ensemble elite number</td>
<td>5</td>
</tr>
<tr>
<td>Model learning rate</td>
<td>0.0003</td>
</tr>
<tr>
<td>Model batch size</td>
<td>256</td>
</tr>
<tr>
<td>Rollout step in learned model (*)</td>
<td>400</td>
</tr>
<tr>
<td>Rollout length</td>
<td>1 → 25</td>
</tr>
<tr>
<td>Number policy updates (*)</td>
<td>20</td>
</tr>
<tr>
<td>Policy type</td>
<td>Stochastic Gaussian Policy</td>
</tr>
</tbody>
</table>

### Table 3. Hyperparameters for Hopper

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploration sample size</td>
<td>10000</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>7</td>
</tr>
<tr>
<td>Ensemble elite number</td>
<td>5</td>
</tr>
<tr>
<td>Model learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Model batch size</td>
<td>256</td>
</tr>
<tr>
<td>Rollout step in learned model (*)</td>
<td>400</td>
</tr>
<tr>
<td>Rollout length</td>
<td>1 → 15</td>
</tr>
<tr>
<td>Number policy updates (*)</td>
<td>40</td>
</tr>
<tr>
<td>Policy type</td>
<td>Stochastic Gaussian Policy</td>
</tr>
</tbody>
</table>

### Table 4. Hyperparameters for Humanoid

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploration sample size</td>
<td>10000</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>7</td>
</tr>
<tr>
<td>Ensemble elite number</td>
<td>5</td>
</tr>
<tr>
<td>Model learning rate</td>
<td>0.0003</td>
</tr>
<tr>
<td>Model batch size</td>
<td>256</td>
</tr>
<tr>
<td>Rollout step in learned model (*)</td>
<td>400</td>
</tr>
<tr>
<td>Rollout length</td>
<td>1 → 25</td>
</tr>
<tr>
<td>Number policy updates (*)</td>
<td>20</td>
</tr>
<tr>
<td>Policy type</td>
<td>Stochastic Gaussian Policy</td>
</tr>
</tbody>
</table>
### Table 5. Hyperparameters for Walker

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploration sample size</td>
<td>10000</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>7</td>
</tr>
<tr>
<td>Ensemble elite number</td>
<td>5</td>
</tr>
<tr>
<td>Model learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Model batch size</td>
<td>256</td>
</tr>
<tr>
<td>Rollout step in learned model (*)</td>
<td>400</td>
</tr>
<tr>
<td>Rollout length</td>
<td>1 → 1</td>
</tr>
<tr>
<td>Number policy updates (*)</td>
<td>20</td>
</tr>
<tr>
<td>Policy type</td>
<td>Stochastic Gaussian Policy</td>
</tr>
</tbody>
</table>

### Table 6. Hyperparameters for PointMaze

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exploration sample size</td>
<td>10000/50000</td>
</tr>
<tr>
<td>Ensemble size</td>
<td>7</td>
</tr>
<tr>
<td>Ensemble elite number</td>
<td>5</td>
</tr>
<tr>
<td>Model learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Model batch size</td>
<td>256</td>
</tr>
<tr>
<td>Rollout step in learned model (*)</td>
<td>400</td>
</tr>
<tr>
<td>Rollout length</td>
<td>1 → 1</td>
</tr>
<tr>
<td>Number policy updates (*)</td>
<td>20</td>
</tr>
<tr>
<td>Policy type</td>
<td>Deterministic Policy</td>
</tr>
</tbody>
</table>