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Abstract
Learning a universal policy across different robot morphologies can significantly improve learning efficiency and generalization in continuous control. However, it poses a challenging multi-task reinforcement learning problem, as the optimal policy may be quite different across robots and critically depend on the morphology. Existing methods utilize graph neural networks or transformers to handle heterogeneous state and action spaces across different morphologies, but pay little attention to the dependency of a robot’s control policy on its morphology context. In this paper, we propose a hierarchical architecture to better model this dependency via contextual modulation, which includes two key submodules: (1) Instead of enforcing hard parameter sharing across robots, we use hypernetworks to generate morphology-dependent control parameters; (2) We propose a fixed attention mechanism that solely depends on the morphology to modulate the interactions between different limbs in a robot. Experimental results show that our method not only improves learning performance on a diverse set of training robots, but also generalizes better to unseen morphologies in a zero-shot fashion. The code is publicly available at https://github.com/MasterXiong/ModuMorph.

1. Introduction
Reinforcement learning (RL) for robotic control has made great progress in recent years (Levine et al., 2016; Kalashnikov et al., 2018; Andrychowicz et al., 2020; Brohan et al., 2022). However, the control policy learned on one robot usually cannot transfer to another robot with a different morphology due to their incompatible state and action spaces. Given the huge number of possible robot morphologies and

Multi-task RL (MTRL) (Vithayathil Varghese & Mahmoud, 2020) provides a promising solution to this challenge by treating the control of each robot as a unique task. Instead of learning a separate policy for each morphology, MTRL learns a single policy, conditioned on both the robot state and the morphology, to generalize across different robots. From this MTRL perspective, the robot morphology is an important context that helps identify the task, as the optimal control policy of a robot critically depends on its morphology. For example, if an animal injures a leg, which changes its morphology, then a different gait may be required for locomotion. Similarly, an animal’s tail can significantly influence its locomotion even if all the other body parts remain unchanged (Jagnandan & Higham, 2017).

However, previous work on universal morphology control mainly focuses on policy architecture design, such as using graph neural networks (GNNs) (Wang et al., 2018; Huang et al., 2020) or transformers (Kurin et al., 2021; Gupta et al., 2022), to enable generalization over heterogeneous state and action spaces, as the number of limbs differs across morphologies. By contrast, little attention has been paid to how to effectively utilize the morphology context in the control policy. While some recent works propose to feed morphology context as an additional input to the policy network (Gupta et al., 2022), or add a morphology-aware positional encoding (PE) to the state representation (Gupta et al., 2022; Hong et al., 2022), in effect they are equivalent to just adding a context-conditioned bias term to the node embedding layer in the network. This may lack sufficient model capacity to represent the diverse policies required to control different morphologies, as supported by both theoretical (Galanti & Wolf, 2020) and empirical evidence (Ben-Iwhiwhu et al., 2022; Beck et al., 2022) from previous work in multi-task learning and meta-learning.

To better utilize task context for morphology control, we
propose a hierarchical policy architecture consisting of a base controller, and a context modulator that regulates the control policy according to the characteristics of different morphologies. We name our method as ModuMorph to highlight its architecture novelty in contextual modulation. Specifically, ModuMorph includes two submodules. First, we modulate network parameters in the base controller with hypernetworks (HN) (Ha et al., 2016). Conditioned on the morphology context, HN can generate different policy parameters for different robots, which helps improve behavior diversity across morphologies. Second, we modulate the attention weight matrices in the transformer layers of the base controller with morphology context alone, which introduces a structure-aware inductive bias on how each limb in a robot should attend to the others to update its own behaviors.

In principle, the proposed contextual modulator can be incorporated into any transformer-based architectures for morphology control, while the HN module can also work with GNN-based architectures. In this paper, we use a recently proposed transformer-based method, MetaMorph (Gupta et al., 2022), as the backbone algorithm for experiments due to its superior performance and efficient implementation. Our experiments on a challenging morphology control benchmark called UNIMAL (Gupta et al., 2021), which includes hundreds of diverse morphologies, show that using contextual modulation improves not only the learning performance on training morphologies, but also the zero-shot generalization performance on unseen test morphologies, which validates the effectiveness of our method.

2. Background

2.1. Problem Formulation

Consider the problem of learning a universal policy to control a set of \( K \) robots with different morphologies. For each robot \( k \), the control problem can be seen as a contextual Markov Decision Process (CMDP) (Hallak et al., 2015) defined as a tuple \((S_k, A_k, C_k, T_k, R_k)\), where \( S_k, A_k, C_k, T_k, R_k \) are the state space, action space, task context, transition function and reward function respectively.

We assume that all the robots are drawn from a modular design space, i.e., each robot can be seen as a morphology tree over a set of basic nodes (limbs), and all the nodes share the same node-level state and action space. Based on this assumption, we have \( S_k = \{S^i_k| i = 1, \ldots, N_k\} \) and \( A_k = \{A^i_k| i = 1, \ldots, N_k\} \), where \( N_k \) is the number of nodes in robot \( k \). The task context includes morphology information about the robot, consisting of node-wise context \( \{C^i_k| i = 1, \ldots, N_k\} \) (such as the size and mass of the limb and its initial position relative to its parent node), and an adjacency matrix that defines the topology of the morphology tree.

We use \( s_{k,t}, a_{k,t}, r_{k,t} \) to represent the state, action and reward at time step \( t \) for robot \( k \). The training objective is to learn a universal policy \( \pi_0(a_{k,t}|s_{k,t}, c_k) \) to maximize the average return over all the training morphologies, i.e.,

\[
\max_{\theta} \left\{ \frac{1}{K} \sum_{k=1}^{K} \sum_{t=0}^{H} r_{k,t} \right\},
\]

where \( H \) is the task horizon for all different robots. In addition to good training performance, we also expect the learned policy to generalize well on unseen test morphologies in a zero-shot manner.

2.2. Transformers for Universal Morphology Control

Transformers (Vaswani et al., 2017) can model the interactions between a set of elements of arbitrary size, thus are well suited to process different morphologies with various number of limbs.

For morphology control, the attention module in transformers determines how each node attends to the others to update its own node representation. It requires three input vectors from each node \( i \), i.e., a query \( q_i \), a key \( k_i \) of dimension \( d_k \), and a value vector \( v_i \) of dimension \( d_v \). The three vectors for each node are stacked into matrices \( Q, K, V \), and the attention module updates the node representation as

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V,
\]

i.e., the dot product of \( q_i \) and \( k_j \) determines how much attention node \( i \) pays to node \( j \) to update its node representation. Usually multiple attention heads are trained independently to learn different node interactions. The attention block is then followed by feedforward layers to form a whole transformer module, with normalization and skip connection operations in between. Several layers of transformer modules can be stacked to further improve model capacity.

2.2.1. MetaMorph

MetaMorph (Gupta et al., 2022) is a transformer-based method for universal morphology control (Figure 1). It concatenates the time-variant proprioceptive observation.
s^i_{k,t}$ and the time-invariant morphology context $c_k^i$ as the input vector of node $i$. The node input first goes through an embedding layer shared across all nodes to get node embedding $e_i$. Then the node embeddings are updated by a transformer encoder. The key, query and value inputs to the transformer are all determined by the node embedding, i.e.,

$$k_i = W_k e_i, q_i = W_q e_i, v_i = W_v e_i,$$

where $W_k, W_q, W_v$ are learnable weight matrices. After transformer encoding, if there are globally exteroceptive observations, such as a height map of the agent’s surroundings in a changing terrain, then they are processed by a multi-layer perceptron (MLP) and concatenated to the node features. Incorporating exteroceptive observations is essential to enable the agent to take different actions in different environmental conditions. Finally, the concatenated features go through a decoder shared across all nodes to generate the actions for each node.

In MetaMorph, the morphology context $c_k$ is only utilized as an additional node input, which is equivalent to adding a context-conditioned bias to the node embedding, as $c_k$ remains unchanged on each robot. However, the optimal control policy can significantly vary across robots. Simply adding context-conditioned bias terms to the node embeddings, while sharing all the other model parameters, thus may not have sufficient expressive power to represent the diverse policies required for different morphologies (Galanti & Wolf, 2020; Ben-Iwhiwhu et al., 2022; Beck et al., 2022).

To tackle this limitation, we propose two contextual modulation approaches to learn more diverse context-conditioned policies across different morphologies in Section 3.

MetaMorph also adds a learned positional encoding (PE) to the node embedding, i.e.,

$$e_i = \text{Encoder}(s^i_{k,t}, c_k^i) + \text{PE}_i,$$

where $\text{PE}_i$ is a learnable vector that is shared across all the nodes with index $i$ across different morphologies. PE is a common way to inject positional information back into transformers, as the attention module alone is order-invariant (Vaswani et al., 2017; Dufter et al., 2022). However, we find that PE actually provides little help in universal morphology control and thus omit it in Figure 1 for simplicity. We analyze why it does not work in Appendix C.

### 2.3. Hypernetworks

A hypernetwork (Ha et al., 2016) is a network that generates the parameters of a base network $\theta$ conditioned on some meta variables $c$, i.e.,

$$\theta = \text{HN}_\phi(c),$$

where $\phi$ is the HN parameters to learn. Under the MTRL setting, the meta variables correspond to the task context. With HN, $\theta$ turns into a context-dependent function that may better reflect the dependency between the task context and the base network’s parameters. Compared to the common practice of integrating task context into the base network by concatenating it to the base network’s input vector, modeling their relationships via HN enjoys better parameter complexity (Galanti & Wolf, 2020) and lower gradient variance during learning (Sarafian et al., 2021). However, HN is also known to be harder to optimize due to its more complicated hierarchical network architecture, and proper initialization of HN is critical to stabilize its training (Chang et al., 2019; Beck et al., 2022).

### 3. Universal Morphology Control via Contextual Modulation

In this section, we introduce two novel approaches to modulate the controller with morphology context. The framework of our proposed method is shown in Figure 2, which includes a base controller that generally follows the same architecture as MetaMorph, and a context network that modulates the base controller in two ways: (1) Instead of using shared embedding layer and decoder across all nodes, we generate node-wise embedding and decoder parameters with an HN conditioned on the morphology context. (2) The node embedding in the base controller is only used to generate the value input to the transformer encoder, while the key and query are conditioned on the morphology context to generate a fixed attention matrix. We call these two approaches hypernetworks (HN) and fixed attention (FA).

Figure 2. The hierarchical framework of our proposed method. The morphology context modulates the base controller in two ways: (1) Generating context-conditioned embedding and decoder parameters via an HN. We use dotted edges to highlight that these two modules are not shared across different nodes and morphologies as in MetaMorph. (2) Generating morphology-conditioned attention matrices by using context embeddings as the key and query inputs to the transformer encoder. Note that we use two separate context encoders for these two submodules, but show only a single shared context encoder in this figure for ease of illustration.
Figure 3. Single-robot learning curves averaged over 20 robots.

3.1. Context Conditioning via Hypernetworks

While GNN and transformer-based controllers enable generalization across different morphologies, they also introduce a structural constraint that all nodes, both within a single robot and across different morphologies, have to share the same modular control policy. This hard parameter sharing mechanism (Ruder, 2017) may limit the behavior diversity across different nodes and the controller’s model capacity to learn the optimal policy, as we usually expect different limbs to follow different control strategies based on their roles in the morphology. There is even evidence from neuroscience that the muscles in human body are controlled by different types of motor neurons based on their identities (Stifani, 2014).

Consequently, we hypothesize that instead of learning parameters shared across all nodes, learning node-wise parameters may improve behavior diversity and learning performance. We first conduct a proof-of-concept experiment to validate our hypothesis, then show how to generate context-conditioned parameters for each node via HN modulation.

3.1.1. A PROOF-OF-CONCEPT EXPERIMENT

We design a motivating experiment to show that enabling behavior diversity across nodes via learning node-wise parameters can improve training performance.

We train a MetaMorph model on a single robot. However, instead of learning a single embedding layer shared across all the nodes, we learn a separate embedding for each node. Similarly, we train another MetaMorph variant with node-wise decoders. We randomly sample 20 morphologies from the UNIMAL benchmark and run single-task training on each of them for 10M steps. As shown in Figure 3, the node-wise embedding and node-wise decoder variants both outperform MetaMorph, which shows that enabling behavior diversity across the nodes of a single robot is helpful.

However, the approach used in our proof-of-concept experiment is impractical for two reasons: (1) It cannot generalize to new morphologies unseen during training; (2) Learning separate parameters for each node is not scalable, as the number of parameters to learn grows linearly with the number of morphologies. Consequently, we next introduce HN modulation to enable behavior diversity while maintaining generalization and scalability of the learned model.

3.1.2. CONTEXT-CONDITIONED PARAMETER GENERATION VIA HYPERNETWORKS

Learning separate parameters for each node has generalization and scalability issues, as it does not utilize the similarity between nodes. Intuitively, if two nodes play similar roles in two different morphologies (e.g., they are both the left thigh in their robots), then we may expect them to also have similar node-wise parameters. As the morphology context of each node can provide rich information about the similarities between nodes, we propose to generate node-wise parameters via a context-conditioned HN, i.e., $\theta_k = \text{HN}_\phi(c_k)$, where $\theta_k$ is the node-wise parameters for node $i$ of robot $k$, and $\text{HN}_\phi$ is the learned HN shared across all nodes. Generating node-wise parameters via HN is scalable, as we only need to additionally learn one set of HN parameters $\phi$ regardless of the number of morphologies, and generalizable, as we can directly feed new node context on unseen morphologies into the HN to generate its control parameters.

To better illustrate how HN-generated parameters work, we take the node embedding layer as an example. In MetaMorph, the embedding layer consists of a single set of weights $W$ and bias $b$ shared across all the nodes, i.e., $e_{ki} = Wx_{ki} + b$, where $x_{ki}$ and $e_{ki}$ are the node input and node embedding of node $i$ in robot $k$ respectively. For our HN approach, however, the embedding layer’s parameters are different across nodes, i.e., $e_{ki} = W_kx_{ki} + b_k$, where $W_k = \text{HN}_W(c_k)$ and $b_k = \text{HN}_b(c_k)$ are node-wise weights and bias generated by HN conditioned on the node context.

In practice, we only generate linear layers’ parameters in the base network with HN, i.e., the embedding layer and the decoder. The transformer encoder is still shared across all morphologies, as there are too many weight matrices in a transformer layer to efficiently generate them via HN.

3.2. Morphology-Conditioned Fixed Attention

The attention weight matrix plays an important role in transformers as it determines how each node should attend to the others to update its own representation.

Existing methods use the node embedding in the base controller as the key and query inputs to generate the attention
weights, which change dynamically at every time step due to the time-variant proprioceptive observations. However, determining attention weights in such a dynamic way may not well reflect how different nodes interact. Instead, it may be the case that the attention of one node to the others should depend solely on the morphology of the agent. For example, when you want to grasp an object within your reach, you pay more attention to the state of your arm than your leg to determine the movement of your hand. Similarly, whether you are standing or sitting, which changes the proprioceptive observations of body parts, has little influence on your attention strategy for grasping.

Consequently, we hypothesize that it may be beneficial to incorporate such intuitions as inductive biases into the controller architecture, i.e., each node should attend to the other nodes in a static way, and the attention weights should be determined by the morphology context alone. To realize these inductive biases, we pass the node context through a context encoder, and use the context embedding as the key and query to modulate the transformer in the base controller, while the node embedding in the base network is only used as the value input (Figure 2). As the morphology context remains unchanged, the attention matrix is fixed on each robot to reflect the structural relationships between nodes.

3.3. Computational Cost
HN learning will increase computational cost during training. However, there is no additional cost during deployment, as we can generate node-wise parameters with HN on each robot in advance. On the other hand, except for context encoding, FA will introduce no additional computation during training, as it just changes the query and key inputs to the transformer. Furthermore, FA could even reduce the computation during evaluation, as we need to compute the FA weights only once for each robot and then can reuse it afterwards. See Appendix A for more implementation details of our contextual modulation method.

4. Experimental Setup
Environments We experiment on the UNIMAL task set as used in MetaMorph (Gupta et al., 2022), which includes 100 training robots and 100 test robots with diverse morphologies (Gupta et al., 2021).

We consider five different environments from Gupta et al. (2021) for our experiments (Figure 4): (1) Flat terrain (FT): maximize locomotion distance on a flat floor; (2) Incline: maximize locomotion distance on an incline of 10 degrees; (3) Exploration: maximize the number of distinct grids visited on a flat arena discretized into grids; (4) Variable terrain (VT): maximize locomotion distance on a variable terrain with three different terrain types. For each episode, a new terrain is generated by randomly sampling a sequence of terrain types and interleaving them with flat terrain. (5) Obstacles: maximize locomotion distance on a flat terrain with randomly positioned obstacles. The first three environments only require proprioceptive observations and morphology context as model input, while the last two require height map information surrounding the robot as additional exteroceptive observation input to the controller, so that the agent can perceive and react to different terrains or obstacles in its way.

Baselines We consider both multi-robot (MR) and single-robot (SR) baselines.

For MR training, we use MetaMorph (Gupta et al., 2022) as the baseline. However, we notice two issues in the MetaMorph code and thus implement a slightly modified version to eliminate these issues. We name the modified version as MetaMorph*, and build our modulation modules upon it. In general, MetaMorph* achieves similar or even better performance compared to MetaMorph in most environments, and we report the results of both for a fair comparison. See Appendix C for more details on the difference between MetaMorph and MetaMorph*.

For SR training, we train an MLP policy on each robot, and consider two different training budgets for different purposes. First, we do SR training with the same per-robot budget as in MR training, which is named as SR-fair and used to compare the sample efficiency of MR and SR learning. Second, We do SR training for 10M steps on each robot till convergence, which is named as SR-10M and used as a performance upper bound. We choose to use an MLP of 3 hidden layers, each with 256 hidden units by performing a grid search over the layer number and hidden size.

Ablations As we propose two different approaches for contextual modulation, we test ablations by adding only HN or FA to the MetaMorph* baseline, and compare them with the full version of adding both to MetaMorph*.

Training Setup We train for 100M steps in FT, Incline, and Exploration, and 200M steps in VT and Obstacles, as they are more challenging to solve due to variable terrains. We run three random seeds for each method in each environment, and report the average performance and standard deviation. Following the same setup as in MetaMorph, we use PPO (Schulman et al., 2017) as the optimization algorithm. Similar to previous works (Dossa et al., 2021; Sun et al., 2022), we notice that the early stopping threshold has a significant influence on PPO performance (see Appendix B). We thus tune this hyperparameter over the candidate set of {0.03, 0.05} for each method in each environment. All the remaining hyperparameters follow the same setup as in MetaMorph for a fair comparison.
Evaluation Setup  We evaluate zero-shot generalization to unseen robots under two settings with increasing difficulties. First, we test on new robots that have the same topology as the training ones but differ in kinematics or dynamics parameters. For each parameter to test, we create 4 variants of each training robot by randomly changing the value of the corresponding parameter on all the limbs. Second, we evaluate zero-shot generalization to new morphologies which have different topology graphs compared to those seen during training. The robots used for both settings are adopted from Gupta et al. (2022) for a fair comparison. For each robot, we collect 64 rollouts with randomly sampled initial states. We use the average episodic return over the test morphologies to measure the policy’s transferability.

5. Results

5.1. Training Results

As shown in Figure 5, all MR methods significantly outperform SR-fair, illustrating the advantage of MTRL in sample efficiency. However, there is still a clear performance gap between the two MR baselines and SR-10M, due to the challenges of MTRL. Our method significantly reduces this gap (even outperforms SR-10M in Exploration), and consistently outperforms the two MR baselines in all the five environments w.r.t. both learning efficiency and final performance. Compared to MetaMorph*, which our method builds upon, contextual modulation improves the final performance by 19%, 53%, 48%, 31% and 29% in each environment respectively. Although MetaMorph outperforms MetaMorph* in VT and Obstacles, our method still consistently outperforms MetaMorph in these two environments.

Ablation results show that both FA and HN contribute to the effectiveness of our method. FA consistently improves upon MetaMorph* in all the environments, and seems to be more effective in the three environments with unchanged terrain (VT, Incline and Exploration). On the other hand, HN helps in three of the five environments, and contributes more in the two environments with changing terrains (VT and Obstacles). Next we give some more detailed analysis on the two submodules of our method.

Fixed Attention  FA introduces a strong inductive bias that how each node attends to the others should be solely determined by the morphology, and is proved to be effective in all the five environments. However, in environments with changing terrains, the robot may need to adopt different gaits in different terrains. While in principle this can be realized by taking terrain information as additional decoder input, an alternative idea is to further condition the attention weights on the terrain information, so that the nodes can attend to each other with dynamic terrain-conditioned weights to realize different gaits. We thus tried adding the height map as an additional input to compute attention weights, but got results even worse than the MetaMorph* baseline. The reason might be that the robot can already adapt to different terrains by taking the height map as decoder input, so the attention module only needs to model intra-morphology interactions, while using terrain info as attention inputs may introduce further optimization challenges. Nevertheless, it remains an interesting open question whether learning performance can be further improved by properly incorporating terrain information into attention computation.

Hypernetworks  HN provides more significant improvement in the more challenging environments of VT and Obstacles with variable terrains. This may imply that behavior diversity across nodes is more important in environments that require complex locomotion skills, while in easier terrains, the benefits of HN may be outweighed by its optimization challenges. Moreover, adding HN harms learning performance in the Exploration environment. The training statistics show that the HN variant has a much higher error in value prediction compared to the other methods in Exploration, which may be the reason for its worse performance. Value prediction is particularly hard in Exploration, as the value depends on not only the robot’s status, but also the robot’s visitation history in the arena, which is not accessible to the robot. We hypothesize that this problem is more severe when using the more complex HN architecture.

5.2. Zero-Shot Generalization to Kinematics and Dynamics Variations

As shown in Figure 6, our method consistently outperforms the baselines, with an average improvement ratio of 26%,
50%, 43%, 28%, 30% in each environment compared to MetaMorph*, which validates that our method not only enables better multi-robot training, but also generalizes better to unseen robots with parametric variations. However, we also notice that zero-shot generalization to kinematics variation (especially joint angles) is much harder, as is also reported in Gupta et al. (2022). This is mainly because that changes in joint angles may significantly influence the feasible actions and the gait for locomotion, and how to tackle this challenge is an interesting direction for future work.

5.3. Zero-Shot Generalization to Unseen Morphologies

Table 1 shows the zero-shot generalization performance of different methods in each environment, which generally follows the same trend as during training, i.e., the model with higher training scores also performs better in zero-shot generalization. Specifically, our method outperforms MetaMorph* by 18%, 29%, 24%, 27% and 37% in each environment respectively. This implies that our contextual modulation method can indeed better model the dependence of the control policy on the robot morphology, instead of simply overfitting to the training morphologies via its more complicated architecture designs. However, the large variance in the return across different seeds does imply that improving zero-shot generalization on unseen morphologies is still an open problem for future work.

5.4. Qualitative Analysis

We conduct a qualitative analysis in the FT environment to illustrate the difference in the locomotion skills learned by different methods.

We experiment on an example morphology as shown in Figure 7, and compare the locomotion learned by MetaMorph* and our method in Figure 8. For MetaMorph*, the robot moves forward by kicking the ground with its front limb. However, the front limb does not fully stretch out, thus provides limited forward force and makes the body unstable. In 1000 timesteps, the robot falls twice and only achieves a return of 1375 in its best trial. By contrast, our method learns a policy that fully stretches out the front limb to provide stronger forward force, and better coordinates the movement of the front and back limbs. The robot runs more stably without any failure during evaluation, and achieves a much higher return of 4612.

In addition to behavior visualization, we further analyze the correlation between the action sequences taken by different limbs as an indicator of behavior synergies. Intuitively, if the
Table 1. Zero-shot generalization performance of different methods to test morphologies with unseen topology graphs. The best method in each environment is marked in **Bold**. The methods that are not statistically significantly different from the best method are marked by *underline* based on Welch’s t-test with a significance level of 0.05 (Colas et al., 2019).

<table>
<thead>
<tr>
<th>ENVIRONMENT</th>
<th>MetaMorph</th>
<th>MetaMorph*</th>
<th>FA</th>
<th>HN</th>
<th>FA+HN</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT</td>
<td>1384 ± 62</td>
<td>1266 ± 105</td>
<td>1439 ± 27</td>
<td>1259 ± 112</td>
<td><strong>1490 ± 59</strong></td>
</tr>
<tr>
<td>INCLINE</td>
<td>27 ± 32</td>
<td>312 ± 136</td>
<td><strong>468 ± 58</strong></td>
<td>312 ± 97</td>
<td>403 ± 66</td>
</tr>
<tr>
<td>EXPLORATION</td>
<td>19 ± 1</td>
<td>19 ± 1</td>
<td>22 ± 2</td>
<td>16 ± 3</td>
<td><strong>23 ± 3</strong></td>
</tr>
<tr>
<td>VT</td>
<td>752 ± 62</td>
<td>767 ± 23</td>
<td>860 ± 112</td>
<td>900 ± 24</td>
<td><strong>971 ± 122</strong></td>
</tr>
<tr>
<td>OBSTACLES</td>
<td>866 ± 30</td>
<td>829 ± 50</td>
<td>937 ± 46</td>
<td>969 ± 47</td>
<td><strong>1133 ± 12</strong></td>
</tr>
</tbody>
</table>

Figure 6. Zero-shot generalization performance of different methods to kinematics and dynamics variations. The rows correspond to the 5 environments, and the columns correspond to parametric variations in 6 different morphology context parameters.

behavior of two limbs are better coordinated, then we may expect their action sequences to have a higher correlation coefficient. Figure 9 shows the correlation matrix between different action dimensions on the example morphology. For our method, joint 2 (which controls the front limb 2) is much better synchronized with joints 3 and 4 (which control limbs 3 and 4 in the back). This reflects how the periodic gait of our method in Figure 8 is generated.

In the VT environment, MetaMorph* has an average action correlation of 0.24 across all training morphologies, while our method has 0.29. This higher correlation indicates a better synergy between limbs, which may help explain why our method has more fluent and stable locomotion.

6. Related Work

Universal Morphology Control. To learn a universal policy to control multiple robots, many previous works focus on the setting where the robots share the same morphology and only differ in kinematics or dynamics parameters.

Figure 7. The example morphology and its morphology tree. Some limbs are connected to their parents via two joints, represented by the two edges between nodes. The sphere node is the torso of the robot and also the root of the morphology tree.

Figure 8. Visualization of the locomotion trajectories learned by MetaMorph* and our method on the example robot.

Figure 9. The correlation matrix of different action dimensions on the example morphology.
These works mainly build upon MLP architectures, thus cannot handle different morphologies with heterogeneous state and action spaces. Wang et al. (2018), Pathak et al. (2019) and Huang et al. (2020) use GNNs (Wu et al., 2020) to tackle this problem, as the robot morphology can be seen as a kinematic graph and GNNs can naturally generalize across graphs with different number of nodes. Kurin et al. (2021) show that it is hard to model the interactions between distant nodes in the morphology graph with GNNs, thus propose to use transformers as the controller to enable immediate interactions between any node pairs. While these works mainly focus on architecture design to better model limb interactions, more recent works show that incorporating morphology information into the controller via feature concatenation or positional encoding can further improve learning performance (Gupta et al., 2022; Hong et al., 2022; Trabucco et al., 2022). However, these approaches in effect just add a context-conditioned bias term to the node embedding, which may not be sufficient to model the complex dependency of a robot’s control policy on its morphology. Moreover, instead of sharing all parameters across different morphologies, learning node-wise or morphology-wise parameters for some specific layers has also been shown to improve learning performance (D’Eramo et al., 2020; Yuan et al., 2022), but suffers from generalization and scalability issues as discussed in Section 3.1. Unlike existing works, the contextual modulation method in this paper enables both learning diverse morphology-conditioned policies, and generalization and scalability to new robots.

**Contextual Modulation in RL** The optimal policy for a task usually critically depends on the task context that defines the task’s characteristics. Consequently, conditioning the policy on the task context may significantly improve its training performance and generalization ability over a distribution of tasks compared to context-agnostic learning (Benjamins et al., 2022). To learn a context-conditioned policy, an important design choice is the architecture used to incorporate the task context into the policy, which reflects our inductive bias on the task structure. Instead of simply concatenating the context features to the state features, which is limited in model capacity (Galanti & Wolf, 2020), different architectures have been proposed to modulate the policy via task context, such as feature-wise multiplication (Ben-Iwhiwhu et al., 2022; Benjamins et al., 2022), a routing network that determines how to combine different skill modules for a specific task (Yang et al., 2020; Sodhani et al., 2021; Ponti et al., 2022), and hypernetworks (Yu et al., 2019; Peng et al., 2021; Sarafian et al., 2021; Beck et al., 2022; Rezaei-Shoshtari et al., 2022). Our work shares a similar motivation as these methods, but focuses on a more challenging domain of universal morphology control where different tasks do not share the same state and action space.

**7. Conclusion**

In this paper, we investigated how to learn a universal control policy for different robot morphologies. To better model the dependency of the control policy on the robot morphology, we proposed a hierarchical architecture to modulate the base controller with morphology context, which includes a hypernetwork module that generates morphology-dependent controller parameters, and a morphology-dependent attention module to modulate the transformer layers in the base controller. Experimental results validated the effectiveness of our method on both multiple training robots and unseen test morphologies.

For future work, an interesting direction is how to learn better context representation for modulation. In this paper, we directly used the original node context features provided in the benchmark as the modulator input, and a simple MLP as the context encoder. How to design better context features, such as utilizing node connectivity information, and how to design better context encoding architectures are both interesting topics to investigate. Another potential direction is how to improve zero-shot generalization performance on unseen robots, as there is still a large gap between the current generalization results and the optimal performance we can achieve by directly training on the test robots. Thirdly, our method builds upon a modular design space assumption which may not hold on some real-world robots, thus how to relax this assumption to enable more general knowledge transfer across different morphologies is an interesting direction for future work. Finally, while we focus on the problem setting of learning a universal controller over a set of pre-given robot morphologies, an interesting direction for future work is to apply our method to a closely related problem setting of jointly optimizing the morphology design and its corresponding control policy (Schaff et al., 2019; Wang et al., 2019; Yuan et al., 2022; Schaff & Walter, 2022).
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A. Implementation Details

A.1. Architecture Details of Contextual Modulation

Intuitively, using GNNs or transformers as the context encoder to model node interactions may learn better context representations. However, in practice we find that using simple MLPs as the context encoder achieves similar or even better performance. The reason might be that we have many fewer training samples for the context encoder, which equals the number of robots we have for training, as the morphology context does not change on a robot. So using models with high capacity may not be helpful here and even lead to overfitting. Moreover, HNs are known to be hard to optimize (Chang et al., 2019), and we find that using transformers as the context encoder makes HN training unstable. Consequently, we just use MLPs as the context encoder shared over different nodes. Specifically, we train two separate context encoders for HN and FA respectively. The context encoder is a 2-layer MLP for HN, and a 3-layer MLP for FA, both with 128 units in each hidden layer.

The HN output layer is implemented as a linear mapping from context encoding to the parameters in the base network, with one independent output head for each modulated layer in the base controller. We initialize it with the Bias-HyperInit method proposed by Beck et al. (2022), i.e., the weights are set to 0, and the biases are sampled from the same distribution that is used to initialize the modulated layer in the base network. In this way, all the nodes share the same control parameters just like MetaMorph at the beginning, and gradually develop node-wise diversity while the HN weights are updated.

A.2. Proprioceptive and Context Features

We use the same proprioceptive and context features as in MetaMorph for a fair comparison, which can be found in Appendix A.1 of Gupta et al. (2022).

B. PPO and Early Stopping

PPO (Schulman et al., 2017) is an on-policy RL algorithm that takes multiple steps of update on the current data we have, while also trying not to exceed some trust region boundary to avoid performance collapse. For a state-action pair \( s, a \), the clipping objective function of PPO is defined as

\[
L(s, a, \theta_k, \theta) = \min \left( \frac{\pi_\theta(a|s)}{\pi_{\theta_k}(a|s)} A^{\pi_{\theta_k}}(s, a), \text{clip} \left( \frac{\pi_\theta(a|s)}{\pi_{\theta_k}(a|s)}, 1 - \epsilon, 1 + \epsilon \right) A^{\pi_{\theta_k}}(s, a) \right),
\]

where \( \pi_{\theta_k} \) is the behavior policy used to collect on-policy data for policy update in iteration \( k \), \( \pi_\theta \) is the target policy we want to learn, \( A^{\pi_{\theta_k}}(s, a) \) is the advantage function of \( \pi_{\theta_k} \), and \( \epsilon \) is a hyperparameter that constrains the updated policy to not be too far away from the behavior policy.

In many RL libraries, one PPO iteration is implemented by first collecting \( N \) steps of rollout data on \( M \) workers in parallel with \( \pi_{\theta_k} \), then dividing the collected data into \( B \) batches and repeating minibatch update for \( T \) epochs. Consequently, for one PPO iteration, we’ll do \( T \cdot B \) times of minibatch update.

However, the clipping objective function alone cannot guarantee policy update within the trust region. Early stopping is a solution to this problem by first checking the approximate KL divergence between \( \pi_\theta \) and \( \pi_{\theta_k} \) before each minibatch update, and terminating the current update iteration if the divergence exceeds a threshold value \( \delta \). The policies’ KL divergence is approximated as

\[
D_{KL}(\pi_{\theta_k} || \pi_\theta) \approx \sum_{(s,a) \in B} \log \left( \frac{\pi_{\theta_k}(a|s)}{\pi_\theta(a|s)} \right),
\]

where \( \delta \) is the current data minibatch used for policy update.

The early stopping threshold \( \delta \) is a critical hyperparameter in PPO, as it gives a measurement of the range of the trust region we allow for policy update. We tune it over the candidate set of \( \{0.03, 0.05\} \), and report the optimal value of \( \delta \) for each method in each environment in Table 2. We do not tune over a wider range, as empirically we found that an even smaller value of \( \delta \) usually causes early stopping to happen too early, while a larger value allows for a too large trust region, both harming the learning performance.

C. Analysis on MetaMorph

In this section, we introduce the issues found when reproducing MetaMorph results with its source code, which motivates us to propose the MetaMorph* variant as an alternative baseline.
Table 2. Optimal value of the early stopping threshold for each method in each environment.

<table>
<thead>
<tr>
<th>ENVIRONMENT</th>
<th>META MORPH*</th>
<th>FA</th>
<th>HN</th>
<th>FA+HN</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>INCLINE</td>
<td>0.03</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>EXPLORATION</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>VT</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>OBSTACLES</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Figure 10. The effect of PE and dropout on the performance of MetaMorph in the FT environment.

The MetaMorph paper reports significant improvement in learning performance by adding positional encoding (PE) to the node embedding. PE is a common practice in transformers to incorporate positional information into the embedding of each element (Vaswani et al., 2017). Specifically, MetaMorph adopts learned PE, i.e., the PE for each position is a vector that is learned during training instead of hard-coded in advance. However, a robot morphology is structured as a tree, which does not hold sequential information about each node by nature. So MetaMorph first traverses each morphology tree via depth-first search to turn it into a 1D sequence, then index each node by its position in the sequence. One PE vector is learned for each position in the sequence, and the nodes with the same index across different robots will share the same PE vector.

However, we found that in the source code of MetaMorph, PE is implemented as $e'_i = \text{dropout}(e_i + \text{PE}_i)$, where $e_i$ is the embedding of node $i$. To investigate which operation actually contributes to the performance improvement, we experiment with $e'_i = \text{dropout}(e_i)$ and $e'_i = e_i + \text{PE}_i$ respectively, and surprisingly find that the dropout operation is the main contributor here, while PE alone makes little difference in training performance (Figure 10).
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Figure 11. Sources of inconsistency in PE across morphologies. (1) The nodes that play different roles in different morphologies may share the same PE, such as the two nodes indexed by 2 in the left and middle robot. (2) There is no intrinsic order between the children of a parent node in the robot morphology, so PE is sensitive to how we choose which child node to expand first, such as the middle and right robot which have the same morphology but totally different PE for each non-root node.

C.1. Why PE Does Not Help?

Our hypothesis here is that PE has the benefit of enabling more diverse behaviors across different nodes, but also has the drawback of adding the same PE vector to nodes with different physical meanings across robots, i.e., PE is not consistent across morphologies (Figure 11 shows two sources of inconsistency in PE). And when training on multiple robots, the drawback outweighs the benefit, so PE provides no performance gain overall.

To validate this hypothesis, we investigate the effect of PE in single-task (ST) training. If our hypothesis holds, we should observe better performance by using PE compared to not, as there is no inconsistency issue on a single robot, while the benefits of PE maintains. We experiment on 30 morphologies and show their average learning curve in Figure 12. As expected, PE indeed improves training performance in ST training, which proves that using PE to distinguish between different nodes in a single morphology is helpful. However, the inconsistency issue breaks its effectiveness in the multi-morphology training setting.

Based on the above analysis, we conclude that the PE implementation in MetaMorph is not essential for good performance, thus decide to not include it in MetaMorph*.

C.2. Why Dropout Helps?

It’s quite surprising that removing the dropout operation causes such a significant performance drop in MetaMorph, as dropout is not believed to be a very useful regularizer for on-policy RL algorithms (Liu et al., 2021). Furthermore, the dropout operation is implemented in an inconsistent way in MetaMorph, which introduces significant noise to the action probability ratio \( r = \frac{\pi_\theta(a|s)}{\pi_{\theta_k}(a|s)} \). Specifically, if a dropout mask \( m \) is applied to a state \( s \) during data collection, then the same mask should be used when \( s \) is used during policy update, i.e., \( r = \frac{\pi_\theta(a|s;m)}{\pi_{\theta_k}(a|s;m)} \), to maintain a consistent ratio computation.

However, in the MetaMorph code, a different dropout mask \( m' \) is randomly sampled whenever \( s \) is used for policy update, i.e., \( r' = \frac{\pi_\theta(a|s;m')}{\pi_{\theta_k}(a|s;m')} \), which introduces significant noise. For example, before the first minibatch update in a PPO iteration, we expect \( r \) to be 1 for each state-action pair in the minibatch, as \( \pi_\theta = \pi_{\theta_k} \) before policy update. However, using inconsistent dropout masks will make \( r \) unequal to 1 even before any policy update, which does not make sense intuitively.

We thus look deeper into the training statistics of PPO to better understand why this inconsistent dropout operation works, and notice that using dropout or not causes a significant difference in the distribution shift of \( r \) during the learning process. Figure 13 shows how the distribution of \( r \) changes on each epoch during one PPO update iteration. We can see that the inconsistent dropout operation somehow maintains the distribution stable across epochs, while the distribution significantly changes if learning without dropout. This implies that when learning without dropout, the policy has very likely exceeded the trust region and thus performs worse.

A natural solution to restricting the distribution shift is the early stopping method proposed in Appendix B. MetaMorph actually already uses ES in its code, but the threshold is set to 0.2, which is too large and in practice seldomly triggers early stopping. We set it to a smaller value of 0.03 or 0.05, so that we can achieve similar performance as MetaMorph without using the inconsistent dropout operation, which is the second modification we make in MetaMorph*.
Figure 12. The effect of PE on single-task MetaMorph in the FT environment.

Figure 13. Ratio distribution of each epoch during one PPO update iteration. Left: MetaMorph; Right: MetaMorph without dropout. Lighter color represents earlier epoch during one update iteration. There is a spike in the right of each subplot because we clip the ratios to be within $[0, 2]$. 