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Abstract

Image inpainting refers to the task of generating a complete, natural image based on a partially revealed reference image. Recently, many research interests have been focused on addressing this problem using fixed diffusion models. These approaches typically directly replace the revealed region of the intermediate or final generated images with that of the reference image or its variants. However, since the unrevealed regions are not directly modified to match the context, it results in incoherence between revealed and unrevealed regions. To address the incoherence problem, a small number of methods introduce a rigorous Bayesian framework, but they tend to introduce mismatches between the generated and the reference images due to the approximation errors in computing the posterior distributions. In this paper, we propose CoPAINT, which can coherently inpaint the whole image without introducing mismatches. CoPAINT also uses the Bayesian framework to jointly modify both revealed and unrevealed regions, but approximates the posterior distribution in a way that allows the errors to gradually drop to zero throughout the denoising steps, thus strongly penalizing any mismatches with the reference image. Our experiments verify that CoPAINT can outperform the existing diffusion-based methods under both objective and subjective metrics. The codes are available at https://github.com/UCSB-NLP-Chang/CoPaint/.

1. Introduction

Image inpainting refers to the problem of generating a natural, complete image based on a partially revealed reference image. In recent years, researchers have increasingly focused on using diffusion models, a class of generative models that convert noise images into natural images through a series of denoising steps, to solve this problem. One popular approach is to use a fixed, generic diffusion model that has been pre-trained for image generation. This eliminates the need for retraining the diffusion model, making the process more efficient and versatile.

However, despite their promising performance, such methods are susceptible to the incoherence problem. Specifically, these methods often impose the inpainting constraints based on some form of replacement operations, e.g., directly replacing the revealed portion of the predicted image with that of the reference image (Wang et al., 2022), or replacing the revealed portion of the intermediate denoising results with a corrupted version of the reference images (Avrahami et al., 2021; Lugmayr et al., 2022). Yet the pixels of the unrevealed region, which should also be modified to match the context of the revealed region, are not directly modified (Trippe et al., 2022). As a result, these methods can easily lead to discontinuity or incoherence between the revealed and unrevealed regions in the generated images. For example, Figure 1 shows some incoherent inpainting results of a half-masked portrait image. The result in (b) has unmatched hair colors and styles between the left and right halves, and the result in (c) has a clear discontinuity in the middle resulting from different skin tones.

To address the incoherence problem, a small number of methods like DPS (Chung et al., 2022a) and RESAMPLING (Trippe et al., 2022) use a more rigorous Bayesian framework, which casts the inpainting problem as sampling the images from the posterior distributions, conditional on the inpainting constraint. Since the posterior distribution...
differs from the prior distribution in both the revealed and unrevealed pixels, these methods can ensure that the entire image is coherently modified. However, since the posterior distribution is often very hard to compute, these methods would resort to approximations or Monte Carlo methods, which would introduce errors in satisfying the inpainting constraints. In short, it remains an unresolved problem how to ensure coherence during generation while strictly enforcing inpainting constraints.

In this paper, we propose COpaint, a simple inpainting algorithm that addresses the incoherence problem without violating the inpainting constraints. COpaint also adopts the Bayesian framework to coherently modify the entire images but introduces a new solution to address the challenges in computing and sampling from the posterior distribution. Specifically, COpaint derives an approximated posterior distribution for the intermediate images, whose maximum posterior (MAP) samples become equivalent to directly minimizing the errors in the inpainting constraint, referred to as the inpainting errors. To make the computation of the inpainting errors tractable at each intermediate denoising step, we use the one-step estimation of the final generated image instead of directly computing the final generation. Although this would introduce further approximation errors, we can show that the errors would gradually decrease as the denoising process proceeds. Notably, at the final step, all the approximation errors can be made zero.

Our experimental evaluations on CelebA-HQ and ImageNet with various shapes of the revealed region verify that COpaint has better inpainting quality and coherence than existing diffusion-model-based approaches under both objective and subjective metrics. For example, COpaint achieves an average of 19% relative reduction in LPIPS compared to RePaint (Lugmayr et al., 2022), our most competitive baseline, while consuming 31% less computation budget on ImageNet dataset.

2. Related Work

Image inpainting is a long-lasting research question in computer vision, aiming at completing a degraded image naturally and coherently (Xiang et al., 2022; Shah et al., 2022). In recent years, various deep learning techniques have been suggested for the task of inpainting (Reddy et al., 2022), with a majority of them built upon auto-encoder (Pathak et al., 2016; Vo et al., 2018; Liu et al., 2018; Iizuka et al., 2017; Song et al., 2018; Guo et al., 2019; Xiao et al., 2018; Hong et al., 2019; Nazeri et al., 2019; Liu et al., 2020); VAE (Zheng et al., 2019; Zhao et al., 2020; 2021; Peng et al., 2021); GAN (Pathak et al., 2016; Vo et al., 2018; Liu et al., 2018; Iizuka et al., 2017; Song et al., 2018; Guo et al., 2019; Xiao et al., 2018; Hong et al., 2019; Weng et al., 2022) or auto-regressive transformer (Yu et al., 2021; Wan et al., 2021) structures. Despite achieving notable successes in inpainting, these methods are primarily based on supervised learning, i.e., the networks require to be trained on specific degradation types. As a result, these approaches require large computational resources and may not be well-suited for scenarios that were not encountered during training, leading to poor generalization performance (Xiang et al., 2022). More recently, diffusion model-based approaches are gaining increasing popularity due to their exceptional results in image generation (Sohl-Dickstein et al., 2015; Ho et al., 2020; Yang et al., 2022; Bond-Taylor et al., 2021; Chung et al., 2022b; Batzols et al., 2022; Bansal et al., 2022; Liu et al., 2022; Ku et al., 2022; Benton et al., 2022; Horwitz & Hoshen, 2022; Horita et al., 2022; Li et al., 2022). Besides, these methods enjoy the advantage of being able to perform inpainting without the need for degradation-specific training (Song & Ermon, 2019a). In this section, we will review the current literature on diffusion-based inpainting. These methods can broadly be divided into two categories: supervised and unsupervised methods (Kawar et al., 2022).

Supervised diffusion inpainting Supervised diffusion inpainting approaches involve training a diffusion model for the specific task of inpainting, taking into account the particular degradation types. Palette (Saharia et al., 2021a;b) feeds the degraded image to the diffusion model at each time step of the diffusion process for training a diffusion inpainting model. Similar methods are also used by GLIDE (Nichol et al., 2021), where a text-conditional diffusion model is fine-tuned for the inpainting task. Latent Diffusion (Rombach et al., 2021) incorporates an autoencoding model for compressing the image space, and then the spatially aligned conditioning information is concatenated with the input of the model. By contrast, CcDf (Chung et al., 2021) adopts a non-expensive mapping for aggregating the degradation operation during training. A “predict-and-refine” conditional diffusion model is proposed by Whang et al. (2021), where a diffusion model is trained to refine the output of a deterministic predictor. However, all these methods require degradation-specific training, which could be computationally expensive and may not generalize well to unseen degradation operators.

Unsupervised diffusion inpainting Different from supervised methods, unsupervised diffusion inpainting aims at utilizing pre-trained diffusion models for the inpainting task without any model modification. Our proposed method also falls into this category. As an early work, Song & Ermon (2019a) proposes to modify the DDPM sampling process by spatially blending the noisy version of the degraded image in each time step of the denoising process. A similar idea is adopted by BlendDiffusion for text-driven inpainting (Avrahami et al., 2021). DdM (Kawar et al., 2022) defines a new posterior diffusion process whose marginal probability is proved to be consistent with DdPM (Ho et al., 2020). Roughly speaking, the proposed denoising process
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is equivalent to blending the degraded image in a weighted-sum manner in each time step. Despite the high efficiency of these methods, the images generated by the simple blending-based methods are often not harmonizing in the recovered part (Lugmayr et al., 2022).

To address the issue, the authors of REPAINT (Lugmayr et al., 2022) proposed a resampling strategy. Specifically, a “time travel” operation is introduced, where images from the current time step are first blended with the noisy version of the degraded image, and then used to generate images in the $t+1$ time step using a one-step forward process, thereby reducing the visual inconsistency caused by blending. Trippe et al. (2022) further proves that a simple blending-based method would introduce irreducible approximation error in the generation process. A particle filtering-based method, named RESAMPLING, is then proposed, where for time step $t$, each generated image is resampled based on its probability of generating the revealed part of the degraded image in the $t-1$ time step. Pokle et al. (2022) look at diffusion models in a deep equilibrium (DEQ) perspective and propose a DEQ method for inverting DDIM to save memory consumption. DDNM (Wang et al., 2022) introduces a new blending mechanism, where the degraded image is directly incorporated in each time step without noise. Another recent work DPS (Chung et al., 2022a) addresses the inpainting problem via approximation of the posterior sampling in a similar manner with classifier-free guided diffusion (Dhariwal & Nichol, 2021a). Specifically, they use the approximated gradient of the posterior likelihood as a mean shift for images generated at each time step of the denoising process. Different from these methods, we introduce a Bayesian framework to jointly modify both revealed and unrevealed parts of images by maximizing the posterior in each time step along the denoising process and thus enjoying better coherence for the inpainted part.

3. Background and Notations

In this section, we will provide a brief overview of the diffusion model frameworks and notations that will be used in this paper. Note that we will only cover just enough details for the purpose of explaining our proposed approach. We would recommend readers refer to the original papers cited for complete details and derivations.

Denote $X_0$ as a random vector of the natural images (vectorized). DDIMs (Song et al., 2020) try to recover the distribution of $X_0$ through a set of intermediate variables, e.g., $X_{1:T}$, which are progressively corrupted versions of $X_0$. There are two processes in a DDIM framework, a forward diffusion process, which defines how $X_0$ is corrupted into $X_T$, and a reverse denoising process, which governs how to recover $X_0$ from $X_T$ based on the forward process.

The forward diffusion process of DDIMs follows that of the denoising diffusion probabilistic models (DDPMs) (Ho et al., 2020; Sohl-Dickstein et al., 2015), which is a Markov process that progressively adds Gaussian noises to the intermediate variables, i.e.,

$$q(X_t|X_{t-1}) = \prod_{t=1}^{T} q(X_t|X_{t-1}),$$

(1)

$$q(X_t|X_{t-1}) = \mathcal{N}(X_t; \sqrt{\alpha_t}X_{t-1}, \beta_tI),$$

where $\alpha_t$ and $\beta_t$ define the scaling and variance schedule with $\alpha_t = 1 - \beta_t$. It can be easily shown that, with an appropriate scaling and variance schedule and a sufficiently large $T$, $X_T$ approaches the standard Gaussian distribution.

For the reverse diffusion process, DDIMs introduce another distribution $q_{\theta}$, called the inference distribution, that has a matching conditional distribution of each individual intermediate variable to $q$. Specifically

$$q_{\theta}(X_t|X_{t+1}) = q_{\theta}(X_t|X_{0}) \prod_{t=0}^{T} q_{\theta}(X_{t-1}|X_t, X_0),$$

(2)

$$q_{\theta}(X_t|X_{0}) = \mathcal{N}(X_t; \sqrt{\alpha_t}X_0, (1 - \bar{\alpha}t)I),$$

$$q_{\theta}(X_{t-1}|X_t, X_0) = \mathcal{N}(X_{t-1}; \mu_t, \sigma^2_tI),$$

where $\bar{\alpha} = \prod_{i=1}^{t} \alpha_i$ and $\sigma^2_t$ is a free hyperparameter, and

$$\mu_t = \sqrt{\bar{\alpha} \bar{\alpha}^{-1}}X_0 + \sqrt{1 - \bar{\alpha} \bar{\alpha}^{-1}} - \frac{\sigma^2_t}{\sqrt{1 - \bar{\alpha} \bar{\alpha}^{-1}}}.$$

(3)

It can be shown that as long as $\sigma^2_t \in [0, 1 - \bar{\alpha} \bar{\alpha}^{-1}] \forall t$, $q_{\theta}$ and $q$ have matching distributions: $q_{\theta}(X_t|X_0) = q(X_t|X_0) \forall t$.

The denoising process is derived from $q_{\theta}$ by replacing $X_0$ with an estimated value of $\hat{X}_0$, i.e.,

$$p_{\theta}(X_T) = \mathcal{N}(X_T; 0, I)$$

$$p_{\theta}(X_t|X_{t+1}) = q_{\theta}(X_{t-1}|X_t, \hat{X}_0)$$

(4)

where

$$\hat{X}_0 = f_{\theta}(X_t)$$

(5)

is produced by a (reparameterized) neural network that predicts $X_0$ from $X_t$ by minimizing the mean squared error.

Equation 5 provides a way of estimating the final generation as a deterministic function of $X_t$. In particular, $f_{\theta}(X_t)$ is generated by feeding to the inference network once, and thus can be regarded as a compute-efficient approximation of the final generation. We will refer to it as one-step generation. As shown in Figure 2, the gap between $f_{\theta}(X_t)$ and $X_0$ typically gets smaller as $t$ gets smaller. As we will show, one-step generation is central to our algorithm because it permits direct control over the final generation through the intermediate variables.

4. The COPAINT Algorithm

4.1. Problem Formulation

The image inpainting problem aims to generate a natural, complete image given a partially revealed image, such that
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the generated image is identical to the given image in the revealed regions. Formally, denote \( r(\cdot) \) as an operator that outputs a revealed subset of the input dimensions, and \( s_0 \) as the revealed portion of the given reference image. Then the goal of image inpainting is to generate a natural image under the following inpainting constraint

\[
C : r(\tilde{X}_0) = s_0, \tag{6}
\]

which we denote as event \( C \) for notation brevity. In this paper, we focus on the scenario where the diffusion model is pretrained and fixed, i.e., \( f_\theta^{(t)} \) is fixed for all \( t \).

As discussed, many existing diffusion-model-based approaches only replace the revealed region of the generated intermediate or final images i.e., \( r(X_t) \) or \( r(X_0) \), to directly impose the inpainting constraint, whereas the generation of the remaining unrevealed region is not directly modified to match the context. Thus the resulting generated images could easily suffer from incoherence between the revealed and unrevealed regions. In the following, we will explain how we propose to jointly optimize both regions.

4.2. A Prototype Approach

We will start with a prototype approach. Consider the simplest form of DDIM, where \( \sigma_t = 0, \forall t \). In other words, the denoising process becomes a deterministic process with respect to \( \tilde{X}_T \). As a result, the inpainting constraint on \( \tilde{X}_0 \) in Equation 6 can translate to that on \( \tilde{X}_T \), so the image inpainting problem boils down to determining an appropriate \( \tilde{X}_T \) based on the following posterior distribution:

\[
p_\theta(\tilde{X}_T|C) \propto p_\theta(\tilde{X}_T) \cdot p_\theta(r(\tilde{X}_0) = s_0|\tilde{X}_T) = p_\theta(\tilde{X}_T) \cdot \delta(r(\tilde{X}_0) = s_0). \tag{7}
\]

According to Equations 2 and 4, \( p_\theta(\tilde{X}_T) \) is a standard Gaussian distribution. To clarify, \( p_\theta(r(\tilde{X}_0) = s_0|\tilde{X}_T) \) denotes the probability density function of \( r(\tilde{X}_0) \) evaluated at \( s_0 \), conditional on the value of \( \tilde{X}_T \). Since \( X_T \) is given and \( X_0 \) is a deterministic function of \( X_T \), \( p_\theta(r(\tilde{X}_0) = s_0|\tilde{X}_T) \) becomes a dirac delta function \( \delta(\cdot) \), with infinity probability density at where the event holds, and zero density elsewhere.

The dirac delta function can be approximated by a Gaussian density function with zero variance. Therefore, Equation 7, after taking the logarithm, can be approximated as

\[
\log p_\theta(\tilde{X}_T|C) \\
\approx -\frac{1}{2} \| \tilde{X}_T \|^2 - \frac{1}{2\xi_T^2} \| s_0 - r(\tilde{X}_0) \|^2 + C \tag{8}
\]

where we denote \( \tilde{X}_0 = g_\theta(\tilde{X}_T) \) to emphasize \( \tilde{X}_0 \) is a function of \( \tilde{X}_T \); \( C \) is the normalizing constant; \( \xi_T \) is the standard deviation of the second Gaussian distribution. When \( \xi_T \) approaches zero, the approximation in Equation 8 becomes exact. In practice, \( \xi_T \) can be set to a very small value.

Equation 8 provides a justification for solving \( \tilde{X}_T \) using optimization method, because the first term can be regarded as a prior regularization and the second term as a penalty term enforcing the inpainting constraint. One can either perform gradient ascent over \( \tilde{X}_T \) to find the maximum a posteriori (MAP) estimate of \( \tilde{X}_T \), or apply gradient-based sampling techniques such as Hamiltonian Markov Chain Monte Carlo (MCMC) (Neal, 2011), to draw random samples. Note that the optimization is over the entire \( \tilde{X}_T \), not just the revealed regions, so this would ideally resolve the incoherence problem in the existing replacement methods. Since the weight on the second term is very large, we can expect to solve for an \( \tilde{X}_T \) that can satisfy the inpainting constraint very well.

4.3. One-Step Approximation

The key limitation of the aforementioned prototype approach is that it is computationally impractical, because evaluating the final generation \( g_\theta(\tilde{X}_T) \) and computing its gradient involves performing forward and reverse propagation through the entire DDIM denoising process, which typically consists of tens or even hundreds of denoising steps. We thus need to derive a computationally-feasible algorithm from the prototype approach.

As discussed in Section 3, the one-step generation \( f_\theta^{(T)}(\tilde{X}_T) \) offers a fast approximation of the final generation, so a straightforward modification is to replace the \( g_\theta(\tilde{X}_T) \) in Equation 8 with \( f_\theta^{(T)}(\tilde{X}_T) \).

Formally, we introduce an approximated conditional distribution of \( r(\tilde{X}_0) \) given \( \tilde{X}_T \), denoted as \( p_\theta^*(r(\tilde{X}_0)|\tilde{X}_T) \), which is centered around the one-step generated value, \( r(f_\theta^{(T)}(\tilde{X}_T)) \), plus a Gaussian error, i.e.,

\[
p_\theta^*(r(\tilde{X}_0)|\tilde{X}_T) = N(r(\tilde{X}_0); r(f_\theta^{(T)}(\tilde{X}_T)), \xi_T^2 I). \tag{9}
\]
Algorithm 1 COPaint-TT

1: Input: \( s_0, \{ f_{0,t}(\cdot) \}_{t=1}^T \), time travel interval \( \tau \) and frequency \( K \), gradient descent number \( G \) and learning rate \( \{ \eta_t \}_{t=1}^G \)
2: Initialize \( X_\tau \sim \mathcal{N}(0, I) \)
3: \( t \leftarrow T, k \leftarrow K \)
4: while \( t \neq 0 \) do
5: Optimize \( X_t \) to maximize Equations 10-14 by G-step gradient descent with learning rate \( \eta_t \)
6: Generate \( X_{t-1} \) with Equation 4
7: \( t \leftarrow t - 1 \)
8: if \( t \mod \tau = 0 \) and \( t \leq T - \tau \) then
9: if \( k > 0 \) then
10: \( \text{// time travel} \)
11: Generate \( X_{t+\tau} \sim q(X_{t+\tau}|X_t) \)
12: \( t \leftarrow t + \tau - 1, k \leftarrow k - 1 \)
13: else \( k \leftarrow K \)
14: end if
15: end if
16: end if
17: end while
18: Return: \( 
\)

where \( \xi_t \) is the standard deviation parameter. Plugged in this approximate distribution, the approximate posterior is

\[
\log p_\theta(X_T|C) = \log(p_\theta(X_T)) + \log(p_\theta(r(X_0)|X_T)) + C' = -\frac{1}{2} \| \hat{X}_T \|^2 - \frac{1}{2\xi^2} \| s_0 - r(f_{\theta}^{(T)}(\hat{X}_T)) \|_2^2 + C',
\]

where \( C' \) refers to any normalizing constant, and the last line is derived from Equation 9.

It can be easily shown that in order to minimize the approximation gap, \( \text{i.e., the KL divergence between } p_\theta(r(X_0)|X_T) \text{ and } p_\theta'(r(X_0)|X_T) \), \( \xi_t^2 \) should be set to

\[
\xi_t^2 = \frac{1}{N} \sum_{n=1}^N \| r(f_{\theta}^{(T)}(\hat{X}_T)) - r(X_n) \|_2^2,
\]

where \( N \) is the dimension of \( s_0 \). Similar to Equation 8, maximizing Equation 10 over \( \hat{X}_T \) is essentially trying to satisfy the (approximated) inpainting constraint (second term) regularized by its prior (first term). However, in contrast to the exact case in Equation 8, where \( \xi_t \) should be as small as possible, \( \xi_t \) should be large enough (Equation 11) to capture the approximation error, which leads to a smaller weight on the approximate inpainting constraint term in Equation 10.

4.4. Denoising Successive Correction

Equation 10 will push revealed part of the one-step approximated generation, \( r(f_{\theta}^{(T)}(\hat{X}_T)) \), towards the reference image \( s_0 \). However, the actual inpainting constraint requires us to push the actual final generation, \( r(X_0) \), to \( s_0 \). As a result, optimizing Equation 10 cannot exactly satisfy the inpainting constraint. To further enforce the inpainting constraint, we return to the non-deterministic DDIM procedure, where \( \sigma_t \neq 0 \), and apply the optimization technique discussed in Sections 4.2 and 4.3 to all the intermediate variables to successively correct the approximation error.

The proposed DDIM procedure samples \( X_{0:T} \) from the approximate posterior \( p_\theta(X_{0:T}|C) \), which is decomposed as

\[
p_\theta(X_{0:T}|C) = p_\theta(X_T|C) \prod_{t=1}^T p_\theta(X_{t-1}|X_t, C).
\]

\( p_\theta(X_T|C_T) \) is defined in Equation 10. To compute \( p_\theta(X_{t-1}|X_t, C) \), we introduce a set of Gaussian approximated distributions similar to Equation 9 as

\[
p_\theta(r(X_0)|X_t, C) = N(r(X_0); r(f_{\theta}^{(T)}(X_t)), \xi_t^2 I),
\]

where \( \xi_t^2 \) is defined similar to Equation 11 (replacing \( T \) with \( t \)) to minimize the one-step approximation error. Then \( p_\theta(X_{t-1}|X_t, C) \) can be computed as

\[
-\frac{1}{2\xi_t^2} \| \hat{X}_{t-1} - \mu_t \|^2 - \frac{1}{2\xi_{t-1}^2} \| s_0 - r(f_{\theta}^{(T-1)}(X_{t-1})) \|^2 + C',
\]

where the third line follows from the reverse Markov property of the DDIM denoising process. The first term in the last line follows from Equations 2 to 4, with

\[
\mu_t = \frac{\sigma_{t-1}}{1 - \sigma_t^2} f_{\theta}^{(T)}(X_t) + \sqrt{1 - \alpha_t} - \sigma_t \frac{\alpha_{t-1} - \sigma_t^2}{\sqrt{1 - \alpha_t}},
\]

To generate the final inpainting result, we follow the following greedy optimization procedure to find samples of \( X_{0:T} \) that maximizes the \( p_\theta(X_{0:T}|C) \) in Equation 12. First, we sample an \( \hat{X}_T \) by optimizing Equation 10. Second, given the generated value of \( \hat{X}_t \), we sample an \( X_{t-1} \) by optimizing Equation 14. Both steps are essentially enforcing the approximate inpainting constraints under the DDIM prior regularization. According to Figure 2, the one-step approximation error will gradually reduce as \( t \) decreases, so the algorithm would approach the inpainting constraint with increasing levels of exactness, successively correcting the approximation errors made in the previous steps. In particular, when \( t = 1 \), if we set \( \sigma_1 = 0 \) and let \( \xi_1 \) approach zero, we will have zero approximation error, \( i.e., f_{\theta}^{(T)}(X_1) = X_0 \), so the generated image can be made to satisfy the inpainting constraint with very small errors.

4.5. Additional Algorithmic Designs

Although our algorithm can eventually eliminate the one-step approximation error in the final denoising step, the error in the early denoising steps can still affect the generation quality because it affects the quality of the prior distribution for subsequent generations. We introduce additional optional designs to reduce the approximation error.
Multi-Step Approximation In the early denoising steps where the approximation error is more significant, we can replace the one-step approximation with multi-step approximation, where $X_0$ is approximated by going through multiple deterministic denoising steps at a subset of time steps.

Time Travel To improve the self-consistency of the intermediate examples, we can apply the time travel technique (Lugmayr et al., 2022; Wang et al., 2022), which periodically returns to the previous denoising steps by corrupting the intermediate images. Specifically, for a set of selected time steps $\phi$ at denoising time step $T - \tau$, instead of progressing to $T - \tau - 1$, we rewind to time $T - 1$ by sampling a new $X_{T-1}$ based on $q(X_{T-1}|X_{T-\tau})$, and repeat the denoising steps from there. After $K$ rounds of rewinding and denoising through steps $T - 1$ to $T - \tau$, we then enter $K$ rounds of rewinding and denoising loop through steps $T - \tau - 1$ to $T - 2\tau$. This process progresses until time zero is reached. The algorithm of CoPAINT with time travel, abbreviated as CoPAINT-TT, is shown in Algorithm 1.

5. Experiments
5.1. Experiment Setup

Datasets and models Following Lugmayr et al. (2022), we validate our method on two commonly used image datasets: CelebA-HQ (Liu et al., 2014) and ImageNet-1K (Russakovsky et al., 2015). CelebA-HQ contains more than 200K celebrity images, and we use the data split provided by Suvorov et al. (2022) following Lugmayr et al. (2022). ImageNet-1K is a large-scale image dataset containing 1000 categories, and the original data split is used (Russakovsky et al., 2015). Since not all images in the datasets are square-shaped images that diffusion models accept, we crop all images into $256 \times 256$ size to accommodate pretrained diffusion models. For CelebA-HQ dataset, we use the diffusion model pretrained by Lugmayr et al. (2022). For ImageNet, we use the model pretrained by Dhariwal & Nichol (2021b). We use the first five images in the validation set for hyperparameter selection. The first 100 images in the test sets are used for evaluation following Lugmayr et al. (2022). Following Lugmayr et al. (2022); Wang et al. (2022); Suvorov et al. (2022), we consider seven different degradation masks on the original images for recovering: Expand, Half, Altern, S.R., Narrow, Wide, and Texts. Examples of the degraded images are in Figure 4.

Metrics We evaluate the quality of the inpainting results using both objective and subjective metrics. For the objective metric, we adopt the LPIPS used in Lugmayr et al. (2022), which computes the similarity of two images in the feature space of AlexNet (Krizhevsky, 2014). For each reference image, we generate two inpainted images and the overall average LPIPS is reported. For the subjective metrics, we conduct a human evaluation on Amazon MTurk, where each subject is presented with a masked reference image and a pair of inpainted images, one by CoPAINT-TT and the other by one of the baselines. The subject is then asked to select which one is of better quality according to a set of prespecified criteria. We also introduce a third option, ‘cannot tell the difference’, if the subject cannot find any noticeable differences between the pair.

We perform two tests where different criteria are specified. In the first test, referred to as overall, three criteria are introduced: 1) the inpainted image should be natural and without artifact; 2) the revealed portion should resemble the reference image; and 3) the image should be coherent. In the second test, referred to as coherence, only the coherence criterion is introduced. For both tests, we randomly sample 50 images for every mask in CelebA-HQ and ImageNet and thus result in $2 \times 2 \times 7 \times 50 = 1400$ image pairs for comparison. In each comparison with one baseline, we use the vote difference ($\%$), which is the percentage of the votes for CoPAINT-TT subtracted by that for the baseline, as the metric for the relative inpainting quality compared to the baseline. More details about the human evaluation design could be seen in Appendix A.1.

Baselines and implementation details We focus on comparison with diffusion-model-based methods, which have been shown to achieve state-of-the-art performance over methods that do not use diffusion models (Lugmayr et al., 2022). Specifically, the following baselines are introduced: BLENDED (Song & Ermon, 2019a; Avrahami et al., 2021), DDRM (Kawar et al., 2022), RESAMPLING (Trippe et al., 2022), REPAINT (Lugmayr et al., 2022), DPS (Chung et al., 2022a), and DDNM (Wang et al., 2022). A brief introduction about these baselines could be found in Section 2.

For all methods, we set the number of reverse sampling steps as 250 if not specified otherwise. For REPAINT, we use their released codes1 out-of-the-shelf with exactly the same setting as reported in their paper (Lugmayr et al., 2022). We then implement all other methods based on the REPAINT code base and keep all hyper-parameters the same as the corresponding papers, details could be seen in Appendix A.2. Specifically, we set gradient descent step number $G = 2$ for both CoPAINT and CoPAINT-TT. A time-efficient version of our method, CoPAINT-FAST is further introduced with $G = 1$ and reverse sampling

1With the released code of REPAINT in shorturl.at/AHILU and the matching configurations, we noticed there is a slight gap between our implemented results and the reported ones in Lugmayr et al. (2022). Nevertheless, we believe our comparison with REPAINT is fair because our methods were implemented based on the same code base, so any configuration nuances that can account for the gap are likely to affect the performance of our methods in the same direction.
Table 1. Quantitative results on CelebA-HQ (top) and ImageNet (bottom). We report the objective metric LPIPS and subjective human vote difference score of each baseline compared with our method CoPAINT-TT. Lower is better for both metrics. The vote difference scores are calculated as the vote percentage of CoPAINT-TT minus vote percentage of certain baseline. We report the results of two human tests, i.e., overall and coherence, in the Vote(%) column separated by /, where overall is based on naturalness, restoration quality and coherence, while coherence is only based coherence of the generated image. vote difference score being lower than zero indicates certain baseline is better than our method CoPAINT-TT. Numbers marked in blue are additional results.

Table:<br>
<table>
<thead>
<tr>
<th>Method</th>
<th>Expand</th>
<th>Half</th>
<th>Alter</th>
<th>S.R.</th>
<th>Narrow</th>
<th>Wide</th>
<th>Test</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LPIPS</td>
<td>Vote(%)</td>
<td>LPIPS</td>
<td>Vote(%)</td>
<td>LPIPS</td>
<td>Vote(%)</td>
<td>LPIPS</td>
<td>Vote(%)</td>
</tr>
<tr>
<td>BLENDED</td>
<td>0.597</td>
<td>0.228</td>
<td>0.772</td>
<td>0.043</td>
<td>1.100</td>
<td>0.290</td>
<td>0.766</td>
<td>0.078</td>
</tr>
<tr>
<td>DORN</td>
<td>0.704</td>
<td>0.277</td>
<td>0.769</td>
<td>0.151</td>
<td>0.784</td>
<td>0.596</td>
<td>0.140</td>
<td>0.125</td>
</tr>
<tr>
<td>REPAINT</td>
<td>0.536</td>
<td>0.231</td>
<td>0.809</td>
<td>0.050</td>
<td>2.486</td>
<td>0.261</td>
<td>6.472</td>
<td>0.077</td>
</tr>
<tr>
<td>DPM</td>
<td>0.496</td>
<td>0.199</td>
<td>2.012</td>
<td>0.014</td>
<td>32.77</td>
<td>0.041</td>
<td>10.19</td>
<td>0.039</td>
</tr>
<tr>
<td>DPM-FAST</td>
<td>0.449</td>
<td>16.12</td>
<td>0.20</td>
<td>0.011</td>
<td>4.87</td>
<td>0.020</td>
<td>0.010</td>
<td>0.013</td>
</tr>
<tr>
<td>CoPAINT</td>
<td>0.483</td>
<td>0.203</td>
<td>0.422</td>
<td>0.037</td>
<td>10.14</td>
<td>0.084</td>
<td>0.104</td>
<td>0.096</td>
</tr>
<tr>
<td>CoPAINT-TT</td>
<td>0.472</td>
<td>0.220</td>
<td>0.188</td>
<td>0.016</td>
<td>0.424</td>
<td>0.033</td>
<td>2.362</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>0.464</td>
<td>0.110</td>
<td>0.014</td>
<td>0.020</td>
<td>0.037</td>
<td>0.069</td>
<td>0.009</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Figure 3. Time-performance trade-off on CelebA-HQ (left) and ImageNet (right). The x-axis indicates the average time (s) to process one image, and the y-axis is the average LPIPS (Δ).

5.2. Experiment Results<br>
Quantitative results Table 1 shows the quantitative results of the proposed CoPAINT-FAST, CoPAINT and CoPAINT-TT together with all other baselines on both CelebA-HQ (top) and ImageNet (bottom) datasets with seven mask types. The results in the Votes (%) column show the two vote difference scores, the first for overall test and the second for the coherence test. Here are our key observations. First, in terms of the objective metric, CoPAINT consistently outperforms the other baselines, and reduces the average LPIPS score by 5% and 19% beyond the best-performing baseline RePAINT in CelebA-HQ and ImageNet dataset, respectively. Second, when combined with time travel, CoPAINT-TT can further bring down the average LPIPS score by another 3% and 1% in the two datasets, respectively. Besides, CoPAINT-TT achieves the best performance among eleven out of the fourteen inpainting tasks while achieving comparable performances with the best baseline in the rest. Third, in terms of subjective evaluations, CoPAINT-TT consistently produces positive vote difference scores in both the overall and coherence tests in most of the comparisons, indicat-
method for processing one image, while the y-axis represents the average LPIPS score over seven mask types. The position closer to the left-bottom corner of the figure indicates better performance and time efficiency. CoPAINT-TT achieves the best performance, although it has a larger computational cost than most baselines. On the other hand, with almost comparable performance, CoPAINT reduces the time cost by nearly 60% in both datasets. Compared with the best-performing baseline RePaint, CoPAINT lies to the left-bottom of RePaint in both datasets, demonstrating its advantage in the time-efficiency tradeoff. Moreover, we show that CoPAINT-Fast is four times faster than CoPAINT and is comparable to other baseline methods in terms of running time. CoPAINT-Fast also achieves competitive performances in both two datasets. Specifically, CoPAINT-Fast outperforms other baselines except for RePaint in CelebA-HQ and beats all baselines in ImageNet.

**Qualitative results** We show some example generated images CelebA-HQ and ImageNet in Figures 4 and 5, respectively. More qualitative results with large size could be seen in Appendix B. There are two key observations. First, our method achieves better coherence compared with other baselines, which is particularly significant with larger masks, such as Expand and Half. For example, in the second column in Figure 5 with the Half mask, the revealed part of the input is half of a television, as shown in the first row. In contrast to the failed completions generated by most baselines, both CoPAINT and CoPAINT-TT successfully generate a television with matching size and style. CoPAINT-Fast shows slight performance degradation due to the limited number of reverse sampling and gradient de-
Table 2. Ablation study of the gradient descent number $G$, the time travel frequency $K$, the time travel interval $\tau$, and the step number for approximating $X_t$ in each time step $H$. The results are based on the testing set of CelebA-HQ dataset with Half mask.

<table>
<thead>
<tr>
<th>Method</th>
<th>$G$</th>
<th>LPIPS $\downarrow$</th>
<th>Time (s) $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>COPAINT-TT</td>
<td>1</td>
<td>0.187</td>
<td>326</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.180</td>
<td>562</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.192</td>
<td>1365</td>
</tr>
<tr>
<td>Method</td>
<td>$K$</td>
<td>LPIPS $\downarrow$</td>
<td>Time (s) $\downarrow$</td>
</tr>
<tr>
<td>COPAINT-TT</td>
<td>1</td>
<td>0.180</td>
<td>562</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.179</td>
<td>721</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.181</td>
<td>1428</td>
</tr>
<tr>
<td>Method</td>
<td>$\tau$</td>
<td>LPIPS $\downarrow$</td>
<td>Time (s) $\downarrow$</td>
</tr>
<tr>
<td>COPAINT-TT</td>
<td>2</td>
<td>0.186</td>
<td>567</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.178</td>
<td>569</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.180</td>
<td>562</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.181</td>
<td>564</td>
</tr>
<tr>
<td>Method</td>
<td>$H$</td>
<td>LPIPS $\downarrow$</td>
<td>Time (s) $\downarrow$</td>
</tr>
<tr>
<td>COPAINT-TT</td>
<td>1</td>
<td>0.180</td>
<td>562</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.176</td>
<td>1491</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.177</td>
<td>3346</td>
</tr>
</tbody>
</table>

As shown in Algorithm 1, a $G$-step gradient descent method is adopted for optimizing $X_t$ at each time step. In Table 2 (first), we see that a larger $G$ would not always introduce better performances COPAINT-TT. As we optimize $X_t$ to minimize the mean square error (corresponding to the second term in Equation 14) only in the revealed region, a larger gradient descent number may introduce an overfitting problem and thus lead the poor performances.

Table 2 (second and third) shows the effects of time travel frequency $K$ and interval $\tau$. Different from REPAINT (Lugmayr et al., 2022) where $K = 9$ is used, we see that $K = 1$ is sufficient for our method, demonstrating that our proposed method is better at imposing the inpainting constraints than the simple replacement operations adopted by REPAINT. Besides, we show that the value of time travel interval $\tau$ does not have a significant impact on the performance with $\tau \geq 5$.

As we have mentioned in Section 4.5, the one-step approximation for $X_0$ could be replaced with multi-step approximation by going through multiple deterministic denoising steps at a subset of time steps. We denote the approximation step number as $H$, and its effects could be seen in Table 2 (fourth). We see that with a minor decrease in LPIPS, the time cost dramatically increases. With $H = 5$, it takes about six times longer than $H = 1$ for processing one image. We leave it for our future work to explore how to improve computational efficiency for multi-step approximation.

5.3. Coherence Study

To show how COPAINT ensures coherence along the denoising process, we present a coherence study, where we plot one-step generations over time steps $t = \{T, 0.8T, 0.6T, 0.4T, 0.2T, 1\}$ for the baseline BLENDED and our method COPAINT in Figure 6. As can be observed, although the revealed part is a woman with black hair, BLENDED keeps generating blond hair for the woman. This is consistent with the known bias in CelebA-HQ dataset, that women are more correlated with blond hair (Liu et al., 2021). The problem is that directly replacing the revealed portion of the image along the denoising process does not require the unrevealed portion to be consistent with the context of the revealed region. By contrast, our method could effectively generate a coherent image with black hair.

5.4. Ablation Study

We investigate the design choices of three hyperparameters, gradient descent step number $G$, time travel frequency $K$, time travel interval $\tau$, and the effects of multi-step approximation as mentioned in Section 4. Specifically, we conduct our experiments on the CelebA-HQ with Half mask. The results could be seen in Table 2.

As we have mentioned in Section 4.5, the one-step approximation for $X_0$ could be replaced with multi-step approximation by going through multiple deterministic denoising steps at a subset of time steps. We denote the approximation step number as $H$, and its effects could be seen in Table 2 (fourth). We see that with a minor decrease in LPIPS, the time cost dramatically increases. With $H = 5$, it takes about six times longer than $H = 1$ for processing one image. We leave it for our future work to explore how to improve computational efficiency for multi-step approximation.

6. Conclusion

In this paper, we proposed a diffusion-based image inpainting method, COPAINT, which introduces a Bayesian framework to jointly modify both revealed and unrevealed parts of intermediate variables in each time step along the denoising process, leading to better coherence in the inpainted image. COPAINT’s approximation error of the posterior distribution is designed to gradually drop to zero, thus strongly enforcing the inpainting constraint. Results from extensive experiments showed that COPAINT outperforms existing diffusion-based methods in both objective and subjective metrics in terms of coherence and overall quality. However, there are still some imperfections in COPAINT, due to the suboptimal greedy optimization and one-step approximation error. See the failure case study in Appendix E and the discussion about potential societal impacts in Appendix F. In the next step, we plan to replace our greedy optimization with more plausible sampling methods and investigate ways to further reduce approximation error.
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A. Experiment Setup

A.1. Human Evaluation

As described in Section 5.1, we conduct two human evaluations on Amazon Mturk\(^2\) to evaluate the quality of inpainted images. Figures 7 and 8 show the user interface for the human evaluations, where evaluators are asked to select an image of better quality from two candidate images inpainted by different algorithms according to the criteria listed in instructions. To avoid bias, we put the candidate images in random order. As mentioned in Section 5.1, we perform two user studies, with one of them focusing on overall quality and the other focusing on coherence.

Detailed criteria of overall test are:

- It is important that the edited image should look like a **natural image**. It should not contain a lot of artifacts, distortion or non-commonsensical scenes.
- The completed image should **resemble the source image** except in the missing part.
- The completed missing parts should be **visually coherent** with the given parts in the source image.

Detailed criteria of coherence test are:

- The completed missing parts should be visually coherent with the given parts in the source image. More specifically, the completed parts should follow the same style as the given parts in source image, for example, the haircut style of a human should be same and the filled parts should not contain irrelevant objects in the source image.

\(^2\)https://www.mturk.com
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**Instruction**

**Task**

**Instructions**

Please read the instructions carefully. Failure to follow the instructions will lead to rejection of your results. In this task, you will be asked to judge and compare the quality of two AI-edited images. Specifically, you will first see one degraded image that has some parts missing, which we will refer to as the **SOURCE IMAGE**. Then you will see two images, which are inpainted from the source image by two different machine learning algorithms. Inpainting means filling the missing parts of the source image to be a complete image such that the resulting image looks visually coherent and natural. You will be asked to select which of the two completed images is of **better quality**. A completed image with good quality should satisfy the following three criteria:

- **First**, it is important that the edited image should look like a natural image. It should not contain any artifacts, distortion, or non-photorealistic scenes.
- **Second**, the completed image should resemble the source image except for the missing part.
- **Third**, the completed missing parts should be visually coherent with the given parts in the source image.

Remember to answer the question based on the above criteria. In the following examples, the source image is on the left, and the two completed images are on the right. You can choose the better one by **clicking** on the image, and it will be highlighted with a red outline.

**Example:** We provide an example to help you analyze the image quality. Below are one source image (left) and two candidate-completed images (right):

You are expected to analyze the two candidate images based on the criteria mentioned above.

- In this example, both completed images look natural, with no obvious new artifacts or artifacts in the image.
- Both of these candidate images look similar to **SOURCE image** in the left part.
- However, the right part of Candidate 2 image is not consistent with the left part of **SOURCE image**. Eyes are completely different, and the hair cut style does not match. We can see a clear gap between the left and right parts in **Candidate 1**, which makes it look like a concatenation of two different images. On the other hand, the right part of **Candidate 2** is more coherent with the left part. The hair cut style on both sides are similar, the eyes are identical and there is no clear gap in between.

Therefore, **Candidate 2** is a better-completed image.

**More low-quality examples:** We also provide another two low-quality examples **completed from the same source image** to help you understand the criteria.

- In the left image (with the caption *Distortion*), we can spot some artifacts and distortions in the right part, which **violates criterion 1**.
- In the right image (with the caption *Poor restoration*), the left part is not very similar to the **SOURCE image**, e.g., the eye color, the shape of the eyebrow are different and the hair is missing details, which **violates criterion 2**.

You are expected to jointly consider all three criteria when making your choice.

To proceed to the real test, please scroll to the top and click the "task" card.

**Instruction**

**Task**

**Which one of the two candidate image is a better completion of **SOURCE image**?**

**Criteria:**

- **First**, it is important that the edited image should look like a natural image. It should not contain any artifacts, distortion, or non-photorealistic scenes.
- **Second**, the completed image should resemble the source image except for the missing part.
- **Third**, the completed missing parts should be visually coherent with the given parts in the source image.

Choose the better one by **clicking** on the image.

**NOTICE:**

We need you to choose one of the two candidate images. If you are not able to tell which one is better, you can click "I CAN'T TELL which one is better" to not affect the evaluation.

You won't be able to submit the question unless you select.

Figure 7. Human evaluation interface for overall test. Evaluators are asked to choose an image of better quality from two **Candidate** images following the criteria listed in the instructions.
Figure 8. Human evaluation interface for coherence test. Evaluators are asked to choose an image of better quality from two Candidate images following the criteria listed in the instructions.
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A.2. Implementation Details of Baselines

We implement all methods based on the code\textsuperscript{3} released by Lugmayr et al. (2022) and generate images with the same pre-trained diffusion model. For CelebA-HQ dataset, we use the model pretrained by Lugmayr et al. (2022). For ImageNet, we use the model pretrained by Dhariwal & Nichol (2021b). For all experiments, we set the number of reverse sampling steps as 250 if not specified otherwise. All experiments are done on an Nvidia-V100-SXM2-32GB GPU. The key hyper-parameters for each baseline method are listed below:

**BLENDED**, we use DDPM (Song & Ermon, 2019b) sampler with 250 sampling steps.

**DDRM**, we perform all experiments with the default setting $\eta_D = 1.0, \eta = 0.85$.

**RESAMPLING**, we generate and resample twenty images\textsuperscript{4} in each time step, and select the two with the highest posterior probability when $t = 1$.

**REPAINT**, we perform all experiments with the default setting, where jump length $j = 10$ and resampling number $n = 10$.

**DPS**, we perform all experiments following the setting of Gaussian noise measurement in the original paper, where the measurement noise is set to 0 and the step size $\xi_i = 1/\|y - A(s_0(\mathbf{x}_i))\|$.

**DDNM**, we perform all experiments with the default setting, where linear degradation operator $A = r$ and its pseudo-inverse $A^\dagger = r$.

A.3. Adaptive Learning Rate for Our Method

In our algorithm 1, $\hat{X}_t$ is optimized to maximize the posterior in each time step. It is equivalent to optimize $\hat{X}_t$ by minimizing the following loss,

$$L_t = -\log p(y_t|\hat{X}_{t+1}, C) = \frac{1}{2\sigma_t^2} \| \hat{X}_t - \hat{\mu}_t \|^2 + \frac{1}{2\xi_t^2} \| s_0 - r(f_{\theta}^{[t]}(\hat{X}_t)) \|^2, \quad (16)$$

and its gradient on $\hat{X}_t$ could be calculated as follows,

$$\nabla_{\hat{X}_t} L = \frac{1}{\sigma_t^2} (\hat{X}_t - \hat{\mu}_t) + \frac{1}{\xi_t^2} \left[ \nabla_{\hat{X}_t} r(f_{\theta}^{[t]}(\hat{X}_t)) \left[ s_0 - r(f_{\theta}^{[t]}(\hat{X}_t)) \right] \right]$$

$$= \frac{1}{\sigma_t^2} (\hat{X}_t - \hat{\mu}_t) + \frac{1}{\xi_t^2} \frac{\partial f_{\theta}^{[t]}(\hat{X}_t)}{\partial X_t} \frac{\partial r(f_{\theta}^{[t]}(\hat{X}_t))}{\partial f_{\theta}^{[t]}(\hat{X}_t)} \left[ s_0 - r(f_{\theta}^{[t]}(\hat{X}_t)) \right]. \quad (17)$$

where we note that $\frac{\partial r(f_{\theta}^{[t]}(\hat{X}_t))}{\partial f_{\theta}^{[t]}(\hat{X}_t)}$ is a diagonal matrix with either one or zero. Following the one-step approximation function $f_{\theta}^{[t]}(\hat{X}_t)$ in DDIM (Song et al., 2020), we have

$$\frac{\partial f_{\theta}^{[t]}(\hat{X}_t)}{\partial X_t} = \frac{\partial \left( \hat{X}_t - \sqrt{1 - \hat{\alpha}_t} \epsilon_{\theta}^{[t]}(\hat{X}_t) / \sqrt{\hat{\alpha}_t} \right)}{\partial X_t}$$

$$= \frac{1 - \sqrt{1 - \hat{\alpha}_t} \nabla_{\hat{X}_t} \epsilon_{\theta}^{[t]}(\hat{X}_t)}{\sqrt{\hat{\alpha}_t}} \quad (18)$$

Given the fact that $\{\hat{\alpha}_t\}$ is strictly decreasing, $1/\sqrt{\hat{\alpha}_t}$ could be very large when $t$ is large and thus lead to large gradient magnitudes for updating $\hat{X}_t$. In practice, we find that it would easily result in NaN if optimizing $\hat{X}_t$ directly with the gradient. To alleviate the problem, we multiply the learning rate with an offset term $\sqrt{\hat{\alpha}_t}$. With a base learning rate 0.02, we finally use $0.02\sqrt{\hat{\alpha}_t}$ as our learning rate.

\textsuperscript{3}shorturl.at/AHILU

\textsuperscript{4}It is the maximum affordable number for a 32G GPU.
B. Qualitative Results

We provide the larger size version of Figures 4 and 5 in Figures 9 and 12. More qualitative results are further provided on CelebA-HQ in Figure 10, Figure 11 and more qualitative results on ImageNet in Figure 13, Figure 14 in this section.
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<table>
<thead>
<tr>
<th>Input</th>
<th>Expand</th>
<th>Half</th>
<th>Altern</th>
<th>S.R.</th>
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</table>

Figure 9. Qualitative results of baseline BLENDED and our methods (CoPAINT, CoPAINT-TT) on CelebA-HQ with seven masks.
<table>
<thead>
<tr>
<th>Input</th>
<th>Expand</th>
<th>Half</th>
<th>Altern</th>
<th>S.R.</th>
<th>Narrow</th>
<th>Wide</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><img src="image1.png" alt="Expand" /></td>
<td><img src="image2.png" alt="Half" /></td>
<td><img src="image3.png" alt="Altern" /></td>
<td><img src="image4.png" alt="S.R." /></td>
<td><img src="image5.png" alt="Narrow" /></td>
<td><img src="image6.png" alt="Wide" /></td>
<td><img src="image7.png" alt="Text" /></td>
</tr>
</tbody>
</table>

**Figure 10.** Qualitative results of baseline methods and our methods (COPAINT, COPAINT-TT) on CelebA-HQ with seven masks.
Figure 11. Qualitative results of baseline methods and our methods (CoPAINT, CoPAINT-TT) on CelebA-HQ with seven masks.
Figure 12. Qualitative results of baseline BLENDED and our methods (CoPAINT, CoPAINT-TT) on ImageNet with seven masks.
Figure 13. Qualitative results of baseline methods and our methods (CoPAINT, CoPAINT-TT) on ImageNet with seven masks.
Figure 14. Qualitative results of baseline methods and our methods (CoPAINT, CoPAINT-TT) on ImageNet with seven masks.
C. Additional High-resolution Inpainting Experiments

We conduct an additional experiment on inpainting images, where we use the released $512 \times 512$ diffusion model\textsuperscript{5} pre-trained on ImageNet dataset as the backbone. The quantitative results could be found in Table 3. As can be observed, our methods still achieve the best LPIPS compared with other baselines. For example, CoPAINT-TT reduces LPIPS by 19.4\% compared with the most competing baseline RePaint. In Figure 15 with the time-performance tradeoff, we show that our method is able to outperform other baselines except for RePaint with a comparable computational time budget (CoPAINT-FAST), and outperforms all baseline methods given more computational budget (CoPAINT and CoPAINT-TT).

<table>
<thead>
<tr>
<th>Method</th>
<th>Expand LPIPS↓</th>
<th>Half LPIPS↓</th>
<th>Altern LPIPS↓</th>
<th>S.R. LPIPS↓</th>
<th>Narrow LPIPS↓</th>
<th>Wide LPIPS↓</th>
<th>Text LPIPS↓</th>
<th>Average LPIPS↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLENDED</td>
<td>0.739</td>
<td>0.377</td>
<td>0.210</td>
<td>0.495</td>
<td>0.157</td>
<td>0.179</td>
<td>0.038</td>
<td>0.313</td>
</tr>
<tr>
<td>DDNM</td>
<td>0.859</td>
<td>0.391</td>
<td>0.339</td>
<td>0.712</td>
<td>0.204</td>
<td>0.197</td>
<td>0.073</td>
<td>0.396</td>
</tr>
<tr>
<td>RESAMPLING</td>
<td>0.799</td>
<td>0.366</td>
<td>0.205</td>
<td>0.482</td>
<td>0.157</td>
<td>0.173</td>
<td>0.039</td>
<td>0.317</td>
</tr>
<tr>
<td>REPAINT</td>
<td>0.835</td>
<td>0.351</td>
<td>0.066</td>
<td>0.158</td>
<td>0.083</td>
<td>0.146</td>
<td>0.019</td>
<td>0.237</td>
</tr>
<tr>
<td>DPS</td>
<td>0.750</td>
<td>0.575</td>
<td>0.513</td>
<td>0.543</td>
<td>0.496</td>
<td>0.519</td>
<td>0.480</td>
<td>0.554</td>
</tr>
<tr>
<td>DDNM</td>
<td>0.850</td>
<td>0.406</td>
<td>0.033</td>
<td>0.079</td>
<td>0.173</td>
<td>0.193</td>
<td>0.044</td>
<td>0.254</td>
</tr>
<tr>
<td>CoPAINT-FAST</td>
<td>0.678</td>
<td>0.335</td>
<td>0.075</td>
<td>0.128</td>
<td>0.103</td>
<td>0.167</td>
<td>0.043</td>
<td>0.218</td>
</tr>
<tr>
<td>CoPAINT</td>
<td>0.732</td>
<td>0.310</td>
<td>0.033</td>
<td>0.067</td>
<td>0.100</td>
<td>0.146</td>
<td>0.026</td>
<td>0.202</td>
</tr>
<tr>
<td>CoPAINT-TT</td>
<td>\textbf{0.726}</td>
<td>\textbf{0.292}</td>
<td>\textbf{0.022}</td>
<td>\textbf{0.043}</td>
<td>\textbf{0.093}</td>
<td>\textbf{0.136}</td>
<td>\textbf{0.025}</td>
<td>\textbf{0.191}</td>
</tr>
</tbody>
</table>

\textsuperscript{5}https://github.com/openai/guided-diffusion

Figure 15. Time-performance trade-off on ImageNet for $512 \times 512$ inpainting. The x-axis indicates the average time (↓) to process one image, and the y-axis is the average LPIPS (↓).
D. Additional Super-resolution Experiments

We conduct an additional experiment with our method on the super-resolution task. Specifically, we apply average pooling to downsample a 256 × 256 image to a lower resolution at different scales following DDNM (Wang et al., 2022) and then use different methods to reconstruct the original 256 × 256 image. We compare our method with DPS (Chung et al., 2022a), DDRM (Kawar et al., 2022), and DDNM (Wang et al., 2022) as they are suitable for the super-resolution task.

The quantitative results in Table 4 demonstrate the consistent superiority of our method compared with other baselines. The qualitative results are shown in Figures 16 and 17. Although the most competing baseline DDNM performs well in 2× and 4× super-resolution, their generated images in 8× super-resolution are more blurry and lack finer details such as hair, as demonstrated in the first CelebA-HQ example, and fur, as demonstrated in the second ImageNet example. In contrast, our method produces more natural-looking images with better details.

Table 4. Quantitative results of super-resolution task on CelebA-HQ (top) and ImageNet (bottom) datasets. Following (Wang et al., 2022), we apply average-pooling to a 256 × 256 image to obtain the low-resolution input and then reconstruct the original image using different methods. We perform experiments for three different scales, i.e., 2×, 4× and 8×, with the image being downsampled at the corresponding scale. We report the objective metric LPIPS of each baseline. Lower is better for LPIPS.
<table>
<thead>
<tr>
<th></th>
<th>INPUT</th>
<th>Dps</th>
<th>DDRM</th>
<th>DDNM</th>
<th>CoPaint</th>
<th>CoPaint-TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2×SR</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>4×SR</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>8×SR</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
</tbody>
</table>

*Figure 16. Qualitative results of applying different methods to super-resolution task on CelebA-HQ dataset.*
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Figure 17. Qualitative results of applying different methods to super-resolution task on ImageNet dataset.
E. Failure Case Study

We present a failure case study of our methods, CoPAINT and CoPAINT-TT, which can be found in Figure 18. Our findings indicate that these methods are susceptible to failure when it comes to inpainting image details. For instance, in the first column, while the inpainted area appears coherent and natural, the text on the hat does not blend well with the surrounding region. Other baselines exhibit similar issues. We attribute this to the deficiency of diffusion models in generating image details, particularly text, and plan to address this in future work. Additionally, we demonstrate that all methods, including ours, are likely to fail for large masked regions where the revealed surrounding information is inadequate for inpainting, resulting in unnatural images. An example of this is shown in the last column.
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### Fail-cases of our method

<table>
<thead>
<tr>
<th>Method</th>
<th>Incorrect details</th>
<th>Large Mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td><img src="image1" alt="Incorrect details" /></td>
<td><img src="image2" alt="Large Mask" /></td>
</tr>
<tr>
<td>BLENDED</td>
<td><img src="image3" alt="Incorrect details" /></td>
<td><img src="image4" alt="Large Mask" /></td>
</tr>
<tr>
<td>RESAMPLING</td>
<td><img src="image5" alt="Incorrect details" /></td>
<td><img src="image6" alt="Large Mask" /></td>
</tr>
<tr>
<td>DDNM</td>
<td><img src="image7" alt="Incorrect details" /></td>
<td><img src="image8" alt="Large Mask" /></td>
</tr>
<tr>
<td>DPM</td>
<td><img src="image9" alt="Incorrect details" /></td>
<td><img src="image10" alt="Large Mask" /></td>
</tr>
<tr>
<td>CO PAINT - F</td>
<td><img src="image11" alt="Incorrect details" /></td>
<td><img src="image12" alt="Large Mask" /></td>
</tr>
<tr>
<td>CO PAINT - TT</td>
<td><img src="image13" alt="Incorrect details" /></td>
<td><img src="image14" alt="Large Mask" /></td>
</tr>
</tbody>
</table>

*Figure 18. Fail-cases of our method*
F. Potential Societal Impacts

Despite the recent success in image generation with diffusion models, these models are prone to the biases exhibited in data (Rombach et al., 2021) and thus could generate biased images for downstream tasks. In line with other diffusion inpainting works, our method heavily relies on the pre-trained diffusion models and thus could exhibit or even amplify the biases existing in the models. For example, as shown in Figure 6, BLENDED (Song & Ermon, 2019a; Avrahami et al., 2021) inpaint a blond-haired woman for the reference image with a black-haired woman, which aligns with a known bias in CelebA-HQ dataset (Liu et al., 2021). The underlying reason lies in that, the replacement operation used by BLENDED only enforces the inpainting constraint on the revealed part of the generated image, while the unrevealed part is not directly modified and has to rely more on prior knowledge learned from data. By contrast, in this paper, we introduce a Bayesian framework to jointly modify both the revealed and unrevealed parts of intermediate variables in each time step. This would enforce better coherence between the revealed and unrevealed parts, making our method less susceptible to biases. As shown in Figure 6, our method COPAINT successfully completes the image with a black-haired woman. On the other hand, however, due to the suboptimal greedy optimization and one-step approximation error, we note that there are still some imperfections in our method. Therefore, some bias may still persist, particularly when the revealed part contains too little information. Besides, our method might be used in generating fake content and other malicious images to deceive humans and spread misinformation. In practice, our method should be appropriately used with careful checks on potential risks.