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I Pseudocode for DUKF in BEVO

In this Section, We elaborate upon the description of DUFK utilized in BEVO with the pseudocode shown in Algorithm 1, as well as the training process of BEVO in 2. Note: \( x \) stands for state \( x \) in time \( t \).

II Pseudocode for BEVO+

We further elaborate upon the extension of BEVO as the differentiable front-end of differentiable localization. The localization and the odometry are trained together end to end with the robot’s location as the supervision, and is available for localization in heterogeneous maps. Similar to how we retrieve pitch and roll in BEVO, we also utilize the DUKF for localization, and name the whole process as BEVO+. The pseudocode for the localization is shown in Algorithm 3 and Algorithm 4. Note: In these algorithms, \( \{x, y, yaw\} \) stands for the 2D location and the heading angle of the robot in time \( t \).

III Experimental Setups for Heterogeneous Localization

We take the GPS data as the ground truth to evaluate the performance of the localization. For each scene, we train the odometry and the localization with the first two quarters of the data, evaluate it with the third quarter, and test it with the last quarter.

- In CARLA, we localize a vehicle on the satellite map in different weathers. We train and utilize BEVO as the odometry and localize the projected BEV (from different weathers) on the heterogeneous satellite map.
- The AeroGround (AG) Dataset is collected for multi-robot collaboration. In this dataset, we train and utilize BEVO as the odometry and localize the ground robot with its front camera BEV on the heterogeneous map built by a drone.

IV Visual Results on Odometery

In this Section, we elaborate upon the visual demonstration of the odometry for sequence 00∼08 of the KITTI dataset. These sequences are the training and validation sets. The demonstrations are shown in Fig. 1. Together with the demonstration of sequence 09∼10, the results show that BEVO stays robust not only in training, validation, but also in the testing. We argue that this is achieved knowing the testing sequences share the same sensor as the training. This proves that the training of BEVO for each sensor can be applied once for all.

V Visual Results on Localization

In this Section, we show more visual results of the differentiable localization, BEVO+. Since the performance of BEVO+ in the real world is demonstrated in the original paper, we gave a set of demonstration in different settings of Carla, to study the robustness of the method, as shown in Fig. 2. We first train the localization in sunny days of Town 1, with randomly generated obstacles,
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VI.1 Traditional Methods

Visual-inertial odometry aims to fuse data from the camera and inertial measurement unit to estimate
the ego-motion. Traditional VIO methods are mainly based on filtering and optimization. Mourikis
et al. [1] propose a Multi-State Constraint Kalman Filter (MSCKF) method that utilizes the EKF to estimate poses. Moreover, Li et al. [2] improve the MSCKF approach by ensuring the correct observability properties and performing online estimation of calibration parameters. Sun et al. [3] present a stereo version MSCKF which is robust and efficient. OKVIS [4] optimizes through key-frame while VINS-Mono [5] is a state estimator based on nonlinear optimization, which contains a tightly coupled visual-inertial odometry and performs global pose graph optimization. These robust methods can generalize well but require empirical parameter tuning which is labor intensive.

VI.2 Learning-based Methods

VINet [6] is the first end-to-end learning-based method for visual-inertial odometry which eliminates the need for manual synchronization and calibration. DeepVO [7] uses Recurrent Convolutional Neural Networks to learn feature representation in visual odometry problems. Wang et al. [8] present TartanVO, which can generalize to multiple datasets and real-world scenarios. DeepVIO [9] merges 2D optical flow features and IMU data to provide absolute trajectory estimation, during which the depth and dense point cloud are estimated. More recent works, e.g., SelfVIO [10], CodeVIO [11], UnDeepVO [12], Li et al. [13], also take advantage of depth estimation to achieve high pose estimation accuracy. However, all methods above train a large network with millions of parameters, resulting in heavy models and are merely interpretable with weak generalization abil-
ity. Therefore, we set to solve this problem by introducing a fully interpretable model with only 4 trainable parameters.
Figure 1: The visual demonstration of BEVO in sequence 00–08 of KITTI.
Figure 2: The qualitative demonstration of the localization in different conditions of Carla.
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