A Variational Autoencoder Implementation Details

Network Dimensions: In this work, we set the latent vector \( z \in \mathbb{R}^{28} \), hidden representation of nodes \( h_i \in \mathbb{R}^{450} \), and embedding of node attributes \( x_{\text{emb}} \in \mathbb{R}^{450} \). The dimensions of the weights in the encoder and decoder are set accordingly. The property prediction network is implemented as a MLP with two hidden layers of size 128, with ReLU activation after each hidden layer. We used PyTorch [1] for all network implementation.

Training: Our VAE uses a learning rate of 1e-3, which is decayed every 40000 training steps at a rate of 0.9. We optimize the trainable weights using Adam [2], while applying a gradient clipping of magnitude 50. We trained the model for 400000 steps with a batch size of 32 to obtain the reported results. We anneal the weight of KL loss from zero to one during training, which helps ensure that the encoder does not start by pushing the KL loss to zero, as noted in [3].

B Bayesian Optimization Implementation Details

Our Bayesian Optimization (BO) implementation, using [4], begins with 50 steps of random exploration, which helps diversify the exploration space. Subsequent sampling points are determined by the Expected Improvement (EI) acquisition function. Every 10 steps, a random point is sampled to explore. We used an optimization bound of \([-3, 3]\) across all latent dimensions. Our EI acquisition function has \( \xi = 0.01 \), which controls the exploration rate. Our Gaussian Process uses a Matern kernel with \( \nu = 2.5 \). We additionally apply domain reduction, with shrinkage parameter \( \gamma_{\text{osc}} = 0.7 \), panning parameter \( \gamma_{\text{pan}} = 1.0 \), zoom parameter \( \eta = 0.9 \).

C GRU equations

The following equations are used to calculate the messages passed between nodes in the message passing graph neural networks in the VAE at each iteration. Notation follows from the main text, where \( W \) and \( U \) refer to trainable weights, \( s, z \) and \( r \) are internal variables, and \( m \) refers to the messages.

\[
s_{ij} = \sum_{k \in N(i)/j} m_{ki} \quad (1)
\]

\[
z_{ij} = \sigma(W^z x_i + U^z s_{ij} + b^z) \quad (2)
\]

\[
r_{ki} = \sigma(W^r x_i + U^r m_{ki} + b^r) \quad (3)
\]

\[
\hat{m}_{ij} = tanh(W x_i + U \sum_{k \in N(i)/j} r_{ki} \odot m_{ki}) \quad (4)
\]

\[
m_{ij} = (1 - z_{ij}) \odot s_{ij} + z_{ij} \odot \hat{m}_{ij} \quad (5)
\]
D  Latent Space Interpolation

To gain an intuition behind how the latent space maps a combinatorial design space to a continuous one, we created visualizations of how the designs vary as the latent vector is linearly interpolated between two points:

The left and right-most designs in each row are obtained from two points in latent space, and the designs between them are created by linearly interpolating the latent vector at equal intervals, then decoding those variables.
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